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Abstract. We study protecting a user’s data (images in this work)
against a learner’s unauthorized use in training neural networks. It is
especially challenging when the user’s data is only a tiny percentage
of the learner’s complete training set. We revisit the traditional water-
marking under modern deep learning settings to tackle the challenge.
We show that when a user watermarks images using a specialized linear
color transformation, a neural network classifier will be imprinted with
the signature so that a third-party arbitrator can verify the potentially
unauthorized usage of the user data by inferring the watermark signature
from the neural network. We also discuss what watermarking properties
and signature spaces make the arbitrator’s verification convincing. To
our best knowledge, this work is the first to protect an individual user’s
data ownership from unauthorized use in training neural networks.

1 Introduction

Recent advances in machine learning techniques have put personal data at sig-
nificant risk. For example, in the scandal of “Cambridge Analytica” [38], millions
of users’ data are collected without consent to train machine learning models for
political advertising. To protect personal data and privacy, there have been some
legislations in place, such as Europe General Data Protection Regulation [11] (ef-
fective in May 2018), California Privacy Act [2] (effective in January 2021), and
China Data Security Law [33] (effective in July 2021). They often require that
personal data should be “processed lawfully, fairly and in a transparent manner”
and can only be used “adequately, relevantly and limited to what is necessary
in relation to the purposes (‘data minimisation’)” [11]. However, there is a lack
of methods for detecting personal data breaches from machine learning models,
which have increasingly become the primary motivation for a violator to break
a user’s data ownership because the models’ efficacy heavily depends on data.

This paper studies personal image protection (PIP) from unauthorized usage
in training deep neural networks (DNNs). The need for PIP arises when users
expose their images to digital products and cloud services. In the era of big data
and deep learning, a critical concern is that DNN learners may violate users’
intents by using their data to train DNNs without authorization. It becomes
worse when the DNN models consequently leak private user information [1, 10,
27,31]. However, how can ordinary users know whether their images, which could
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arbitrator tries to recover the user’s private signature for watermarking from the
DNN model and the user’s original images with no watermark — crucially, the
arbitrator does not use the user’s private signature to recover it. The arbitrator
concludes that the user’s images were part of the DNN’s training set if the user’s
private signature can be recovered without knowing it in advance.

This paper proposes an empirically effective approach to the anti-neuron wa-
termarking, and we leave more rigorous analyses to future work. In particular, a
linear color transformation (LCT) in the hue space can be effectively used as a
watermarking method. The resultant images remain as appealing as the original
ones visually, so the unauthorized learner would not detect this type of water-
mark. Moreover, the LCT method is resilient to standard image augmentation
techniques used in training neural models. Finally, we show that a DNN classifier
indeed tends to memorize the LCT watermarking using extensive experiments.
The arbitrator’s verification method is simply iterating over the signature space,
watermarking the user’s original images using each signature, and returning the
signature that reaches the lowest DNN classification loss.

In summary, our main contribution is to formalize the problem of user-focused
anti-neuron watermarking for personal image protection from unauthorized us-
age in training DNNs. Moreover, we propose the LCT watermarking for ordinary
users and a straightforward verification method for the third-party arbitrator,
demonstrating a successful anti-neuron watermarking scenario for PIP. Addi-
tionally, we raise some critical questions for furthering the study of PIP against
DNN learners: 1) What types of watermarking can imprint DNNs the best, es-
pecially when a user’s watermarked images are only a tiny part of the training
set? 2) What makes the imprinting of DNNs possible? Is it the DNN’s mem-
orization of training examples? 3) How can a trustworthy arbitrator recover a
user’s private watermark from DNN and the user’s unwatermarked images? 4)
How can anti-neuron watermarking work for multiple users? To the best of our
knowledge, this work is the first to protect an individual user’s data ownership
from unauthorized use in training neural networks.

2 Related Work

Watermarking is a long-standing technique to declare ownership of objects. It
can be traced back to paper marking [24] at 1282 in Italy, where a watermark was
created via changing the thickness of the paper. Digital watermark is later intro-
duced by [35] to code an undetectable digital watermark on gray scale images. Yu
et al. [42] train a neural network for watermarking to embed hidden information
in images. El et al. [8] add digital watermarks to video frames with neural net-
works. Zhong et al. [46] propose an automated and robust image watermarking
based on deep neural networks. Recently, watermarking is used to protect the
intellectual property of machine learning models [13,26,28,44]. These techniques
follow similar ideas as trojan attacks [21] or backdoor attack [12], where models
are trained with constructed samples to learn objective behaviors.
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The most relevant works to this paper are dataset tracing and membership

inference. Dataset tracing [20, 23, 29] protects the intellectual property of a
dataset by appending traceable watermarks on data samples. Sablayrolles et
al. [29] use pretrained model on a dataset itself to generate “radioactive data” to
carry the class-specific watermarking vectors in high dimensional feature space. If
a learner uses the “radioactive dataset” for training, the model’s classifier would
become more aligned with the watermarking vectors and thus can be used as an
evidence of unauthorized usage. This kind of watermarking requires a pretrained
model trained with the whole dataset. However, as such prior knowledge about
the entire training data is unavailable for a common user, this kind of technique
would be less applicable in real PIP scenarios.

Membership inference determines if a certain sample is inside a target
dataset. Inference attack was first proposed for the attack and defense on medi-
cal datasets where users’ medical records are extremely sensitive. By comparing
genomic data with the statistical information of the training dataset, the pres-
ence of certain users can be inferred by attackers [15]. Shokri et al. [31] later
introduce membership inference attack (MIA) into machine learning models.
MIA trains a binary classifier to predict membership, on top of several shadow
models being trained with the same data distribution as training. Alternatively,
Yeom et al. [40] use the average of training error as the threshold to perform
MIAs. Sablayrolles et al. [30] improve this threshold with Bayes optimal classifier
to search for the best threshold using samples from both training and testing.

As MIAs determine whether given data samples belong to a training set or
not, it is tempting to perform MIAs for personal data protection. However, sim-
ilar to dataset tracing, as the training data distribution is unknown for common
users, neither shadow models [31] nor threshold [30, 40] can be obtained and
existing MIA methods fail to work in protecting personal data.

3 Problem Statement

Consider image classification as a case study without loss of generality. Denote by
Du the set of personal images owned by a common user u. Assume Du is unique
and distinguished among identifiable users, as defined in GDPR [11]. Suppose
the user u plans to expose Du online, e.g., by sharing them on social media.
For the purpose of avoiding potential breach of personal data proprietary, the
user watermarks images with a secret signature k∗ before sharing them on social
media. Denote by D∗

u the set of watermarked images carrying the signature k∗.
An unauthorized learner may use the user’s dataD∗

u, along with many others’,
to construct a training set D to train a DNN classifier f without acquiring the
user’s permission. It is reasonable to assume that the user’s data D∗

u is only a
small portion of the whole training set D and the user u does not have any prior
knowledge about the other users’ data.

Let g ∈ G denote a watermarking method and V be a neutral third-party
verification method that infers the user’s private signature for watermarking
without knowing it before. The arbitrator determines whether the user’s personal
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images have been used in the training of neural classifier f as follows,

V(f,Du,G) = k∗ iff D∗
u ⊆ D (1)

where the user’s watermarked images D∗
u = g(Du, k

∗), g ∈ G. Namely, if the
arbitrator can recover the user’s private signature, she/he concludes that the
user’s images were part of the training set for learning the classifier f .

4 Approach

4.1 The Anti-Neuron Watermarking Method

Recent studies show that DNNs can “memorize” some training examples in var-
ious ways [1,9,10], and one can recover certain meaningful low-resolution images
from DNNs [10]. Hence, it is tempting to conduct verification by recovering the
user u’s images from the neural classifier f . However, there are many challenges
with this approach. First of all, the model f may memorize some training images
but not this user u’s. Moreover, even if the model happens to memorize some
of this user’s images, the recovery success rate is likely low. Existing methods
(e.g., [10]) can recover semantically meaningful images from some DNNs, but
they do not resemble any exact training images, to the best of our knowledge.
Finally but not the least, the method in [10] incurs high computation cost, often
by many iterations of gradient descent, and assumes that the DNN classifier f

is a white box, disclosing its architecture and parameters.
An alternative approach to leveraging DNNs’ memorization capability is to

check a DNN’s loss over a set of training images. Arguably, if the DNN model has
memorized a majority of this set of images, the loss should be low. Following the
above reasoning, we let a user u watermark her/his images Du using a private
signature k∗ so the user has full control and knowledge of her/his watermarked
images D∗

u. This watermarking method eases the third-party arbitrator’s job;
instead of trying to recover the exact training images, the arbitrator can now
search for the watermarking signature that leads to the lowest DNN loss, if the
DNN model has memorized many images in D∗

u watermarked by user u.

Properties for Effective Watermarking. Formally, a user u chooses an anti-
neuron watermarking function g ∈ G and generates the watermarked images as

D∗
u = {g(I, k∗), ∀I ∈ Du} (2)

We discuss the necessary properties needed to make a good anti-neuron wa-
termarking function. The key is to make the watermarked images, and hence
the signature, memorized by DNNs. First, the watermarking function g should
preserve an image’s original content. For example, for a user portrait or selfie,
g should not change its identity. Besides, the watermarking function g should
be resilient to common image augmentations used to train DNNs. The private
signature should survive after the learner applies common image augmentations.
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Furthermore, the spaceK of watermarking signatures should be large and prefer-
ably bounded, such that the probability of an innocent classifier coincidentally
matching the user signature is low, while the signature can be inferred efficiently
during verification.

Linear Color Transformation. Based on the discussion above, we propose
Linear Color Transformation (LCT) as our anti-neuron watermarking. Color pro-
vides a large signature space for images. Our watermarking function exploits hue
transformation and uses the hue adjustment of images as a signature. Thanks to
the sufficiently big hue space, the user’s randomly chosen signature is likely dif-
ferent from other users’ signatures. Moreover, the randomly chosen signature lifts
the user images to a low-density region, making the resultant images be easily
memorized by DNNs — according to Feldman’s studies on memorization [9] and
our experiments in Section 5.6, DNNs tend to memorize images of low-density
regions.

Concretely, we first convert the RGB color space into the YIQ color space [37]
by the following matrix:

TYIQ =





0.299 0.587 0.114
0.596 −0.275 −0.321
0.212 −0.523 0.311



 (3)

In the YIQ color space, hue is represented by two dimensional coordinates,
forming a chromaticity diagram. As a result, watermarking images with signature
k will be conducted by rotating the hue at an angle θk with the following matrix,

Tk =





1 0 0
0 cos(θk) −sin(θk)
0 sin(θk) cos(θk)



 (4)

where θk = kπ
180 . Hence, for every pixel v = [vr, vg, vb]

⊺ in image I, we can
watermark v with signature k by:

v′ = gkv (5)

where gk = TYIQ · Tk · T
−1
YIQ.

Making LCT more versatile. An immediate extension to LCT is to make the
color transformation matrix TYIQ specifiable by users. A user chosen color trans-
formation Tu can further enrich the watermarking signature space. We leave this
extension to future work.

4.2 The Verification Method

We let a third-party arbitrator independent of the user and DNN learner deter-
mine whether the user’s images were part of the DNN training set. The arbitrator
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has to infer a signature from a suspicious DNN classifier f and the user’s orig-
inal, unwatermarked images Du without using the private watermark signature
k∗. If the inferred signature matches the user’s private one, we say that the DNN
classifier is highly likely trained using the user’s images D∗

u.
Assume that the watermarking function g(I, k∗) does not change the image’s

class label. Let y denote the class label of image I ∈ Du. We design a simple yet
effective approach to recovering the watermarking signature:

k̂ ← argmin
k∈K

∑

(I,y)∈Du

L(f(g(I, k)), y) (6)

where L is a loss (e.g., cross-entropy) for learning the DNN classifier f , and K
is the collection of all possible signatures.

If the inferred signature matches the user’s private one, k̂ ≈ k∗, the arbitrator
concludes that the DNN learner has used the user’s images D∗

u = {g(I, k∗), ∀I ∈
Du} as part of the training set for DNN f . Otherwise, the DNN learner is likely
innocent.

The Signature Space K. It is important to discuss the success rate of the
above verification method. Apparently, the signature space K should be suffi-
ciently large to reduce the probability of an innocent classifier coincidentally
matching a user’s watermarked images. For the analysis purpose, we discretize
the bounded signature space K into N equal-sized, non-overlapped slots, each
with an interval 2τ . We say the recovered signature k̂ matches the private one k∗

when |k̂− k∗| < τ . Reserving one slot for no watermarking, the number of valid
watermarking signatures is N − 1. Clearly, the larger N is, the more convincing
the verification.

Some readers might wonder what if there is a large number of users. For
example, given 1 million users but a small number N of signatures, would this
setting fail the proposed anti-neuron watermarking? The answer is a pleasant no
because, importantly, two users could choose the same private watermarking sig-
nature as long as their personal images are different, though the chance of using
the same signature is low because each user independently chooses a signature.
What happens when a user chooses not to watermark her/his images? A well-
trained neural classifier should generalize well under the training distribution.
Hence, if most training images are not watermarked, given the user’s original un-
watermarked data, the recovered signature from the well-trained classifier would
approach no watermarking.

It is not necessary to have enormous N to avoid users having duplicated
private signatures based on the above discussion. However, a sufficiently large
N is still preferred for another reason, DNNs’ memorization. Only when N is
big, the chance becomes high for a user to watermark her/his images into a
low-density region and hence can be memorized by DNNs.

A large signature space also benefits the memorization of user signatures.
According to the study [9] on memorization, deep neural classifier must memorize
atypical examples to perform well on the less frequent examples during inference.
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Since watermarking shift data distribution via signature from a large space,
watermarking is highly likely to lift user images into lower density region and
thus being better memorized by neural models.

Optimization Method and Computational Cost for Signature Infer-
ence. To solve eq. (6) efficiently, we propose two optimization methods. (i)
Grid search : the arbitrator can enumerate all signatures for watermarking
and perform grid search over the bounded signature space with a linear compu-
tational cost as O(N). If the signature is well memorized by a DNN, the DNN
loss will reach minimum when the signature being evaluated equals or closely
approximates the private signature used by the user. (ii) Gradient search:
when the model is accessible, the arbitrator can watermark clean images with
a random initial watermark signature and then infer the user’s signature by de-
scending along the gradient of training loss with respect to the signature. This
technique infers the watermark signature more precisely than grid search and
the computational cost might be less for a large N .

5 Experiments

5.1 Setup

We evaluate the proposed watermarking in image classification on the Cifar-10
/ Cifar-100 [3], CUB birds [36] and Tiny ImageNet [17] datasets.

A User Watermarks Their Personal Data. A portion of randomly chosen
images from a training set (by default, 1% for Cifar and 0.1% for Tiny ImageNet)
is defined as a user’ personal data. The user data could contain samples from
any class. Each user image is watermarked using eq. (5) by a given signature in
the space of [30, 60, ..., 330], followed by clipping pixel values to the valid range
of [0,1]. By default, we use 60 (i.e., rotating hue by 60 degree) as the signature.

A Learner Trains Neural Classifiers Using Unauthorized User Data.
An unauthorized learner trains neural classifiers using the above watermarked
user data along with other training data. Images are randomly cropped, hori-
zontal flipped, and normalized following the common data augmentation prac-
tice [14,18]. We use ResNet50 [14] as the default neural classifier and train every
model from scratch for 90 epochs. The initial learning rate is 0.1 and decays by
0.1 for every 30 epochs.

A Verifier Infers The Watermark Signature. Given suspicious neural net-
work models, a third-party verifier infers the user’s signature following two ap-
proaches discussed above. For grid search, we iterate over all candidate signatures
generated by dividing the whole signature space into N = 12 intervals whose
length is 2τ = 2 × 15. For gradient search, we exploit gradient descent to learn
the signature. To avoid local optimum, multiple initial values are used and the
best signature that leads to the lowest loss is returned.
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5.2 Analyzing Effectiveness of Watermarking

We first show empirically how signatures are memorized by the neural classifiers.
Here, we consider a single user watermarking their data for simplicity. (See
Appendix for other experiments and the gradient search results.)

1. Different Numbers of Watermarked Samples. We study how many images
are desired for making anti-neuron watermarking successful. The grid search
result is shown in Figure 2 (a, b, c) using eq. (6). It is visually clear that
most of the models achieve the minimum loss near the watermark signature,
within the range of matching |k̂ − k∗| < τ . However, with less watermarked
data (e.g., less than 5 samples), the inferred signature with minimum loss
does not match the user’s private signature.

2. Different Watermark Signatures. We verify whether different watermark sig-
natures work equivalently. We experiment with different signatures on one
user’s data and show the grid search results in Figure 2 (d, e, f) for dif-
ferent datasets. From these figures, we observe that all inferred signatures
(marked in square) match the user’s signatures for watermarking, indicating
that different hue adjustments can all be used for anti-neuron watermarking.

3. Different Neural Classifier Architectures. We also evaluate the proposed wa-
termarking for different neural classifier architectures, including Alexnet [18],
VGG [32], ResNet [14], Wide ResNet [43] and DenseNet [16] trained with
default settings. As shown in Figure 2g, all inferred signatures match the
user’s, implying that our watermarking approach works well against a large
variety of deep neural networks.

4. Different Learning Capacities of Models. We further investigate whether a
model memorizes watermark signatures better when the model has more
learning capacity (e.g., more parameters, deeper or wider) by exploring the
ResNet family. As shown in Figure 2h, as the networks go larger and deeper,
the loss decreases faster and reaches the minimum around the watermark
signature more sharply.

5. High Resolution Images. In Figure 2i, we present our result on CUB-200-
Birds, a fine-grained dataset with high-resolution images of 448 × 448. We
use pretrained ResNet50 from ImageNet and conduct a transfer learning
on CUB-200-Birds. The dataset has fewer than 6000 images for training,
and we assume the user has 60 images (1%) for watermarking. Strong data
augmentations [41] are used to boost performance, including color jitter,
random crop, random resize, random scale and random horizontal flip. Even
under the strong data augmentations and the transfer learning setting, the
result shows that ResNet50 memorizes the user’s signature well.

5.3 Analyzing Properties of Watermarking

We then evaluate how the properties discussed in Section 4.1 would help anti-
neuron watermarking.
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5.5 Comparisons with Related Methods

Comparing to Membership Inference Attacks. We compare our anti-
neuron watermarking (ANW) with two threshold-based membership inference
attacks (MIAs): In MIA-std [40], few samples are known in violator’s training
set and their average training loss would be used as threshold ϵ to infer mem-
bership (if Lt < ϵ, target sample t is in training, vice versa.); In MIA-pow [30],
few samples in training and held-out together determine a better threshold.

There are 3 scenarios making MIAs not applicable for PIP. (i) as a user has
no knowledge about the violator’s training distribution, MIAs cannot be ap-
plied as neither shadow models nor threshold can be obtained. (ii) Users could
train shadow model using their own data and perform MIAs via shadow mod-
els [31], but MIAs would not work well because shadow models trained with
user data would produce a much larger loss than the learner’ models. Conse-
quently, if a threshold is chosen from shadow models trained with user data,
held-out sample would be misclassified as “in training” because the learner’s
model would produce smaller loss for both “training” and “held-out” samples.
Here we compare MIAs by creating 10 users with individual data. 10 shadow
models are trained respectively and MIA-std is performed with the threshold of
average training loss. For ANW, 10 users data are watermarked with different
signatures. Under different settings for user data size, we find out that ANW
achieves 100% matching accuracy while MIA-std achieves 50% (misclassify all
held-out samples). Figure 5b shows how the threshold from shadow models fails
to classify sample membership for the learner. Similarly, MIA-pow along with
other MIAs [23,31] relied on shadow models would also fail in this settings. (iii)
At last, even if a user acquires all necessary information, the MIA results would
still be less convincing. As MIAs only provide binary output (True/False), it
is difficult to convince the verifier when random guess can still achieve about
50% success rate. To quantifiably and fairly compare with MIAs, we extend the
classic membership advantage [39] into protection advantage (advP) considering
both accuracy and fidelity:

advP =

∫

x

(Pe(y = True|x)− Pr(y = True|x))dx (7)

The advP metric quantifies quality of protection through the expectation gap be-
tween the empirical successful inference (Pe) and successful random guess (Pr).
Note that the membership advantage [39] is a special case of advP metric when
the second term is 0.5. For a Bernoulli experiment, the above formula could be
calculated as M−Np

N
, where M is the total matches in N experiments and p is the

probability of a correct random guess. With above metric, we conduct compar-
ison between our watermarking and two threshold-based MIAs [30, 40] (See ap-
pendix for experiment settings.). As shown in Figure 5c, our ANW significantly
outperforms the MIA approaches under the advP metric with both accurate and
convincing inference, showing that watermarking is a feasible method in the PIP
problem.
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Comparing to Dataset Tracing [29]. Dataset tracing [29] exploits pretrained
classifier to generate traceable data. If neural classifier learns such dataset, the
decision boundary of classifier would become more aligned with watermarking
vectors (i.e., cosine similarity becomes higher). In Table 1, we compare this
approach [29] with ours when only 0.1% data being watermarked. For dataset
tracing, it is computed by the classifier’s weight vector and the watermarking
vector. And for our method, it is computed by inferred and user watermark-
ing signatures. The experimental results show that it is easier to memorize low
dimensional signatures as our watermarking method lifts the cosine similarity
significantly after training with tiny portion of watermarked data.

Before Training After Training

Dataset Tracing [29] −0.005± 0.030 −0.005± 0.015
Our Watermarking 0.045± 0.52 0.999± 0.001

Table 1. Cosine similarity. With only 0.1% data watermarked, the dataset
tracing shows almost no effects while our watermarking method improves the
similarity to almost 1 after training.

5.6 Improving Memorization by Watermarking

Finally, we explore empirically why watermarking is effective against neural
classifier by revisiting “Memorization Value Estimate” (MAE) [9]. MAE mea-
sures the generalization gap (difference of prediction between models trained
with/without certain data) to quantify the memorization ability of neural net-
works toward such data. A higher MAE after watermarking indicates the model
tends to memorize watermarked data than original data. For user data, we ob-
serve the MAE increases from 26.8% to 34.8% after applying watermarking,
indicating that our approach increases memorization of user data and thus the
signature would be easier memorized along with user data.

6 Conclusion

In this paper, we introduce a new personal data protection problem against
unauthorized neural model training. To protect user personal data, we propose
an anti-neuron watermarking approach based on linear color transformation. By
watermarking user’s images with private signature using LCT, unauthorized us-
age of user personal data can be verified by a third-party neutral arbitrator.
Through extensive experiments, we show empirically that LCT-based water-
marking is effective in protecting user data from unauthorized usage in a various
realistic settings.
Acknowledgements: this work was supported in part by NSF-1704309 and
NSF-1952792.
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