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Datavoidant: An Intelligent System for Addressing Political Data Voids
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The limited information (data voids) on political topics relevant to underrepresented communities has
facilitated the spread of disinformation. Independent journalists who combat disinformation in
underrepresented communities have reported feeling overwhelmed '° because they lack the tools
necessary to make sense of the information they monitor to address the data voids. In this paper, we
present ™ a system to identify and address political data voids within underrepresented communities.
Armed with an interview study indicating that independent news media has the potential of addressing
these data voids, we designed the intelligent system: Datavoidant. Datavoidant introduces a novel design
space that focuses on providing independent journalists with a collective understanding of data 15 voids to
then facilitate generating content to cover the voids. We performed a user interface evaluation with
independent news media 16 journalists (N=22). Journalists reported that Datavoidant’s features allowed
them to more rapidly and easily have a sense of what 17 was taking place in the information ecosystem to
address the data voids; they also reported feeling more confident about the content they created and the
unique perspectives they proposed to cover the voids. We finish by discussing how Datavoidant enables a
new design space where individuals can collaboratively make sense of their information ecosystem, and
can proactively devise strategies for uniquely contributing information to their ecosystem, and together
prevent disinformation.
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social computing design and evaluation methods.
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1 INTRODUCTION

33 Disinformation erodes the integrity of the information circulating on social media and reduces our
capacity to make sense 34 of it [134]. Together, this has impacted our society in negative ways. For
instance, disinformation is negatively impacting 35 our elections [53, 117, 148], and it is even
hurting people’s health by having them follow dangerous health conspiracy theories [45, 84, 92].
Consequently, journalists and academics have spent significant time studying and identifying

different ways to mitigate and address the problem of disinformation [125, 136, 143, 149, 151,
152]. Journalists [65, 95, 131], professional fact-checkers [103, 103], and automatic disinformation
detection systems [9, 31, 77, 150] have contributed 40 to countering the infodemic. However, bad
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actors are using a disinformation dynamic that journalists and academics “* have not yet been able

to address [44]. This disinformation dynamic has dangerously targeted underrepresented groups
42

43 to spread political lies and hinder their civic participation [54, 138]. The dynamic weaponizes the
limited information 44 that exists about a political topic to promote disinformation, especially

concerning an underrepresented population. In

45
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52
53 other words, the bad actors are weaponizing “data voids” [59]. A data void or data deficit,
occurs when there is high > demand for information about a topic, but credible information is

non-existent or in low supply. The low supply can
55

56 help the bad actors fill the void with their own ideological, economic, or political agendas more
easily and remain hidden s7 in plain sight [129, 132]. Bad actors can expose their problematic
content to wider audiences, by filling the voids with ss their own information. Especially, because
when people search for the topic, search engines and social media platforms *° will tend to give the
problematic content higher visibility (as there is no other content available) [63, 81, 128]. Recent

60

61 studies have highlighted that an effective way to start to counter this type of disinformation is
through collaborations of 62 independent news media [133, 138, 153]. Independent news media,
different from the mainstream, has the incentives to 63 collaborate and cover important data voids
affecting society [15, 18, 44]. However, independent journalists currently are ® understaffed and
have limited resources and tools [74]; while, mainstream media is more tied to monetary incentives
65

66 that can limit the type of news that can be

covered [46].

To empower independent journalists to
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identify and address data voids, we follow a
human-centered design approach [105] to
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ground the creation of a system that
supports journalists in these tasks (See
Figure 1). First, we conduct an interview
study to understand the social processes,
needs and challenges that independent
journalists currently face for addressing data
voids. We interview journalists who address

political data voids concerning
underrepresented populations (a critical type
of data void

78 Machine Learning given its implications in
elections, positions of power in

79 government, and civic engagement [93,
124]). Through

80 Fig. 1. Overview of our process for creating
Datavoidant. interviews, we found that

independent journalists work
81

82 together to monitor social media, particularly Facebook, as part of their daily routine to find
data voids. These jour-

83 nalists perceived themselves as uniquely positioned to collectively counter disinformation and
data voids targeting

84 underrepresented communities. However, the whole process usually takes them days because

they lack systems to
85

86 support their work effectively. They revealed a significant amount of manual labor takes
place.

87 Armed with this knowledge of how independent journalists operate, as well as prior work,
and Pirolli’s et al.

88 sensemaking theory [112], we designed an intelligent collaborative system to support

journalists in addressing data ® voids: Datavoidant. Datavoidant has two primary modules

for empowering journalists to identify and cover data
90

01 voids: “Intelligent Data Void Visualizer” and “Collaborative Data Void Addresser.” The Intelligent
Visualizer deploys 92 state-of-the-art machine learning models and data visualizations to help
journalists collectively identify data voids on 93 multiple levels. The module visualizes categorized
social media data with intuitive figures and automated summaries to

o4 help journalists conduct collaborative sensemaking and understand where the data voids

exist. The “Collaborative Data
95

96 Void Addresser” introduces collaboration features to help journalists combine findings and create
strategies on how 97 they will fill the voids. It is important to note that most systems for journalists
focus on helping them to fact check 9s disinformation or conduct collaborative storytelling of local
news [36, 79, 89]. Instead, Datavoidant, integrates key °° design features to enable journalists to
specifically work for underrepresented populations and cover data voids present

100
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101 in their information ecosystem. Some of these key design features are that Datavoidant:
operates within Facebook,

102 which is the largest social network used for news consumption, especially among
underrepresented communities 103 [100]; facilitates collaborations among journalists on a

diverse set of political topics considering that diverse expertise
104

105 is needed when working with underrepresented populations [37]; has a “backstage” space to
enable journalists to '°° strategize what content to produce to cover a data void (having a backstage

is important because the journalists need
107

108 to identify best ways to engage underrepresented populations with content that will be presented
to them for the 109 first time.) Our evaluation study revealed that journalists found our tool easy to
use, and appreciated the intelligent 110 summaries, deep dives, and multiple perspectives that
Datavoidant offered for inspecting the data. These features ' enabled journalists to: quickly
visualize what was occurring in the information ecosystem; collaborate and create

112

113 strategies to collectivelly fill the data voids more effectively, while feeling more confident about
the content they created 114 and the unique perspectives they were able to offer. In this paper, we
contribute: 1) an investigation of independent 115 journalists’ practices for covering political data
voids targeting underrepresented populations; 2) a system supporting ¢ independent journalists to
cover data voids; 3) novel mechanisms for collective sensemaking and knowledge production;

117

118 and 4) an interface evaluation showing that Datavoidant allows journalists to identify data voids
on multiple levels.

119

120 2 RELATED WORK
121

122 In this section, we first summarize the relationship between data voids and disinformation (to
provide better context).

123 Next, we discuss the evolution of journalism due to the popularity of social media and how
disinformation has affected 124 how they work. Furthermore, we examine how disinformation
affects underrepresented communities (e.g. Latinx) and '* why advocacy groups are urging

independent journalists within these groups to assist in tackling the problem. Then,
126

127 we overview the sensemaking process used to help design our system. Finally, we discuss
the current tools used by 128 journalists for disinformation detection [112] and the challenges
they face that motivate our system.
129
2.1Data Voids, Data Deficits and, Disinformation.
130
131 Data voids were first studied in the context of search engines. According to Golebiewski and
Boyd [59], a data void, or
132 data deficit, occurs when there is high demand for information about a topic, but credible

information is non-existent
133

134 or in low supply. Fewer conversations regarding topics in different bipartisanship contexts can
create deficits with 135 weighted narratives of the predominant groups, leaving malicious actors free
to exploit these deficits and instill their 136 political and ideological agenda [59]. As a result, when

4
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people are searching for the topic, search engines and social **” media platforms will show high

visibility to the problematic content [59], helping to increase the exposure to the
138

139 political agendas of conspiracy theorists, white nationalists, and other extremist groups.
Consequently, data voids on 140 social media actively contribute to the spread of disinformation and
cause real-world harm [70, 128, 132].

141 The terms misinformation and disinformation are frequently used interchangeably; however,
they are not synonymous.
142 Although both terms refer to inaccurate, incorrect, or misleading information, the main

difference is the intention behind
143

144 them. Misinformation refers to inaccurate or erroneous information spread without intending to

cause harm [75], such 145 as in crises when there is a lack of verified information [135]. In contrast,

disinformation refers to the dissemination 146 of false information with the intent of deceiving the

public; for instance, for political purposes [21]. The danger of **’ disinformation is that it is designed

to resonate with the existing beliefs of a targeted audience, therefore giving it a

148

149 greater likelihood of being accepted as fact [119]. For years state actors and partisan groups
have made an effort to

150 spread disinformation through “disinformation campaigns” [21, 119]. As in this study we focus
on political information,

151 in which bad actors can spread information to deceive public opinion, we use the term
“disinformation”. Regarding our

152 use of the term “data voids”, we recognize the term “data” has experienced a variety of

definitions [12]; however we
153
154 use the term “data voids” to remain consistent with how previous research has defined it [93,

129]. Recent research 155 has analyzed how malicious actors weaponize data voids [54, 123, 134,

138] and orchestrate disinformation campaigns

156

157[107, 145], some of which target underrepresented communities [16, 134]. For example, a recent
study found that data '°*® voids emerged on social media in the early stages of the COVID-19

pandemic as underrepresented communities sought
159

160 health information [123]. The study revealed that the data voids were being filled with
disinformation, resulting in the 161 development of narratives detrimental to vaccine confidence and
trust in governmental institutions by underrepresented 162 communities. For example, Facebook
posts claimed that the COVID-19 vaccine altered people’s DNA and cause infertility

163 in recipients. Researchers concluded that, since there was no high-quality information to

challenge these narratives
164

165 (i.e., there was a data void), the public, especially underrepresented populations, could not
understand the development 166 of the COVID-19 vaccine, and disinformation narratives easily
spread in underrepresented communities without being 167 confronted [123]. For this reason,
researchers recommend to stop relying on fact-checking efforts and platforms’ content 68
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moderation, since these approaches are reactive, insufficient, and potentially counterproductive

[32, 85]. Researchers

169

170 have argued that instead, there should be a focus on adopting a proactive stance where
data voids are addressed before 171 they are weaponized [70, 123, 132]. Next, we discuss more
on how journalists work on social media, and their efforts to 172 proactively address disinformation

and data voids. We connect how this influenced our system design.
173

e 2.2 The Evolution of Journalism: Emergence of Social Media Journalism and Online

Disinformation.
175

176 The rising popularity of social media has led news organizations and independent journalists to
publish their news 177 reports on these platforms [99]. These platforms have become especially
important as people increasingly use them to

178 digest their daily news [130]. Similarly, journalists have started to heavily rely daily on

social media to discover and
179

180  share breaking news, connect with sources, and promote their work [69]. For instance, during
breaking news events,

181 journalists monitor the social media accounts of institutions, people, and public figures to
contextualize information 182 and use it as part of their reporting [98]. Within the context of
journalists focused on underrepresented audiences, most ' typically go on Facebook and post

their news reports within Facebook groups and pages related to the underrepresented
184
185 populations they target [120]. The journalists will also tend to create their own Facebook groups

or pages, and post 186 their news stories on those spaces [43]. Such practices have been adopted by
both mainstream media and independent 187 journalists; the latter have tended to use social media
more, as it allows them to better connect and expand their

188 audience [69]. However, due to the increasing popularity of social media, the low entry

barriers, and the data voids
189

190 present [59, 73, 128], it has also been possible for disinformation to spread on these platforms. A
recent survey of more 191 than one-thousand journalists revealed that the proliferation of
disinformation on social media has negatively affected 192 journalists [109]. They felt overwhelmed
and outmatched [95], especially because journalists did not believe they have ** the skills and tools

necessary to make sense of the amount of information they encounter to address disinformation
194
195  properly [19, 95]. When aiming to counter disinformation, journalists must typically decide if

they want to debunk

196 the disinformation and how, since debunking the disinformation could also amplify it further
[95, 109]. As a result,

197  several have argued for proactive measures to address disinformation. In such setting, social
media content that could '°® be weaponized for disinformation is proactively addressed before

it becomes problematic [70, 123, 132]. However,
199
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200 the problem is that we currently lack tools to empower journalists for this task, especially
within the context of the 201 information ecosystem of underrepresented communities [101]. This
problem inspired our research. Next, we present 202 more about underrepresented populations,

disinformation, and the role of independent journalism in this context.
203

204 2.3 Disinformation, Underrepresented Groups, and the Importance of Independent

Journalism.
205

206 Disinformation targeting underrepresented groups can have significant consequences. Such
consequences include 207 eroding trust in institutions, suppressing their vote, increasing hatred

against them, or even putting their health at
208

209 risk [78, 138]. For example, in the case of the Latinx community, advocacy groups and
governments are concerned *'° about the role disinformation targeting the Latinx community could

have on democracy [56, 57, 122, 126]. In the run-up
211

212 to U.S. 2020 election, data voids were filled with disinformation and conspiracy theories
regarding political issues in 213 order to influence and divide Latinx voters or spark violence [33].
Examples of disinformation that emerged from data 214 voids that were circulating on Facebook (the
go-to platform for Latinx [17]), included: narratives that connected Biden ?'*to socialism (which may
have been intended to dissuade Latino voters who fled socialist regimes in Venezuela, Cuba

216

217 and Nicaragua) [122]; narratives intended to put Latino and Black voters against one another

[67]; or narratives that

218 questioned in Spanish the reliability of mail-in voting [33, 106]. Organizations focused on
Native Americans, Black,

219 Afro-Latinx, and Latinx communities found that, during that time, large newsrooms were
tackling disinformation based

220 on what they assumed were relevant issues rather than attempting to learn which election-

related issues were most
221

222 important to those underrepresented communities [37, 70]. Part of the problem, is that main
stream media is interested 223 in large profits [68] or lacks proper representation of minorities in

their staff [57 ]. As a result, they do not cover news 224 stories tailored to the needs of those
communities [37]. Here is where independent journalists play a key role. Without **° independent
journalism that focuses on underrepresented communities and creates content for them, the

communities
226

227 are less likely to be politically informed, become civically engaged, or get access to information
shared by authentic 228 sources they trust [109]. It has therefore become independent journalists
who have become the ones addressing the 229 information needs of these communities, as well as
combating disinformation targeting them [37]. However, this is also ?*° time consuming and difficult
[101], especially because most journalists lack tools to help them in the process [109]. In

231

232 this research, we focus on creating tools to help journalists address data voids in
underrepresented communities. We 233 argue we can accomplish this task by connecting to
sensemaking theory and integrating it into our design. Next, we 234 present about sensemaking

theory, how it connects to data voids and our design process.
7
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235

236 2.4Disinformation and Sensemaking.

237

238 The process of understanding a data void can be understood as a sensemaking task to gather
and analyze a large 239 variety of unstructured data and arrive at a conclusion [112, 113]. Pirolli and
Card [112] characterize sensemaking as a **° bottom-up process that involves a series of iterations:

foraging for relevant source data (e.g., searching and filtering
241

242 for relevant Facebook groups/pages to study data voids and disinformation in them),
extracting useful information

243 (e.g., collecting and reading the data from the groups/pages), organizing and re-representing
the information (e.g., 244 schematizing the extracted data from the groups/pages), developing
hypotheses from different perspectives (e.g., *** building a case about the different types of

data voids present in the Facebook groups/pages), and deciding on the best
246

247 explanation or outcome (e.g., deciding what story/narrative to write to address a particular void).
There are active 248 research efforts in the CSCW community focused on building tools that support
collaborative sensemaking [115]. Some 249 example include tools for collaborative sensemaking in:
web search [108], mystery solving [87], self-directed learning **° [26], and knowledge creation
[113]. In this paper, we develop a human-Al collaboration solution that automates parts of

251

252 the sensemaking pipeline to help journalists to more effectively address political data voids

together. Next, we discuss 253 general tools that journalists have for addressing disinformation,

and we contextualize them with our system.

254

255 2.5Journalism Tools to Address Disinformation.

256

257 According to Zubiaga et al. [154], social media have become a critical publishing tool for
journalists [42, 139]. However,

258  the absence of control and fact-checking of posts makes social media a fertile ground for
spreading unverified and/or
259 false information [154]. The traditional approach to combating disinformation gaining

popularity in recent years is
260

261 fact-checking. Nevertheless, fact-checking is tedious work that does not keep up with the
staggering amount of content 22 posted on social media every day [14]. For this reason, research

efforts have been devoted to designing collaborative
263

264  Systems to help fact-checkers and journalists address mis- and disinformation. For instance,
collaborative tools for

265  fact-checking news [127], videos [30] and visual disinformation [94, 140]. Similar systems
were also proposed to combat

266  disinformation with crowdsourcing such as Newstrition [7], Checkdesk [4] and Truly Media
[27]. However, these %*” methods generally underperform professional fact-checkers and rely

heavily on politically knowledgeable individuals
268
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269 [58]. Additionally, none of the tools are tailored to monitor and detect data voids. In fact,
journalists do not use

270  sophisticated tools to perform their job [19, 95]. For instance, Brands et al. [24] found that
journalists use TinEye,

271 FotoForensics, and Google’s reverse image search for image verification; InVid for video
verification; Google Maps

272 for audiovisual verification and Botometer for verifying unauthentic accounts on Twitter.
Additionally, they found

273
274 that journalists used Excel and Google Sheets to perform their analyses, including visualizing
and aggregating data.

275 They report that some of them used TweetDeck and CrowdTangle. Brandtzaeg et al. [25]
found that journalists in 276 Europe also use traditional methods such as Exif, Topsy, Tungstene
to verify images and videos posted on social media. ?’” Meanwhile, researchers coincide in the

view that many journalists locate stories to cover lurking on social media feeds
278

279 [19, 24, 25]. However, journalists report having a limited understanding of how to use some of
these tools because some 280 are not explicitly designed for journalists, are not intuitive to use
[109], and not tailored for them[19]. Other researchers 281 also acknowledge the lack of
understanding of journalists’ needs and values to design tools to support their work

282180, 95]. Additionally, researchers have not developed systems that detect data voids

[128]. Our work complements the
283

284 lack of systems for addressing political data voids on social media. We also take a human
centered design approach and 285 conduct interviews with journalists to understand their
needs and practices, and thus create a tool that will be useful 2s6 for journalists to tackle data

voids. We also connect to sensemaking theory to further help us in our design.
287

288 3 INTERVIEW STUDY
289

290  Our interview study aimed to understand the practices that independent journalists currently
follow to address data

291 voids targeting underrepresented communities. We use the findings from this study to help us
explore and understand *°° the design space. Notice that due to the niche nature of combating

disinformation narratives that target underrepresented
293

294 communities, the pool of interviewees was limited. It was therefore important to avoid
sharing detailed information 295 about our interviewees as they could be more easily identifiable

given the few actors in the space [29, 141].
296

297 3.1 Interview Study Participants
298
299 We invited independent news journalists to our study through social media, professional
networks, and by attending 300 disinformation workshops for independent journalists working with
underrepresented communities. We also used 301 snowball sampling to invite more individuals [60].
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For the purpose of the study, we considered independent news 3% journalists as those who felt they
were free to report on issues of public interest given that the organizations where

303

304 they worked were free of the influence of governments, and other partisan interests [38]. In total,

we recruited 22 305 individuals, all self-identified as independent news journalists; they created
content to address disinformation targeting 306 underrepresented populations (See in our appendix
Table 4 with details of our interviewees). The majority of our 3 participants (20) specialized
exclusively in underrepresented communities; they worked in either niche newspapers,

308

309 digital first outlets, or non-profit newsrooms; most (20) self-identified as underrepresented
individuals, and worked 310 primarily with either Latinx, Black, and Native American communities in
the US. It is important to highlight that two 311 of the authors of this paper are from
underrepresented communities and have previously worked with independent

312

313 journalists who concentrated on underrepresented communities. This helped us identify mailing

lists, workshops, and ** social media spaces where we could connect with these type of journalists.

Note, however, that participant recruitment
315

316 was done entirely separately from our prior direct engagement with journalists. Futthermore, the
recruitment was 317 primarily led by students who were unknown to the journalists to ensure that
participants saw participation as voluntary.

318ln the rest of the paper we refer to these participants with the identification of “J".
319

320 3.2 Interview Study Protocol
321

322 We interviewed 22 independent news journalists. These interviews helped us obtain
information detailing how indepen-

323 dent journalists addressed data voids, their motivations for covering them, and the challenges
they faced. Although we *?** could have interviewed more independent journalists to obtain

additional insights, the interviews conducted allowed
325

326 US to achieve sufficient data saturation [62, 142] for the themes presented here. Our interview
focused first on asking 327 questions about the nature of participants’ jobs in journalism, their
background (e.g., what they studied, other jobs they 328 had in the past), and experiences using
social media and related tools for their journalism. Next, we elicited information **° about how they
worked, how they decided what stories to cover, how they used social media for news reporting,
and

330

331 how they tackled disinformation in their work. We also asked them to mention the opportunities
and challenges they 332 faced in their general journalism work and when addressing disinformation.
We also questioned whether they had 333 witnessed data voids and how they tackled them (pain
points, high points, and also a walk-through of the process **they adopted to cover the data voids).

We were also interested in the type of values they had adopted for conducting
335

10
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336 their work (to help us understand their priorities). All of our interview questions were

checked with our partners in 337journalism to ensure they were appropriate.

338

339 3.3Data Analysis of the Interview Study

340

341 To analyze the interview responses, we coded them to extract initial concepts [97]. To develop a
set of codes for the 342 data, two of the authors independently coded the data. They then worked
together to create 17 axial codes, which were 343 applied top-down to the responses from
journalists. From the top-down axial codes, the authors then organized the 3* interview data into
seven themes and produced a final list of mutually exclusive themes that denoted the main findings
345

346 from our interviews. The seven themes were highly agreed upon by the intercoders

(Cohen’s Kappa coefficient(k) = 347 0.79). We discussed the disagreements of the intercoders
during the writing and final synthesis process of the themes.
348

349 3.4 Interview Study Findings
350

351 We now present the seven main themes (findings) that emerged from our interview analysis.

352 Finding 1. Independent media organizations perceive themselves as uniquely positioned to
counter dis3s3 information targeting underrepresented populations. 19 of the interviewed
journalists thought mainstream news *“ outlets had a difficult time addressing disinformation
targeting underrepresented populations. They believed it was

355

356  better for independent news media to take on the responsibility: “...In the fight against
disinformation, we [independent

357 media] play a crucial role. This is especially true if we consider that we [independent media]
are economically and legally

358 protected from having our editorial line influenced by the interests of our funding agencies...”
J5. Part of the reason why

359 they considered that independent news media were better for this is that they viewed the task
as a social justice

360

361 activity that tried to fix some of the distortions that mainstream media originally produced:

“There’s a lot of social justice
362 involved, especially because we know mainstream media is often run by monopolies and has
a political agenda; a lot of the

363 Hispanic media distorts reality [...] hence, independent media brings you the truth no one else

wants to tell. The independent
364

365 journalists are like “social justice warriors”, they are the ones who risk their lives in the middle

of a protest, and the ones

36 who sometimes get gassed by the police. They are the ones who dare to be able to say what

is happening, both from one

11
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368 Side and the other.” )3. According to 8 of the journalists, a major advantage and opportunity that

independent media is 369 free from economic ties to any particular organization: “Media outlets

outside the mainstream have a better chance of

370 communicating truthfully and openly with citizens, as mainstream media have to follow
agreements with governments,

31 political parties, or companies based on economics. This can lead them to report in a biased

way or report only one side of the
372

373 coin.” )9. However, 2 of the journalists in our study also recognized that this economic freedom

acts as a double-edged 374 sword. They believe that it can also put independent media at a

disadvantage, as independent media can then have less

375 funding for accessing the same tools and resources as mainstream media: “Independent
media are limited by funding,

376  personnel, space, and infrastructure, unlike all the mainstream media’s machinery.” J4. 4 of

participants considered that
377

378 community trust in independent media helped these journalists to address disinformation
because they were already

379  considered a reliable source: “When the public reads our news they naturally think whatever
is shared is already vetted

380 [without disinformation]. You know, information they can trust. The best we can do as
journalists is to take care of the

381 relationship with the public by posting clear, useful, trustworthy information” J11. Generally,

independent journalists are
382

383 considered freer of economic or political interests [72]. Consequently, people can trust
independent media for specific 384 topics more [38], since independent journalists have more
freedom about the topics they can cover [114]. Together, 385 these dynamics appeared to have
helped independent journalists become the most prompt for covering data voids.

386 Finding 2. Independent journalists monitor conversations from multiple stakeholders with

different po-
387

388 litical leanings to find stories to cover. Journalists reported that they constantly monitored the
conversations from 389 various actors in society to better determine the stories they will cover: “/
always watch social media to see what people 390 are saying, because we determine what we are
going to verify or cover based on factors of public interest...” )7. Monitoring 3°* the different
conversations also meant that journalists had to analyze what political actors from both sides

discussed:
392

12
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393 “Our last elections were very polarized [...] it was essential to pay attention to what both sides
were saying...” J8. The 394 monitoring of both political sides not only involved political actors but also
analyzing what news sites with different

395  political leanings covered: “There are news media outlets that are obviously blinded by a
political side. | always read what

396 other news outlets are covering, what topics they’re covering more, what kinds of stuff they

want to put on the daily schedule.
397

Then, | check who's behind the editorial line and think: “why are they so interested in talking so
much about this topic?”
398
399 That gives me an idea about which mediums [news sites] to trust and which ones to fact-check.”
J13. However, part of 400 the problem was that it was difficult to study and quantify to what extent
political groups pushed certain narratives:

401 “Oftentimes the stories are promoted by groups with political interests, which is why

they’re dominating the conversation
402

403 in the media, but it's hard to quantify”. )22. In order to devise strategies for adequately
addressing disinformation, 404 especially disinformation targeting underrepresented populations, it is
important to understand who can be behind the 405 disinformation, as well as with what groups the
narrative is most resonating with [110]. However, such analysis is not “°® simple [23]. Our goal with

the design of Datavoidant was to further help journalist in this endeavour.
407

408 Finding 3. There is a need to identify and understand data voids. 9 of the interviewed
journalists believed that

409 social media suffered from data voids. Interviewees considered that the problem of data
voids involves identifying and

410 understanding what information about a given topic is inaccurate or insufficient. 5 indicated
that they had difficulty

411 finding data voids and identifying what information needed to be better clarified or covered:

“Sometimes there is a
412

lot of interest in a certain topic on social media, but not much supply of quality information;
however, we don’t have a
413
414 way to measure that and they can slip by [the existence of data voids].” J15. Journalists
believed there were benefits
415 associated with identifying data voids, especially as it allowed them to bring unique and

quality perspectives to certain
416

417 topics: “Finding a topic that is not adequately explained and has manipulative information, is
a gem because it gives us the

418 opportunity to talk about the topic, investigate, and communicate. If it is something that is

already on people’s lips at that
419

13
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420 time, it is a gold mine. But it is not always easy to find those topics.” J18. Even though it is
challenging for independent 421 journalists to find data voids, 4 considered that identifying data
voids was crucial, especially during election periods

422 where data voids could adversely impact people’s vote: “In a political campaign, citizens’
perception of a politician will

423 help them vote for or against him. In this case, we need to find out what limited information

minority populations have
424

425 [about a politician] and then disrupt it, improve it, and make it more accurate.” ]20.
Researchers agree that by identifying 426 data voids early, journalists can more easily fill
these gaps [129].

427 Finding 4. To strategy how they will cover data voids, journalists need to understand how people
interact “?® with the limited content created around the void. Journalists indicated that it was

important to know how people
429

430  engage with manipulative content created around a data void. However, this was difficult: “pe

must know how people
431 react to those limited stories [data voids] that are being created. | just have no sense of how
to find that out. We don’t have

432 tools to help us understand which messages are indeed resonating; it would be essential to
know.” )14. Information about
433 engagement mattered because it helped journalists to better plan how they would address

certain data voids, especially
434

435 given their own limited capacity and also not wanting to amplify problematic content: “ye

can’t just analyze every
436 topic, and try and address it. We don’t have the capacity to do that, and we don’t want to

draw attention to something 437 that’s not getting any attention [engagement] in the first

place.” )7. According to J10, prioritization is important since it is

4% impossible to cover everything: “There’s too much information out there, so no matter how hard

we try, we can’t cover
439

everything. So we decide what to verify based on factors of public interest and virality, and the

consequences it might have,
440

441 like health risks.” J10. This finding is consistent with previous studies showing that journalists
struggle to understand 442 the extent and impact of problematic narratives on social media,
impacting their decisions as to when to publish and *** when not to [95]. It is also consistent with

previous research that documents journalists’ need to understand how people
444

445 are reacting to certain content to avoid amplifying the problematic content, or give bad actors

more exposure than they 446 would have otherwise [111]. Within underrepresented communities,

understanding what voids are most engaging is 447 crucial because independent journalists are even
14
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more under resourced [38]. Journalists recognized this as an important **® undertaking, particularly
in political situations where the voting decisions of under-represented populations can be

449

450 affected [106] or even suppressed [106]. Governments and advocacy groups have been raising

alarm on this issue for 451 years [132]. During the 2018 midterm elections, previous research found
a shortage of information about political 452 candidates and voting rights for minority groups,
prompting bad actors to spread disinformation [54, 148].

%3 Finding 5. Independent journalists want to detect automated accounts to know which narratives

may be
454

455 manipulated. The journalists in our study were aware that automated social media accounts
existed and had strategies

456 to identify them: “They usually don’t use their full names in the account, or they use random
pictures. These accounts don’t

457  have a lot of Facebook friends. One becomes more or less aware of them.” J2. Journalists
noted that identifying automated “°® accounts was important in allowing them to determine if a
narrative is being manipulated and forced into the public

459

460 discourse: “ldentifying these accounts [automated accounts] gives us an idea of how legitimate
or not a piece of information ae1is” J15. This was agreed by J21: “You can get a better sense of what
might be going on, especially when elections are

42 coming up. For instance, I've noticed that politicians did polls on social media during elections
to figure out who might win.

463 They always showed the ultra-right candidate winning, but this didn’t happen in the end. By

knowing that fake accounts
464

465 [automated accounts] are pushing this, | could have a better understanding of the situation.”|21
For us it was interesting 466 to identify that, in difference to prior work [19], none of the journalists in
our study reported using tools to detect 467 automated accounts. This may be due to the fact that

tools like Botometer are not adapted for use outside the English

468

469 language, nor are they tailored for the bots in underrepsented communities [137]. Our hope

is that our system can help “’° address this gap, by providing information about where there is

automation within underrepresented communities.

471

472 Finding 6. Independent journalists collaborate to identify and address data voids. We also found

that as 473 part of the process of identifying data voids, journalists turn to other colleagues to

corroborate information and discuss 474 whether there is a data void in order to create plans for

addressing the void together. 5 of journalists mentioned that *’> they consulted their colleagues for

assistance in identifying data voids and created plans for how they would handle

476

477 them: “I do collaborate to verify notes, even share sources of information. In the absence of
sufficient data about a subject,

15
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478 this is crucial. We also do joint efforts to coordinate what information each person will look up.
This can be quite time

479 consuming when we have little information. You don’t know whether what little exists is
problematic.” )5. Similarly, J14

480 stated the need to collaborate and brainstorm ideas about what stories around data voids to

publish: “_ we need to
481

analyze the information [information about the data void] and brainstorm about what we should
and shouldn’t publish

482

1s3 because we as journalists have a big responsibility. We can’t just publish whatever, we have to be
a filter [...] we either *®* brainstorm via chat (WhatsApp) or | call him and say: Let’s talk about our
upcoming publications! [...] Sometimes, how it

485 works is that I create a document and the other person will say: “Look, I’ll go through it

and see if | can add anything else,

486

487  or we leave it like that” [...] And it [the content to address the data void] is being worked on
collaboratively.” )14. Overall,

488 we saw that independent journalists reported working together to address data voids, at times
even creating alliances

489  to address data voids targeting underrepresented populations: “We now maintain an alliance
with other Hispanic media

490  outlets at the national level, especially during election seasons. In the last national elections,

we had an alliance with 15
491

media outlets from all over the country to verify information and locate the items that are missing.

Right now, we are
492

493 COllaborating to create content about COVID as it is a topic we all care about, and unfortunately,
our audience isn’t always 494 provided with good information [about COVID-19].” ]J16. According to
our interviewees, collaboration had become an

495 integral part of how they extended their capability and reach. J16 considered that by

collaborating with others, they
496

497 were able to produce more accurate and comprehensive stories with less budget. Working in
collaboration also allowed 498 journalists to reach broader networks (as they could reach the

audiences of each involved journalist): “t’s the beauty of

499 independent media, you can publish on one [news outlet] and then share it on others, we help
each other reach more people” *°°)J11. Collaborations were likely even more important in this setting

given the lower resources of these journalists [38],
501

502 as well as the diverse knowledge that is needed to understand data voids within
underrepresented populations [96].

503 Finding 7. Independent journalists address data voids to help their audience make better
decisions. Our
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504 participants expressed that they typically aimed to create content around data voids that
could educate people and help % them make more informed decisions. 8 of the interviewed
journalists considered that educating the public about data

506

507 voids is important to prevent the spread of disinformation: “Part of our job is to be

"information translators". That’s why

508  we’re creating content [content around a data void] to explain why some information is fake
and how to spot it. By creating soo these articles [articles around data voids], we hope to

increase the public’s media literacy.” ]19. This was something that

510 other journalists also echoed. For instance, J12 expressed: “We’re interested in having an

educational role, so we create
511

content about topics that might not be newsworthy right now. We do, however, consider it a good
idea for the public to
512
513 educate themselves on the issue, as their decisions may be impacted by it [the topic].” )12.
Similarly, J15 expressed that they

514  were interested in covering data voids that would help educate communities to make better

decisions : “In our work, we

515 try to address gaps related to community needs and will help community decisions be more

educated, more informed.
516

517
3.5Connecting Journalists’ Interviews to System Design
518
519 Based on our interview study, we identified four design goals (DG) and six subgoals (SG)

to guide our system design:
520

521 Design Goal 1. Design for Independent Journalists Targeting Underrepresented Populations.
Through our
522 interviews we identified that independent journalists were who could address data voids

because, unlike mainstream
523

524 media, they had less restrictions on the content to create (Finding 1). We therefore tailored
our tool to independent

525 journalists (SG1). Our interviews and prior work [37, 54], also helped us to understand that
these journalists focused s26 primarily on underrepresented populations where data voids were
present (Finding 1). We consequently focused on

27 designing the interface for independent journalists working with underrepresented groups (5G2).

Based on prior work
528

520 [35, 118], we can also expect that journalists working with underrepresented populations will
have to work in multiple

530 languages, especially as the underrepresented populations could be immigrants for whom
English is a second language,
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531 and consequently, will likely consume information in different languages [35, 118]. We
considered that having to °* navigate between multiple languages can make it hard for

journalists to understand data voids. We thus set out to
533

53¢ create an interface that would help journalists navigate the different languages easily (5G3).

535  Design Goal 2. Facilitate Collective Sensemaking to Understand Data Voids on Multiple Levels.
Journalists 536 reported constantly browsing social media and performing manual multi-level
analyses to understand the different ¥’ types of data voids (Findings 2,3,4,5). They were

interested in finding topics with limited coverage (Finding 3). Thus,
538

539  we argued for visualizations to allow for a topical analysis on multiple levels (SG4). We focus
on visualizations that

s40  highlight the specific multi-level analysis that our interviewees mentioned was important:
topical, political leanings, 541 and bot analysis. We also provide visualization-friendly
summaries of different variables that journalists reported they °** analyzed (e.g., amount of
posts per topic, how different political leanings are discussing different topics).

544 Design Goal 3. Facilitate “Backstage Space” to Discuss Data Voids. Journalists collaborated
to develop plans for

545 addressing data voids together (Finding 6). Such planning was important as the journalists
were often the first to create s46 content for the underrepresented population. They had to
strategize what to cover to best engage and educate their

*7 audience. Based on prior work [55, 83], we considered that a way to address this need was via a

“backstage” space that
548

549 facilitated such discussions. To that end, we introduced into our interface a chat with voice
and video capabilities (SG5).

550 Design Goal 4. Enable Collaborative Spaces for Creating Content Together Addressing the
Data Voids. Jour-

551 nalists explained that they typically attempted to produce content collaboratively to help
address the data voids they had
552 identified previously (Finding 7). To that end, we enabled in our interface a shared

document through which journalists
553

ssacould create articles with their colleagues to address these voids together (SG6).

555
sse 4 DATAVOIDANT

ss7 Guided by our design goals, we created: Datavoidant, a collaborative online interactive system

with state-of-the-art
558

559 machine learning models and a dashboard to categorize social media content and help
journalists visualize data voids on se0o multiple levels. Next, we provide a scenario where Datavoidant
can be employed, followed by the system description.

561

562 4.1 USER SCENARIO.
563

18
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564

565

568
569

570

572

Laura is an independent journalist from the NGO “Voto Latino”, aiming to help the Latinx
community access quality

information for the upcoming election. Laura logs into Datavoidant and noticed by looking at
the post per Topic graph ses that immigration is among the topics most discussed on Facebook

by the Latinx community. Based on her examination °¢’ of the pojitical Leaning graph, she
realized that the topic of “immigration” is also highly politicized. This topic has a

crucial data void: it receives almost NO neutral coverage. Conservative news outlets
predominantly cover the topic.

Looking at the Type of Groups/Pages Generating Content graph, she discovered that a
partisan citizen group, “Latinos s71 Conservadores”, is among the top groups posting content
about immigration. Laura asked Juan, a colleague from a

573 neutral Latinx news media outlet, “Latino Justice”, to take a look. She hopes, she and Juan can

devise a strategy to >’* confront the data void. Juan examined the percentage Bots per Topic 9raph and
realized that around 20% of the posts on

575
576

577

580

immigration are automated; in addition, over 60% of such posts are being commented on and
shared. It worries him to

see the lack of neutral content and how much people engage with non-neutral immigration
content. The analysis of s78 individual posts also reveals a false claim that Democrats were
planning to send a caravan of Cuban immigrants to °’° storm the U.S. border to disrupt the
election [57]. Juan and Laura decided to use the built-in chat function to formulate

581 a strategy on how to fill the void and limit the spread of disinformation. The authors wrote a
neutral article to discredit ss2 the disinformation and explain what is actually happening. The authors
posted the story on the Facebook group of ss3 Latinos Conservadores and the Facebook page of
Latino Justice. They also plan to organize a press conference to give *®* visibility to their article and
inform Latin voters about it through more neutral Latin media. Laura and Juan have been

585

586 able to address data voids targeting Latinx communities within hours by using

Datavoidant, instead of taking days.

587
588

589
590

591

594
595

596

597

599

600

601

4.2 SYSTEM DESCRIPTION.

Datavoidant modularizes the sensemaking process
to allow journalists to visualize existing data voids 592 and devise strategies for covering

the voids across *%3 different types of Facebook groups and pages (cit-

izen, political, and news media). Fig. 2 presents an

overview of our system. In the following section,
we describe how Datavoidant is designed to be °% tailored for journalists working with
underrepre-

sented communities and the two major components
of Datavoidant: “Intelligent Data Void Visualizer”; *°> and “Collaborative Data Void Addresser”.
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603
604

1. Intelligent Data Void Visualizer

.!. Post.

Journalists provide Datavoidant reads and Datavoidant then
Facebook groups and extract post from Facebool categorizes the posts and
Pages to analyze using CrowdTangle synthesizes the informatioy

FQE\I::;:IQ

2. Collaborative Datavoid Addresser

o0 - 9By — ./
Al —
Journalists use the chat to Journalists then collaboratd Journalists post the article
create strategies to addresg to create a final article to fill to cover the void

data voids the data void

Fig. 2.0verview of Datavoidant’s functionality.
4.2.1 Designing Datavoidant for Underrepresented Communities. Our goal was to tailor

our tool for indepen-
605

606 dent journalists targeting underrepresented communities. For those journalists as opposed to
more mainstream ones 607 [96], collaboration is key, as it allows them to broaden their reach in an
already limited (minority) audience. Working sos with underrepresented populations also requires
diverse expertise and knowledge [37], highlighting even more the °° importance of collaborations.

We thus designed Datavoidant with features that enabled journalist collaborations.
610

611 Additionally, these journalists are among the first to deliver content to underrepresented
audiences (as they covered 612 data voids). Consequently, they spent time strategizing how they
would best present the content to resonate with 613 their underrepresented audiences. We then
decided to integrate components for backstage planning. Based on prior

614 work [37], we consider that journalists are experts on the underrepresented populations

they target. We therefore
615

616 designed our system to also allow journalists to use their expertise to drive the study of the data
voids (e.g., by having 617 journalists define what Facebook groups and pages to study). In the
following section, we provide more information 18 about Datavoidant’s different components and

further highlight how it is design to work with underrepresented groups.
619

620 4.2.2 Intelligent Data Void Visualizer. This component of Datavoidant focuses on helping

journalists to visualize
621

622 and make sense of the data voids that exists in the information ecosystem of their desired
underrepresented population. 623 To accomplish this goal, the component has the following

modules: 1) Data Collection module; 2) Smart Categorization
624

625 module; and 3) Viz module. Each module integrates processes from the sensemaking loop
of Pirolli et al. [112]. Next, 52° we explain each module in detail.
627

628 Data Collection Module (SG1, SG2). Independent journalists provide Datavoidant with a list of
Facebook pages and 629 groups for which they want to identify possible data voids (notice that this
20
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corresponds to the “Step: Search and Filter” 630 in the sensemaking loop of Pirolli et al. [112]). Next,
the system connects to the CrowdTangle API to read and extract all
81 the posts, likes, number of comments and reshares from the public Facebook groups and pages

that journalists initially
632

633  provide (corresponding to “Step: Read and Extract” in the sensemaking loop).

63a  Smart Categorization Module (SG4). Given that the data collected by the Data Collection
Module can be massive and 635 difficult for humans to interpret, this module focuses on
structuring and categorizing the data to facilitate collective °*® sensemaking. For this purpose,
Datavoidant uses state-of-the-art machine learning models to categorize social media

637

638 content and then synthesize the results (“Step: Schematize” in the sensemaking loop). This
section provides an overview

630  of how the module works (an in-depth explanation and evaluation of this component can be

found in the appendix A.2).
640
641 To categorizethecontent,
642

643  Datavoidant uses basic NLP tech-

644  hiques to categorize the Face-
645  book groups and pages into ei-

646  ther “content from political ac-
647

648  tors,

” ou

content from citizen ini-

649  tiatives,” or “content from news

650  sites.” This type of categoriza®*tion is important given that
652

653 journalists expressed an inter-

654 estin being able to bridge the
655 data gap between these differ-

656 ent online spaces. However it
657

658 IS also important for journalists

659  to conduct a multi-level analy-

660  Sis where they can understand °®* what topics were less covered
662

663 than others across these differ-

664 ent online spaces, which politi-
665  cal actors were pushing certain

666  topics, and whether automated
667

668 methods were pushing certain

669  topics (to understand manipula-

670  tions around data voids). For this ¢7* purpose, Datavoidant integrates
672

673 state-of-the-art machine learning 674 models to categorize the content
21
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675
676

The United States presidential campaigns
provided a base for a heated debate on
the typical issues of racism within the
United States community. Every side was
keen to monitor their opponent's opinion
regarding the issue of racism and how
equality policies needed to be amended.
The Latin Community is among the
minority groups in the United States.
However, as compared to other minority
groups like the black community, the
Latinos are relatively diverse, with origins
from Europe, South America, the Mexican
borders, and all the way to the Caribbean.
Therefore, the Latino community tends to
possess a varied background and
ethnicity. As a result of this, there tends to
exist a mixed attitude towards immigration
in different places across the United States.

The perception of liberals towards the
Latino communities tends to advocate for
sustainable social equality within the
United States. In one of Biden's comments,
he stated that the American policies
towards the Latin community are morally
bankrupt.

Fig. 3. Datavoidant: A) Intelligent Data Void Visualizer: Visualization module. B) Collaborative Data void
Addresser: composed of shared document (top) and chat module (bottom).

677 on multiple levels and

facilitate °’® these types of data

analysis.
679

680 TOPIC LEVEL CATEGORIZATION. In the design of Datavoidant, we considered that journalists
would likely not es1 have the time or ability to interpret complex abstract topics without labels, like
the ones that the topic modeling ss2 algorithm of LDA throws out [22]. We assume that most
journalists will likely not know how to provide labeled data to °® train machine learning algorithms

that can discern one topic from another. Therefore, we opted for automated methods
684

685 that could remove the unnecessary burden and complexity to journalists, while still allowing
them to automatically

686  categorize their data at scale. Datavoidant simply asks journalists to provide the list of topics
they are interested 687 in exploring and a list of keywords associated with each topic. The
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system then uses these keywords and topics to °® automatically create a training and testing

set to teach machine learning models how to classify posts into topics.
689

690 POLITICAL LEANING CATEGORIZATION. In addition to topic-level data voids, Datavoidant also
helps journalists 691 to identify political-level data deficiencies, where some topics might be less
discussed by accounts from certain political 692 or ideological perspectives. For example, climate
change content might be rarely covered by liberals, while critical race ° theory could be less
covered by conservatives, creating partisan echo chambers and political-level data voids. For this
694

695 purpose, Datavoidant identifies each post’s political leaning to facilitate visualization and
understanding of political-level 696 data deficits. To conduct its automatic categorization of posts
with respect to political leanings, Datavoidant resorts to s97 external knowledge about the political
leanings of websites [121] and political actors [47].

9% Notice that Datavoidant categorizes posts first based on the overall nature of the Facebook page

from which the post
699

700 is from. We consider that known conservative outlets will tend to always post conservative
content and liberal outlets 701 will tend to post liberal content. If the system cannot identify the
nature of the Facebook page, it analyzes whether the 702 post is discussing liberal or conservative
actors in a positive or negative form, and uses this to calculate the political ’* leaning score of the
post. In all other cases, the system labels the post as neutral. In this way, Datavoidant calculates

704

705 political leaning scores for social media posts, which helps to illustrate political-level data

deficiencies across topics.

706  BOT CATEGORIZATION. Automated social media users, also known as bots, widely exist on
online social networks 707 and induce undesirable social effects. In the past decade, malicious
actors have launched bot campaigns to interfere with 7% elections [39, 52], spread
misinformation [48] and propagate extreme ideology [20]. To address these issues,

Datavoidant
709

710 includes a bot detection component that categorizes accounts into bots and none-bots. The aim
is to help journalists 711 identify biased information propagated by malicious actors. In Datavoidant,
we focus on the textual content of posts to 712 identify Facebook bots and malicious actors.
Specifically, we follow the method in the state-of-the-art approach [50] to "** encode post content

with pre-trained language models [90] and train a multi-layer perceptron for bot detection. We
714

71strain our model with the comprehensive benchmark TwiBot-20 [49].

716

717 Viz Module (SG3, SG4) Datavoidant employs diversified machine learning techniques to
identify malicious actors,
718 topic-level and political-level data deficiencies. However, these approaches can be highly

technical and presenting the
719

720  results as-is might that might confuse journalists. To address this issue, Datavoidant
synthesizes results from different
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721 components to present an intuitive, easy-to-use and visualization-friendly summary of the
system'’s findings (“sStep:

722 Schematize” in the sensemaking loop). Datavoidant extracts the following information for the

front-end visualization:
723

724

725 « Number of posts per topic: We use a bubble chart to show the number of posts per topic.
Each bubble represent a ’?° specific topic. The bubbles then expand or shrink based on the

number of posts that relate to each topic.
727

728
729 ¢ Distribution of topical content by political leanings: We use stacked bar charts to show the
political leanings 7*° of each topic. Each stack bar represents a topic, and the segments in the bar

indicate the percentage of posts
731

732 that each political side (neutral, conservative, liberal) has generated for the topic (the total
sum of the different 733 perspectives is always 100%).

734 » Percentage of comments and shares per topic: we use grouped bar charts to allow users to
compare the percentage ’°> of comments, and shares per topic. The topic with the greatest

percentage of comments, likes, and shares will
736

737 indicate that it has received the most engagement among all topics. This visualization also helps
to highlight 738 which topics are NOT receiving engagement and where there could be a possible
void. It is important to note that 739 in some cases a high number of comments and shares on a topic
could come from very specific outlier posts. In 7*° the future, we aim to present the outliers in a
separate graph to help journalists further understand the dynamic.

741

742 * Number of topical posts produced per type of Facebook Group/Page: using separate bars

for each type of page/group 743 (news media, political, or citizens) indicates when certain actors are

covering (or not covering) specific topics.

744 * Percentage of bot content per topic: W€ Usé bar charts to show the percentage of tOpical
posts that were potentially
745 were produced by automated accounts. It is important to note that there are news media

outlets that utilize
746

747 automated accounts to enhance their dissemination of news on social media [41, 91], which
might show in this 748 graph. Journalists may conclude that all of these accounts are malicious. Our
aim is to also educate journalists to 749 realize that seeing automation does not necessarily equate
to an account spreading manipulative content.

750 Frequent groups and pages per topic: we show in a table the names of the most frequent

groups/pages that cover
751

752 each topic, along with the type of Facebook page to which they belong (news media,
political groups or citizens).
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753 * Individual posts: when a journalists selects a specific topic, Datavoids shows the
individual posts of that topic 754 separated by political leaning. This allows journalists
to take deep dives and analyze the data on different fronts.

354 Automatic translation:if a journalist needs to translate the information on the platform, this feature

allows them
756

757t0 instantly translate texts into more than one hundred languages.

758

759 Datavoidant presents these intuitive and easy-to-use visualizations to facilitate journalists’
sensemaking efforts 760 to counter data voids and prevent disinformation that could weaponize
those voids (Fig. 3). Notice that Datavoidant ®* provides an interface that allows for deep-dive

analysis of data voids on multiple levels.
762

763
764 4.2.3 Collaborative Data Void Addresser. This piece is composed of two modules that help

journalists to collaborate 765 and make sense of the data voids.

"%®chat Module (sG5). This module allows journalists to communicate with each other to identify
potential data voids
767

based on the information presented in Datavoidant’s intelligent Data Void Visualizer- Notice that this

corresponds
768

769 t0 “Step: Build Case” in the sensemaking loop. For this, we integrated a chat room, in which
participants can have 770 conversations about the potential hypothesis they derive from the data
presented in Datavoidant. This chat room can 7! be seen as an “investigation” backspace where
users can match their findings and discuss what hypotheses they are 772

drawing. Through this chat room, users can discuss their findings and what they think the data

might indicate. They
773

774 can also start to devise strategies on how they will address the voids. To integrate the chat
room we used RumbleTalk 77s [11]. The chatroom allows users to chat via text, voice, video, and
have live video calls.

7% shared Document Module (SG6). When users understand what is going on (e.g., types of data voids

that exist) and 777
have decided how they will address the void, they can collaborate to create a final article or news

report to fill the data
778

779vo0id (“Step: Tell Story” in the sensemaking loop). We implemented a shared document that

appears directly within
780

781 Datavoidant’s. All users can use this document simultaneously to create a final document
collaboratively. To integrate "®> the shared document we used Pusher, an API service designed to
facilitate adding real-time interactions[8].

783

784

5 EVALUATION OF DATAVOIDANT
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785

786 TO study Datavoidant we conduct an interface evaluation. Note that in our appendix, we also
share an evaluation of ¥’ the machine learning models used (See A.1). For our interface evaluation

we investigate the impact of our system on
788

789  journalists and how our tools helps (or hinders) journalists in addressing data voids. We
designed our evaluation based

790  on standard usability measures of performance and satisfaction metrics [102, 140]. Our aim
was to understand how 791 well Datavoidant allows journalists to identify data voids and
collaborate to address them (performance). We were also 7** interested in understanding

journalists’ experiences when using Datavoidant (satisfaction).
793
794
5.1 Participant Recruitment.
795
796 We recruited 22 independent journalists from Upwork to participate in our study. These
individuals were all different 7°’ than the journalists who took part in our initial interviews. To recruit

participants, we posted a job on Upwork inviting
798

799  people to our study. We set the Upwork job category to “content writing” and skills as:
“independent journalism writing,”

goo  “article writing,” “experience writing for minorities,” “social media monitoring,”,
“collaboration,” “experience exposing so1 and debunking mis/disinformation”. We required that
only U.S. based journalists apply for our study (to ensure they

worked with underrepresented populations similar to the ones we studied previously). We also

required people to
803

804 show evidence that they were independent journalists who, as part of their day-to-day jobs,
conducted social media sos monitoring of general political content for underrepresented groups. For
this purpose, potential study participants had sos to share related articles they had authored as
journalists with us. In our job description we told the participants they

87 would be paid to use a new interface with another journalist to write an article together covering
knowledge gaps in

808

809 underrepresented populations. We paid participants $15 for taking part in a one-hour session. 12
of the participants si0 were female; 9 male; 1 preferred not to disclose. 14 participants had a
Bachelor's Degree; 7 had a Master’s Degree; 1 had si1 a Ph.D. 17 participants mentioned using
social media four days a week or more for their journalist work; 5 used social ¥ media at least three

days a week for their work. All primarily used Facebook for their work. In the rest of the paper we
813

s1arefer to these participants with the identification of “P”.
815
g6 5.2 Study Procedure.

802

sg17 1o measure performance, we conducted sessions over Zoom and had participants work

together in pairs of two to
818

819 complete a series of tasks. The tasks focused on identifying and addressing different types of

data voids, and gathering s20 information on a variety of usage scenarios. Notice that we had all
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participants use Datavoidant with the exact same s21 dataset (in particular, we used a dataset that
journalists helped us to create to evaluate our machine learning algorithms. #? See our appendix for
details A.1.1). This helped us to better control our experiment and the data voids that participants
823

824 were exposed to. During each session, participants first completed the IRB approved consent

form and a pre-survey s2s asking about their demographic information. The sessions were conducted
in teams of two to allow for collaboration.

826 For each participant pair, we presented a brief overview of the dataset, including the time frame,
the Facebook pages #7 and groups included. We gave each participant a tour of Datavoidant and

asked them to collaborate together on a series
828

829 of different data void related tasks. In particular, participants were asked to work together to
identify: (a) the topics 830 with less content (measured in terms of number of Facebook posts), (b)
the topics with missing or limited content 831 for a specific political leaning, (c) groups or pages with
limited content for specific topics, (d) groups or pages with

832

833  limited content for specific political leanings and topics, and (e) a topic, political leaning, or

group/page, with limited
834  content. The goal was for participants to then create with their partner an article addressing

that data void, especially
835

836  for the underrepresented population in the dataset (i.e., Latinx). After journalists completed
the tasks, we conducted

837  short surveys to ask participants the level of difficulty they experienced in performing each
task, using a five-point s3s Likert scale. After that to measure satisfaction, we asked
participants which aspects of the interface they liked and 8*° disliked, as well as any challenges

and opportunities they experienced when using our system to complete the task.
840

841 Furthermore, we asked participants to tell us about the alternative methods they would use
to complete the task in sa2 question if Datavoidant were unavailable. Note that while
participants completed the tasks in pairs, they responded 843  survey questions individually.

844

845

g6 5.3 Data Analysis of Journalists Usages of Datavoidant

sa7  Our data analysis focuses on studying the performance of journalists using our tool and the
perspectives (satisfaction) 8¢ that journalists have about it, allowing for quantitative and
qualitative ways of studying tool usages.

850

ss1 5.3.1 Performance Data Analysis. We were interested in studying how well our tool helped
journalists to perform their

gs2  work (performance). For this purpose, we quantitatively studied performance in terms of how
long it took participants ss3 to complete all tasks using our tool, the number of participants
who were able to use Datavoidant to identify data ®°* voids on multiple levels, the level of

difficulty they had for performing the different tasks on Datavoidant, and average
855
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gssnumber of words that the journalists used for each article they created with our tool.
857

858 5.3.2  satisfaction Data Analysis. TO analyze journalists’ perspectives about Datavoidant (the
challenges and opportunisse ties they identified when using our system) we analyzed the open-
ended responses that participants provided in the #° survey, where they shared their impressions
of the tool. Based on prior work that characterized people’s perspectives ss1

about different interfaces, we decided to use a hybrid approach of inductive and deductive thematic

analysis [51]. We
862

863 first used the deductive approach to identify data patterns that were relevant to the usability
themes of interest to our sss work. Deductive codes included interface learnability, efficiency,
interface memorability, errors, and satisfaction [102].

83> We then used open coding to explore the qualitative data and allow for the discovery of emergent

themes previously se6

not identified (inductive analysis) [97]. Two of the authors discussed the initial concepts (themes) as

a group to iterate
867

868 on them and created an initial codebook (the codebook included also the themes from the

deductive process). We then seohad several iterations of the codebook and in-depth discussions

among the research team to condense the codes into &7° the final themes and created a

finalized codebook. The finalized codebook with examples was shared with two coders s71

who categorized the survey responses into the different themes. The coders agreed on 86.4% of the
responses they

872

873 categorized (Cohen’s kappa =0.82: Strong agreement). We then asked a third coder to label

the responses upon which 874  the first two coders disagreed.
875

876

5.4Results User Interface Evaluation: Performance
877

878
879

Task a Task b (Political Task c (Topics in Task d (Political Leanings & Topics in Average
880 (Topics) Leanings) Groups/Pages) Groups/Pages) Tasks
881
Correct 73% 77% 68% 68% 72
882 o
883 %
[5) [5) [5) 0,
Itncorrec 27% 23% | Table 32% 32% 3/8 1.
(

Overview of the percentage of participants who were able to identify data voids on multiple levels using
Datavoidant.

884

gss Participants took an average of 36 minutes to complete the tasks in our study (SD=27.73
minutes). The articles they 2% created to address data voids had an average of 144 words. All

participants were able to complete all tasks in our study.
887

sss Notice that for tasks a,b,c,d we can quantify the quality of how participants completed them,
especially because we can ss9s measure whether participants indeed were able to identify the data
voids that existed in the dataset that we used for sso our study. Table 1 presents an overview of the
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percentage of participants who completed tasks a,b,c,d correctly. We %* were strict in our

measurements and only considered that a participant completed a task correctly if they were able
892

893 to find all the data voids related to the task at hand. In general, over half of the participants
correctly identified the si4 multiple level data voids (i.e., data voids in topics, political leanings,
pages and groups). Overall the participants were s9s better at identifying data voids about particular
topics and political leanings than data voids within particular groups ®° and pages. To better

understand why this was happening, we analyzed details about participants’ difficulties using
897

sos Datavoidant. Participants evaluated the level of difficulty for performing the different tasks on

Datavoidant using a s99 five-point Likert scale, ranging from “very easy” (+1) to “very difficult” (+5).
Results are presented in Fig. 4. From Fig 4 900 we observe that across tasks, the majority of

participants considered that Datavoidant was “very easy” OF “easy” to use. °°* Surprisingly, the task

that most participants (15) considered was the easiest to conduct, was the task of identifying
902

903 data voids based on topic and type of Facebook groups/pages. We mention this is surprising as it
was also one of the 904 tasks that participants struggled with the most to complete correctly (See
Table 1). We believe that some participants gos likely mentioned only the first data voids they saw
(note that when they did not provide the full list of data voids for

%63 task, we marked the task as incorrect as we used strict measurements). In the future, we plan to

explore interfaces
907

908 that prompt end-users to explore data voids more and not just focus on the first results they
see [28]. Here it will be 209 important to balance exploration with the tight deadlines in which

journalists work.

910

911 W vespansy 0 Ensy wedwn 0 Bifseue I Vewsiinntun
912

013 ) deritioPESAe Vit voids. |

914 ety s IR st ARt opis |

915 Metantiopkars sl oo orour [ |
916 e iunalidcahisninananhinaiei ip offaibie At |

917

918 [T
919 W6 20%0%%30%% 400 SUY% T0B0%0F0%0% BOM: 90% 100%

Fig. 4.
Participants’ responses show that the majority found Datavoidant “very easy” to use for identifying and
920

921  5.5Results User Interface Evaluation: Satisfaction
922

923 Next, we analyze participants’ open-ended responses to their survey answers to shed light
on the challenges they faced 924 when identifying and addressing data voids, as well as any
opportunities they saw with Datavoidant.

925 Saving time: Without Datavoidant finding data voids is a time consuming process. Most
journalists in our
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926 study (20) considered that Datavoidant helped them save time in identifying data voids, as

normally, this process was
927

928 much slower. Part of the reason was that they needed to analyze information manually: “1o

obtain these types of reports
929  [lists of multi-level data voids], | would have to manually search all of Facebook and Google,

convert the data, and then go 930 through a lengthy process.” P8. Similarly, participant P21
mentioned how without Datavoidant, the process of finding
931 data voids could take them days: “...it [Datavoidant] is very useful, as from Facebook, we get
everything manually, and it
932

933  can take days...” P21.

934  Helpful to have summarized information for countering data voids. Most (62%) mentioned that
the most 935 helpful element of the interface was the ability to see the summarized

information, such as the coverage per topic.
936

937 These summaries helped them to understand what they should focus on to address the data

voids: “I'm able to easily

938 understand the graphs [summary graphs] with ease after a few seconds of viewing them. On
mouse hover it shows the

939

940  percentages of the graphs as well, giving an even clearer picture of what things | should write
about next.” P18. Similarly,

941 P2 expressed: “ The political leaning graph [summary graph about what political topics are
discussed by each side] is

942 super helpful because you can see which issues matter to each political party; or what they
want to push the most. In my

943  community [the underrepresented population for which she writes] it’s very common to hear
the right-wing political party
944
talk about crime with us and say that they are like Superman, coming to protect and save us from

all the bad stuff. It seems
945

e to me that being able to know this is very helpful. | could say: "well, how strange, they're
talking a lot about that on this

o7 Side”; then | could check in other sources, and | might realize the reality is totally different.
When that happens, the topic 918 for my next article will be clear to me.” P2. Overall,

participants saw an opportunity in using the summarized data that
949

950 Datavoidant provided to identify what their forthcoming articles would cover. For instance, P13

expressed that part of a 951 journalist’s job was to help audiences make more informed decisions. He

felt the summaries of Datavoidant helped

952 him to find problematic content and identify what articles he would create for his audience to
enable them to make
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953 more informed decisions: “The interface provides holistic, meta information [summaries] that
gives an overview of all the
954
information flowing on social media. Through the analysis of patterns of content across topics, | can

determine if there is a
955

956 large difference in coverage that might indicate that some topics have been artificially
promoted. Then we can create notes

957 that will make it easier for the audience to make educated decisions.” P13.

958 Deep dives allow journalists to understand data voids more easily. Most participants (18)

expressed that one
959

960 Of their favorite aspects of Datavoidant was the ability to take deep dives and study data voids
from different angles. 91 In fact, this feature of the interface was the most used component in
Datavoidant. P5 expressed how they enjoyed

962 conducting deep dives to analyze topical data voids: “Selecting the topic from the drop down
menu [deep dive interaction]

963  was very useful. Like, a click is all it takes to learn everything you need to know about that

topic.” P5. Similarly, journalists
964

965 (6), expressed how they found the deep dive of the data voids within different groups/pages
(media, citizen, political) to 966 be useful. Some found it especially helpful for inspiring them on the
interview questions that they could ask different

967 actors to start addressing different voids: “The graph illustrating how many Facebook pages
are covering a particular topic

968 and which types of pages they are [deep dive interaction], is really helpful. The graph can be

used to determine, for example,
969

when the media is trying to impose a particular issue and how that influences citizens. This

interface lets us cross validate
970

971 data quickly and easily. For instance, by looking at the graph, | see that politicians aren’t
concerned about racism. Politicians °> don’t seem to care about this issue. A very interesting
interview scenario would be to meet with a politician, and ask him:

3“racism has been on everybody’s mouth, the media has been discussing it, and so have the

citizens, but not you, why?...” P22.
974

975 Datavoidant gives journalists confidence on the content created for addressing data voids.
Participants (9)

976 expressed that Datavoidant gave them confidence about the content they created to
address voids as they had a better

977 overview of what existed, what did not exist, and how people engaged with information:

“[While using the tool] |
978 realized that I'd do my job with more confidence. As | would be able to tell with certainty

what information is needed or
979
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980 wanted by the people, and | could report on topics that are not covered.” P16. Journalists also
considered that our system 981 could give them confidence in sharing more: “I think what journalism
lacks today is journalists who dare to give their

%2 opinion; in general, | like to give my opinion about problems affecting my people
[underrepresented population]. | know my

93 perceptions are subjective, but if | knew the ‘exact count’ of comments on a topic instead of
randomly guessing, then | would

984

985 realize that there are a lot of people who care about this. That way, 1’'d be more brave about the

opinion pieces | publish.” P5. g6 Collaborative features were valued, but missing the richness of day

to day collaborative environments. 987 Participants who considered that it was “very easy” or “easy”

to use Datavoidant to create content to address data voids,
988

989  also said that the collaborative features needed improvements. Part of the reason was that
these journalists were already
990  well-versed and comfortable collaborating with other tools (e.g., Google Docs). The shared

document that was used
991

992 in Datavoidant, therefore, appeared to be “under-featured” for them (especially when
compared to the collaborative

993 documents offered by Google): “The writing interface [of Datavoidant] is impressive, and it
would empower journalists

994 to analyze and improve their content, but the application lacks certain features that boost

collaboration. (Check Google °% poc features for reference)” P12. This may indicate a

unwillingness to deviate from the norm and utilize collaborative
996

997 tools that are unfamiliar to them. Other participants suggested adding encryption features to the
collaborative chat 99s interface. They considered that there could be occasions where delicate topics
are discussed on Datavoidant that could 999 put journalists in danger. As a consequence, participants
considered it was important to have encryption in place to

10%keep journalists safe: “There are certain topics where it is better not to be known as the one who

helped expose them to the
1001

world. The features that Signal [an encrypted messaging application] has for discussing sensitive

topics might be useful to
1002

1003 you. | think it would be great if the chat [on datavoidant] were encrypted. It would make life
much safer for journalists if it 1004 had that capability.” p7. Similarly, participants also wanted features

to easily share what they were doing with others on '°% Datavoidant. The sharing feature that they

requested resembled the “Share” button that several social media platforms
1006

1007 offer: “It would be helpful if it had a ‘Share’ button to share real-time data on other
platforms such as Twitter, WhatsApp, 1008 Instagram, etc.” P9. This suggests the possibility of
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piggybacking on existing software infrastructure to enable enhanced 1009 collaboration

interactions among journalists [104, 116].
1010

111 6 DISCUSSION

1012

1013 We studied how journalists currently address data voids so we could enhance the process. We
found that it was primarily 1014 the independent journalists who focused on underrepresented
communities that addressed the data voids unlike *°** journalists working with more general

audiences [37]. These journalists typically addressed the voids via a collaborative
1016

1017 sensemaking process; however, the process was time-consuming and complex. Our system,
Datavoidant, combines 1018 sensemaking theory, state-of-the-art machine learning models, and
collaborative interfaces to empower journalists to

1019 understand data voids and create strategies for addressing the voids more easily. Through a
user interface evaluation, °*° we found that participants could use our tool to identify data voids on

multiple levels, and were able to create content
1021

1022 to cover the voids. Most journalists in our study found that our tool was easy to use, and
appreciated the intelligent 1023 summaries and deep dives that Datavoidant offered. They felt these
features allowed them to understand more rapidly 1024 what was happening in the information
ecosystem in order to more effectively address the data voids. One benefit of °*° this design is that

by giving journalists a better sense of the information ecosystem, they felt more confident about the
1026

1027 content they created and the unique perspectives they proposed. Datavoidant opens up a
design space with potential 1028 impact on other domains, where people collaboratively make sense
of their information ecosystem to proactively devise 1029 strategies for creating change and make
unique contributions to their ecosystem.

1030 A Proactive Approach to Counter Disinformation. Until now, journalists have primarily adopted a

reactive
1031

1032 approach to combating the problem of mis/disinformation where they use fact-checking and
content moderation to 1033 take down problematic content [61, 146]. However, researchers and
practitioners have recommended taking a more 1034 preventive approach to combating
disinformation [70, 123], especially because “reactive approaches” are often not '°> enough to
persuade audience members to change their minds [13]. With Datavoidant, we aim to enable more
system

1036

1037 designs that proactively address disinformation. By helping journalists identify data voids,

they can proactively create 1038 content to fill the void and avoid disinformation campaigns
weaponizing the void.

1039 Designing for Independent Journalists to Address Disinformation in Underrepresented

Communities.
1040

1041 In our interviews, independent journalists were eager to address data voids. They considered
they had fewer '°*? limitations on what articles they were able to produce, thus enabling them to fill
the voids more easily than “mainstream”
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1043
1044 journalists. This was important when working with underrepresented communities as the

dynamics of what mainstream 1045 media decides to cover (and NOT cover) within underrepresented
groups leads to data voids. Unfortunately, unlike

1046 mMainstream media, independent journalists also felt limited in their ability to analyze large
amounts of data. These % struggles are a recurring theme of independent journalism working with

underrepresented populations [64, 101]. It
1048

1049 becomes even more problematic as the time-consuming process depletes them of valuable
resources that could be used to 1050 advocate and provide services to their communities [101]. In
building Datavoidant, we aimed to address these struggles 1051 by automating parts of the
operations that independent journalists conducted for identifying and addressing data '°5? voids in
underrepresented communities. Some key design features that Datavoidant integrates to empower
journalists

1053

1054 working with underrepresented groups are:

1055 Visualizations of Data Voids on Multiple Levels. Our interviews highlighted that within
underrepresented communities, 1056 data voids appeared based on topic, political leaning, and
the actors driving the conversation. It was thus crucial to °’” understand the multiple types of

information asymmetries that existed (a problem not always present when working
1058

1059 with general audiences, who have the privilege of being able to access vast information from
multiple perspectives

1060 about the topics they care about [76].) It was based on these points from our interviews that
we decided to enable data 1061 visualizations in Datavoidant that would allow journalists to
identify and study data voids on multiple levels.

1062 ~o11aborative Interface. Independent journalists working with underrepresented populations are

typically even more
1063

1064 under resourced than mainstream media [38], and need more specialized knowledge in order to
understand properly 1065 the information ecosystem of the underrepresented communities [37]. Our
interviews showed how these dynamics 1066 led independent journalists, in difference to mainstream
journalists (who are more prone to compete for stories), to *°’ collaborate more. Collaborations also
helped them to reach a wider network of underrepresented populations, which is

1068

1069 crucial when working with these groups [34]. Thus, we designed Datavoidant to be a

collaborative tools for journalists.

1070 Backstage Space. Our interviews uncovered that journalists working with underrepresented
communities had to 1071 strategize about what data voids they would cover and how they
would address them. The strategies were important °’?> because they were heavily under

resourced and hence, could not tackle all voids. It was also important to strategize
1073

1074 about the content they would create to engage the communities, especially as they were the
first to tailor the content for 1075 the underrepresented groups. (They did not have a reference for
how the content should look like; it was important to 1076 collectively strategize on best ways to
present the information). Thus, we enabled a backstage space to create strategies.
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1077Datavoidant and Collaboratively Addressing Strategic Silences. The journalists in our study

acknowledged
1078

1079 the power of mainstream media and bad actors to silence certain voices, control all that is
published, and set agendas, 1080 influencing public perceptions of reality. Donovan et al. call this a
“strategic silence” [44]. In our interview study,

1081 independent journalists described themselves as “social justice warriors,” willing to cover
these strategic silences by
1082 providing quality, informative content. Nonetheless, the journalists reported a lack of tools to

learn what mainstream
1083

1084 media and other critical actors are covering or ignoring. To address this challenge, we proposed
Datavoidant as a 1085 platform to allow journalists to strategically understand data voids. According
to the journalists who evaluated our

1086 system, the process of locating data voids would be much slower without Datavoidant.
Journalists also felt more '°®’ confident since they understood what information was necessary and

how people engaged with particular types of
1088

1089 information. ldeally, this will enable them to conduct strategic amplifications of content faster.
Ultimately, Datavoidant 1000 enabled independent journalists to collaborate to fill critical voids in the
information ecosystem and conduct “strategic

1091amplifications” of content [44]. Datavoidant also provided journalists with the ability to identify

unique angles for their
1092

1093 news stories. During our evaluation, some journalists pointed out that Datavoidant had helped
them identify novel °* interview questions for public officials. This brings several implications for

designing new social computing systems
1095

1096 that should help journalists to discover unique angles to stories.

1097 Mitigating Risks and Exploitation of Datavoidant by Bad Actors. Based on prior work, which has
studied 1098 how to mitigate bad actors from exploiting tools intended for a collective good [ 86,
88], an important next step in the !°° development of Datavoidant is to define concrete

mechanisms on who can access Datavoidant, and who is likely to be
1100

1101 blacklisted. We can imagine that in order to use Datavoidant, journalists will need to share
their reasons for wanting 1102 access. Journalists would be blacklisted and removed from access, if
they are caught using the tool for other purposes.

1103 We envision connecting to the “Ethical OS"” checklist to have an initial list of problematic usages
that could be given to ' our tool. Journalists who express wanting to use our tool in problematic

ways, or are caught engaging in such usages,
1105

1106 would be banned from Datavoidant. We also imagine a group of trusted and experienced
journalists helping to expand 1107 the checklist of problematic usages, based on their own
experience, as well as motivated by the literature [71]. We
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1108 believe it is critical to include the voices of trusted independent journalists working with
underrepresented populations,
1109 as prior work might not understand in detail all of the problems and bad behaviors that can

emerge when working with
1110

1111 underrepresented communities. But journalists might have much deeper insight. Finally, it will
also be important to

1112 consider how Datavoidant can create social and economic differences among independent
journalists [144], and how 1113 we can ensure a fair content creation ecosystem for all
journalists. Part of the solution is to release Datavoidant as open **** source, and hold

workshops to ensure that a wide range of journalists can access our tool, which we plan to do.
1115

1116 Limitations and Future Work. Currently, Datavoidant works with Facebook information,
which generates some 1117 challenges. For example, Facebook’s algorithm may downrank or
filter publications written by independent journalists.

1118 Secondly, independent journalists and news outlets may not have enough Facebook followers,
thereby affecting their ''° reach. We start to counter these challenges by helping journalists to

collaborate to expand their network and visibility.
1120

1121 Furthermore, CrowdTangle tracks interactions from popular public Facebook groups and pages
(with at least 25k

1122 followers and 2K members, respectively). While this means that we cannot help journalists to
engage with small

1123 private groups, we consider Datavoidant a step forward in enabling journalists to understand
data voids targeting '*** underrepresented populations. In future work, we plan to expand

Datavoidant to include other social media sources
1125

1126 and allow journalists to study data voids across platforms. Datavoidant also works with the
groups and pages that 1127 journalists define. Despite doing their best to include pages and groups
from across the political spectrum, there may 1128 be asymmetries in the political leanings of the
pages and groups that Datavoidant is fed. (It can be unintentional

1129 hiases generated from the groups and pages that journalists originally select.) This may result in

an over or under
1130

1131 representation of certain political viewpoints. If, for example, journalists feed Datavoidant with
only left-leaning groups,

1132 Datavoidant will show them that no one from the right-leaning side of the political spectrum is
discussing certain 1133 topics. Evidently, this may lead to a false impression of reality. In the
future, Datavoidant could be modified to inform **34 journalists that the number of groups and

pages is unbalanced and encourage them to draw a more accurate picture
1135

1136 of the ecosystem. Finally, our methods focused on breadth rather than depth. Future work could
conduct an in-depth 1137 analysis of how journalists across the globe address data voids, and how

datavoidant is used long term by journalists.
1138
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1139 7 CONCLUSION
1140

1141 In this study, we examined the practices of 22 independent journalists for covering political data
voids targeted at 1142 underrepresented populations. Based on our findings, we created Datavoidant,
an online collaborative tool that combines

1143 sensemaking theory, state-of-the-art machine learning models and data visualizations to help

journalists on Facebook
1144

1145 to collectively identify data voids in underrepresented communities at multiple levels. Our
evaluation revealed that '**® journalists found that our tool was easy to use, and appreciated the

collaborative features, intelligent summaries, deep
1147

1148 dives, and multiple perspectives that Datavoidant offered to inspect and address data voids.
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1400
1401
1402
1403
1404

1405 A EVALUATION OF DATAVOIDANT
1406

uo7 Al Evaluation of the Machine Learning Algorithms in Datavoidant.
1408 Our system uses state-of-the-art machine learning models that learn how to categorize social

media data to help **°° end-users identify data voids. We study whether the automated

approaches that we utilize match human intuition,
1410

14115pecifically how humans themselves would categorize the social media data.
1412

1413 A.1.1 Dataset for Studying Machine Learning Models. To support the evaluation of our machine
learning algorithms, 1414 we created a dataset. We use the dataset to help us have a way for
comparing the categorization conducted by our 1415 machine learning algorithms to how humans
would categorize the same data. For this purpose, we asked 10 journalists !¢ to first provide a list

of Facebook groups and pages from underrepresented communities for which they would like to
1417

1418 potentially study and address data voids. The 10 journalists provided a list of 1,150
Facebook groups and pages. Next, 1419 we collected a month’s worth of data from the groups and

pages, collecting a total of 271,717 Facebook posts.
1420

1421A.1.2 Evaluation of the Topic Categorization Machine Algorithms. We believe that our system will
be more intuitive 1422 and better for independent journalists to use, the more the system’s
automation matches human decision-making. We

1423 therefore, compared the topic categorization of our system to the topic categorization done by
humans. For this purpose, *** we first asked the 10 journalists who helped us to create our initial

dataset (See A.1.1) to provide the number of topics
44


https://www.aclweb.org/anthology/2020.emnlp-demos.6

Datavoidant: An Intelligent System for Addressing Political Data Voids CSCW '22, November 12-16, 2022, Taipei, Taiwan

1425

1426 that they wanted to consider for studying data voids (recall this is one of the minimal inputs
that our system needs

1427 for the categorization of content). The journalists agreed on having 11 topics to study the data
voids. They defined 1428 the number of topics based on the number of issues that the Pew
Research Center reported as mattering the most to **° underrepresented communities in the

2020 US presidential election [82]. The journalists considered they wanted to
1430

1431 cover data voids within these 11 key issues. Next, we asked three of the journalists to
categorize a subset of posts in our 1432 dataset independently into the 11 topics. For this purpose,
we used stratified sampling to collect 5% of the Facebook 1433 posts from our dataset ensuring the
posts covered all 11 topics. Next, we asked two of the coders to manually categorize '*** each of the
13,585 posts using one of the 11 topics. We asked the workers to pick the “most relevant” topic for

each post.
1435

1436 The two workers agreed on 81.82% posts (Cohen’s kappa: .80). We then asked the third coder
to label the remaining 1437 posts upon which the first two coders had disagreed. We then used a
“majority rule” approach to determine the topic 1438 for those posts. At the end of this step, we had
all the posts of our dataset categorized into one of the 11 topics. We ***° considered this human

categorized dataset to be our “Gold Standard”. Next, we separated this Gold Standard dataset
1440

1441 into 80% and 20% for the training and validation of our system’s data categorization. We

evaluate our approach on the 1442 validation set. We had the following resyits: 208,869 /
271,717 = 76.87% accuracy (with 11 topics). These results suggest 1443that the machine learning
algorithm of our system can successfully categorize posts into topics that are similar to how **

humans would do the categorization.
1445

a6 A 1.3 Evaluation of the Political Leaning Categorization. Our system has a module that

automatically categorizes
1447

1448 content into its political leaning (primarily “conservative” or "liberal”). We are interested in
studying how accurate this 1449 automated categorization is, especially in comparison to how
humans would categorize the political leaning of the same

1450 content. For this purpose, we used stratified sampling to collect 5% of the Facebook posts
from our dataset, ensuring the
1451 posts covered all 11 topics and also had a balance of Facebook groups and pages from

citizens, political actors, and news
1452

1453 media outlets. We then asked the three journalists who had done the topic categorization to
help us again to conduct 1454 the categorization of the political leaning of the posts. We asked two of
the coders to categorize each of the 13,585 1455 posts into whether they were “liberal” or
“conservative”. We asked them to take into account if the post mentioned a

1456

1457 political actor, the website political leaning score from Robertson et al. [121] dataset, and the

tone (sentiment) of the '*°® posts pick the “most relevant” political leaning for each post. If the post

mentioned neither websites nor political actors
1459
45
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1460 we asked them to classify it as neutral. The two coders agreed on 80% of posts (Cohen’s kappa:
0.70). We then asked the 1461 third coder to label the posts upon which the first two coders had
disagreed. We again used a “majority rule” approach 1462 to determine the political leaning of those
posts. After this step, we had a dataset with “gold-standard” labels of the

183political leanings. Armed with our dataset, we tested how much our algorithm could accurately

classify posts into their
1464

1465 political leanings according to the gold standard dataset. Our algorithm achieved a precision
of 74.42%; recall of 94.12%;

1466 and accuracy of 81.43%. Details are in Table 2. This result suggests that our political leaning
identification module can 1467 successfully categorize liberal and conservative posts. This

helps the system to identify data voids that relate to political ***® leanings.
1469

1470 Real: Real: Precisi Recall | Accura | F1-
1471 liberal conservative | on cy score
1472 Pred: liberal 32 11 74.42 | 94.12 81.43 | 83.12
1473 Pred: 2 25 % % % %
Ta?fi 2. | conservative Results of

classification of political leaning of posts
1474
1475 A.1.4 Evaluation of the Bot Detection Machine Learning Algorithm. We trained our machine
learning algorithms that 1476 detect bots on the comprehensive bot detection benchmark of TwiBot-
20 [49]. The benchmark provides a dataset that '*’” has manually categorized social media accounts

into “bots” and "humans” (i.e., they provide a gold standard). We
1478

1479 evaluate the machine learning algorithm that we use for detecting bots on the test set of [49].
Our algorithm achieved a 1480 precision of 76.09%; a recall of 86.19% and accuracy of 80.47%,
which is comparable to other state-of-the-art bot detection 1481 algorithms. See details on Table 3.
Given these results, we argue that our bot detection module enables our system to '*®? identify and

present the online political narratives that automated accounts could push.
1483

Lasd Gold: Gold: Precisi | Recall | Accura | F1-
1485 bot human on cy Score
e Pred: bot | 487 153 80.47 | 76.09 | 86.19 | 80.83
Table 3. Pred: 78 465 % % % % Results of our
Bot Detection _human Machine

Learning Algorithm.
1488

1489 A2
Smart Categorization Module
1490
1491 Given that the data collected by the pata Collection Module can be massive and difficult for
humans to interpret, 1492 this module focuses on structuring and categorizing the data to facilitate

collective sensemaking. For this purpose, *** Datavoidant uses state-of-the-art machine learning

models to categorize social media content and then synthesize
1494
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1495 results (“step: Schematize” in the sensemaking loop). First, Datavoidant uses basic NLP
techniques to categorize the 1496 Facebook groups and pages into either “content from political
actors,” “content from citizen initiatives,” or “content from 1497 news sites.” In particular, the system
uses public datasets that list different news sites [6], especially datasets of news sites '*°® targeting
underrepresented populations [10], to analyze whether the name of a given Facebook group or
page matches

1499

1500 any of the news sites in the datasets. If it finds a match, the system labels that Facebook
group or page as “content from

1501  news sites.” For example, if a journalist inputs the Facebook page of “The New York Times” [11],
the system will label 1502 that page as being “content from news sites” because it found a
match in the dataset. Similarly, to identify whether a *° Facebook page or group is “content
from political actors,” Datavoidant takes the name and description of the page, and

1504

1505 analyzes whether it directly mentions the term “pojitical” (or related synonyms). Datavoidant

also analyzes whether 1506 the page mentions a political actor or political party in its name. For this

purpose, Datavoidant crawls Wikipedia to 1507 obtain lists of political actors and political parties to

consider[2, 3]. All other Facebook groups and pages are labeled as

1508

1509 “content from citizen initiatives”. Notice that we allow journalists to correct the system'’s
categorization of Facebook

1510 groups and pages and re-categorize the content as they consider more appropriate. The

system also allows journalists
1511

1512 to input the sources of data they want Datavoidant to use for this first categorization (e.g.,
Wikipedia articles about 1513 political actors, lists of newspapers etc). After this step, we have all the
Facebook groups and pages categorized into 1514 three main types: news media, political spaces,
and citizen groups. This type of categorization was important given that **** journalists expressed an
interest in being able to bridge the data gap between these different online spaces. However, it

1516

1517 was also important for journalists to be able to conduct a multi-level analysis where they could

understand what topics

1518 were covered less than others across these different online spaces, what political actors were
pushing certain content,

1519 as well as identify whether automated methods were pushing certain topics (to understand
manipulations around the *?° data voids). For this purpose, Datavoidant integrates state-of-

the-art machine learning models to categorize the content
1521

1522 on multiple levels and facilitate these types of data analysis.

1523 TOPIC LEVEL CATEGORIZATION. In the design of Datavoidant, we considered that journalists
would likely not 1524 have the time or ability to interpret complex abstract topics without
labels, like the ones that the topic modeling **?° algorithm of LDA throws out [22]. We assume

that most journalists will likely not know how to provide labeled data to
1526
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1527 train machine learning algorithms that can discern one topic from another. Therefore, we opted
for automated methods 1s28 that could remove the unnecessary burden and complexity to
journalists, while still allowing them to automatically

1529 categorize their data at scale. Datavoidant simply asks journalists to provide the list of topics
they are interested
1530 in exploring and a list of keywords associated with each topic. The system then uses these

keywords and topics to
1531

1532 automatically create a training and testing set to teach machine learning models how to classify
posts into the different 1533 topics. In specific, for each topic, the system uses its associated
keywords to randomly sample Facebook posts that 1534 mention the keywords. The posts are taken
from the lists of Facebook groups and pages that the end-user provided *** initially. The system
then labels each post with one topic, selecting the topic with the greatest number of keywords in
1536

1537 the post. The system will aim to have the same number of posts for each topic, but allows the

end user to know when 1538 this is is not the case. Through this, the end user can easily modify the
topics and facilitate creating a more balanced

1539 dataset. Datavoidant then trains a pre-trained language model RoBERTa [90] and uses fully
connected layers for topic ***° classification. This model is trained on the collected, labeled dataset

of Facebook posts and their topics with a 8:2 split
1541

1542 for training and validation set.

1543  POLITICAL LEANING CATEGORIZATION. In addition to topic-level data voids, Datavoidant also
helps journalists 1544 to identify political-level data deficiencies, where some topics might be
less discussed by accounts from certain political *** or ideological perspectives. For example,

climate change content might be rarely covered by liberals, while critical race
1546

1547 theory could be less covered by conservatives, creating partisan echo chambers and political-
level data voids. For this 1548 purpose, Datavoidant identifies each post’s political leaning to facilitate
visualization and understanding of political-level 1549 data deficits. To conduct its automatic
categorization of posts with respect to political leanings, Datavoidant resorts to !°*° external
knowledge about the political leanings of websites [121] and political actors [47]. Datavoidant
conducts the

1551

1552following approach to calculate the political leaning score of a given Facebook post:

1553

1554 * If the post comes from a Facebook page that represents a websites that is in the list (i.e.,
a website with a clear 1555 political leaning), the system:

1556 - averages the mentioned websites’ political leaning score

based on [121] and through this obtains the post’s

1557 final “political leaning score” as b".

1558

1559 If the post mentions any website on the list or mentions any political actors then the system:
1560
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1561 - calculates the sentiment score s [40, 147] for the post, with -1 as most negative and +1 as

most positive. *°%2 _ averages the political leaning score of the actors and websites mentioned based

on [47, 121] to obtain the
1563

1564 “political leaning score” ba. The final political leaning score of the post is then obtained by

ba xsS. 1565 * If the post mentions neither websites nor political actors, the system takes 0 for its
political leaning score and 1566 regard the post as neutral. 1567

Notice that Datavoidant categorizes posts first based on the overall nature of the Facebook page

from which the post
1568

1569 is from. We consider that known conservative outlets will tend to always post conservative
content and liberal outlets 1570 will tend to post liberal content. If the system cannot identify the
nature of the Facebook page, it analyzes whether the 7! post is discussing liberal or
conservative actors in a positive or negative form, and uses this to calculate the political 1572

leaning score of the post. In all other cases, the system labels the post as neutral. In this way,

Datavoidant calculates
1573

1574 political leaning scores for social media posts, which helps to illustrate political-level data
deficiencies across topics.

1575  BOT CATEGORIZATION. Automated social media users, also known as bots, widely exist on
online social networks **’® and induce undesirable social effects. In the past decade, malicious
actors have launched bot campaigns to interfere 1577

with elections [39, 52], spread misinformation [48] and propagate extreme ideology [20]. To these
issues, Datavoidant

1578

1579 includes a bot detection component that categorizes accounts into bots and none-bots. The

aim is to help journalists 1580  identify biased information propagated by malicious actors. In

Datavoidant, we focus on the textual content of posts to *®*  identify Facebook bots and malicious

actors. Specifically, we follow the method in the state-of-the-art approach [50] to 1582

encode post content with pre-trained language models [90] and train a multi-layer perceptron for
bot detection. We
1583
1584train our model with the comprehensive benchmark TwiBot-20 [49].
1585
1586 B PARTICIPANTS INTERVIEW STUDY
1587
For the purpose of protecting the anonymity of our interviewees, we have anonymized the data
from the journalists
1588
1589 we recruited for our interview study. We followed guidelines used in prior work for disclosing
information about 1590 journalists who take part in interview studies [66, 95].
1591
1592
1593
1594
1595
1596
1597
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1598
1599
1600
1601
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1603
1604
1605
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1614
1615
1616
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1618
1619
1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
participants in
interview study
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648

Trovato and Tobin, et al.

Overview of

our

Independe
nt Organization Type Language
Journalist
J1 Niche Newspaper Monolingu
al
J2 Niche Newspaper Bilingual
J3 Niche Newspaper Monolingu
al
14 Niche Newspaper Monolingu
al
J5 Niche Newspaper Monolingu
al
]6 Niche Newspaper Monolingu
al
)7 U.S. Local Radio Bilingual
]8 Niche Newspaper Monolingu
al
]9 Niche Newspaper Monolingu
al
J10 Non-Profit Newsroom & Civic Engagement Monolingu
Organization al
J11 Niche Newspaper Monolingu
al
J12 Digital First Outlet Monolingu
Table 4. al
J13 Digital First Outlet Monolingu
al
]14 Non-Profit Newsroom & Civic Engagement Bilingual
Organization
J15 Digital First Outlet Monolingu
al
J16 Digital First Outlet Monolingu
al
J17 Digital First Outlet Bilingual
J18 Digital First Outlet Monolingu
al
J19 Digital First Outlet 50 Monolingu
al
J20 Digital First Outlet Monolingu
al
J21 Digital First Outlet Monolingu
al
]22 Digital First Outlet Monolingu

al
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