2204.00524v2 [math.PR] 6 Jul 2022

arxiv

THE CHARACTERISTIC POLYNOMIAL OF SUMS OF RANDOM PERMUTATIONS
AND REGULAR DIGRAPHS

SIMON COSTE, GAULTIER LAMBERT, AND YIZHE ZHU

ABsTRACT. Let A, be the sum of d permutations matrices of size n X n, each drawn uniformly at random and indepen-
dently. We prove that the normalized characteristic polynomial % det(I, —zAn/ \/&) converges when n — oo towards
arandom analytic function on the unit disk. As an application, we obtain an elementary proof of the spectral gap of random
regular digraphs. Our results are valid both in the regime where d is fixed and for d slowly growing with n.

1. INTRODUCTION

Spectral properties of non-Hermitian random matrices can have different behaviors depending on their degree of
sparsity. These properties are now well understood for dense matrices with iid entries; a well-known example is the
Circular Law [10], for which the optimal sparsity threshold is known [53, 7, 50]. However, when the matrices in question
are very sparse, with a fixed number of non-zero entries on each row, including dependencies, the problem becomes
different and more challenging. One of our goals in this paper is to understand these differences.

Sums-of-permutations. There are numerous ways to enforce sparsity in random matrices, and different ensembles are
expected to behave differently. In this paper, we focus on permutation matrices, that is, matrices with exactly one non-
zero entry on each row and each column; adding d independent permutation matrices chosen uniformly at random,
we obtain a random matrix A with integer entries, whose row/column-sums are all exactly equal to d. Thus, A can
be viewed as a typical matrix with fixed row sums and column sums. This model displays two important properties:

(i) The structure of A is very constrained (fixed row/column sums), hence the entries of A are not independent.
(i) The rows and columns of A can be swapped while keeping the distribution of A invariant (invariance by permu-
tations).

Random regular directed graphs. Sums of random permutations are of particular interest to random graph theory since
they are a popular proxy for the (adjacency) matrix of random regular digraphs. A digraph is regular when each node
has the same number of in-neighbors and out-neighbors; consequently, the matrix A defined above is the matrix of
a d-regular digraph, possibly with multiple edges. It turns out that for fixed d, conditioning on A having no entry
greater than 1, the graph represented by A is nearly uniform among all the d-regular directed graphs (the two models
are contiguous [34], and both are contiguous with the configuration model). Our analysis thus provides results on the
eigenvalues of random regular digraphs, notably a new proof for the directed version of Friedman’s second eigenvalue
theorem [25, 9] which relates to important graph-theoretical notions such as graph expansion and random walks on
digraphs [47, 20].

Spectral properties. In general, studying the eigendecomposition of non-Hermitian matrices can be challenging. For an
n X n permutation matrix (d = 1), the eigenvalues of A belong to the n-th roots of unity, and their multiplicity is given
by the cycle decomposition theorem; if ¢, denotes the number of cycles of length k (thus ¢; + 2c2 + -+ +ne, = n
), then the multiplicity of a root of unity w will be the sum of the ¢;, for which w* = 1. This basic structure allows
to study even non-uniform permutation matrices [32, 8]. However, already for d = 2, this straightforward analysis
breaks down because generically, the permutation matrices that we sum do not commute. In particular, a famous
conjecture states that for fixed d as n — o0, the empirical spectral measure of A converges to the oriented Kesten-
McKay distribution [10]. In contrast, in the regime where d — 00 as n — 00, one expects to recover the circular law
and there are already several results in this direction [5, 14, 40].
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Our contributions. In this paper, we study asymptotics of the characteristic polynomial outside of the spectral sup-
port. The results we obtain are analogous to [11, 44]; we identify the distributional functional limit of the characteristic
polynomial of A, away from the spectrum. This problem has also been considered in the Hermitian case for Gaussian
B-ensembles [37]. In particular, the relationships between our results and the theory of multiplicative chaos are dis-
cussed in Section 2.2. Surprisingly, we obtain the same limiting functions as in [19], which considers non-Hermitian
matrices with independent Bernoulli(d/n) entries — a proxy for sparse Erd3s-Rényi digraphs. This result is rather
unexpected since in the Hermitian case, the spectral properties of random regular graphs and sparse Erdgs-Rényi
graphs are radically different for fixed d. In Appendix B, we also report on several observations regarding the sum of
Ewens-distributed random permutations, which can be of independent interest.

As corollaries of our convergence results for characteristic polynomials (Theorems 2.4 and 2.6 stated in Section 2),
we obtain two spectral gap theorems covering different regimes.

Theorem 1.1 (spectral gap for d-regular digraphs, d fixed). Let A,, be one of the following random matrix models:

(i) the sum of d independent uniform permutation matrices of size n. X n;
(ii) the sum of d independent n X n uniform permutation matrices conditioned on their graph being simple;
(iii) the adjacency matrix of a uniform random directed d-regular graph on n vertices.

Then, forany e > 0O0and d > 1,
lim P(|Az| > Vid+¢e)=0.

where \; are the complex eigenvalues of A, ordered by decreasing modulus: d = X1 > |Xo| = -+ = |\

Theorem 1.1 gives an alternate proof of the spectral gap result obtained in [20]; it notably implies that there are no
outliers outside the support of the oriented Kesten-McKay law, except the trivial eigenvalue A\; = d. It is not known
for the moment how to prove the matching lower-bound on |\s|; regarding this problem (directed analogs of the
Alon-Boppana inequality), we refer to the discussion in [19, Section 4].

When d(n) — oo, there is no contiguity result in the literature between the uniform regular digraphs and sums of
random permutations (it was conjectured in [17] these two models are contiguous when d(n) = O(logn)); therefore,
our next Theorem only applies to the sums-of-permutations model.

Theorem 1.2 (spectral gap for sums of permutations, d(n) — oo). Let A,, be the sum of d(n) independent n X n
uniform random permutation matrices. Assume that d(n) — oo in such a way that d(n) = n°") as n — oo. Then, for
any e > 0,

(11) P(|A2| > v/d(n)(1+¢€)) — 0

where \; are the complex eigenvalues of A, ordered by decreasing modulus: d = Ay > |Aa| = -+ = |\p].

Combining the circular law proved in [s] for the random matrix A, /+/d(n), the bound (1.1) is sharp (at least in
the regime d(n) > log'?(n)/(loglogn)* and d(n) = n°1). With high probability, there is no outlier eigenvalues
besides the trivial one \; = 1/d(n). In Theorem 1.2, the condition d(n) = n°") is technical (due to our proof of
Theorem 3.1 (2)) and it could be dispensed with some extra work.

Related work. The spectral properties of random permutations under Ewens distribution were investigated in sev-
eral works, including the characteristic polynomial and linear statistics [32, 21, 8, 3, 2, 4]. For a uniform random per-
mutation matrix, the maximum of the characteristic polynomial on the unit circle has been studied in [16]. It is also
of interest to study this question for sums-of-permutations for general d and we intend to consider this problem in
subsequent work.

Spectral gap of random d-regular digraphs with fixed d was studied in [20] using the high trace method, which
is limited to fixed d. For uniform random regular digraphs, it was shown in [54] that || < C+/d(n) for d(n) =
O(nz/ 3), and for n® < d(n) < n/2in [52]. By the size-biased coupling method introduced in [15], one can prove
a similar result to [15, Theorem 2.6] that |\2| = O(1/d(n)) for the sum of permutations for any 2 < d(n) < n/2.
However, all of these results rely on the e-net and the Kahn-Szemrédi argument [26], which yields an absolute constant
far from optimal. Our approach gives a unified treatment for fixed and growing d in the random permutation model
with a sharp constant, while being elementary on a technical level.
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Lower bounds on the least singular value of random d-regular digraphs for fixed d is a problem of considerable
interests since it is a crucial step towards proving the conjectured oriented Kesten-McKay law. The singularity prob-
ability was estimated in [31, 41] for fixed d, and in [18, 38] for growing d(n). Quantitative estimates on the least singular
values for growing d(n) were obtained in [5, 14, 39, 33].

In the Hermitian case, the sum of random permutations and their transpose Zle(Pi + P.T) can be seen as a
model for random 2d-regular multi-graphs, and their spectral properties have been investigated, including spectral
gaps [25, 15] and linear eigenvalue statistics [22, 35, 29]. There is also a direct connection between random d-regular
digraphs and random bipartite d-regular graphs. In particular, the eigenvalue fluctuation results of random bipartite
regular graphs shown in [23] can be translated to singular value fluctuations of random regular digraphs. However, it
is a very challenging problem to study the eigenvalue fluctuations of random regular digraphs.

Acknowledgements. G.L.and Y.Z. acknowledge support from NSF DMS-1928930 during their participation in the
program “Universality and Integrability in Random Matrix Theory and Interacting Particle Systems” hosted by the
Mathematical Sciences Research Institute in Berkeley, California during the Fall semester of 2021. G.L. is supported
by the SNSF Ambizione grant S-71114-05-01. Y.Z. is partially supported by NSF-Simons Research Collaborations on
the Mathematical and Scientific Foundations of Deep Learning. S.C. is supported by ENS-PSL.

2. MAIN REsSULTS

2.1. Sums of random permutations. For any n € N, let d = d(n) € Nand PM ... P be a collection of
iid.random uniform n X n permutation matrices. We consider the random matrix

An = P(l) 4+ 4+ P(d)

In the sequel, we will often drop the n subscript and simply write d, A, etc. We define the (rescaled) characteristic
polynomial of A,

1 A
(2.1) Yn(2) := — det <I - z) ze€C).
Note that A has a trivial eigenvalue d associated with the vector 17, so that with our convention, X,,(1/v/d) = 0
almost surely. If fact, we will see that for any n € N,

Efu(z)] =2 - 1/Vd  (z€0).

The main results of this paper identify the weak n — oo limit of the sequence (X,,) in the unit disk either when the
degree d(n) = d is fixed, or when d(n) — oo slowly with n. Up to a rescaling, the limit is the same as the function
defined in [19]; but we adopt different conventions allowing for a unified treatment of the cases d = O(1) and d — oc.
We denote D, = {z € C : |z| < r} the disk of radius 7 > 0 in the complex plane.

We define the topology for the convergence of the random analytic functions, and tightness for a sequence of
random analytic functions.

Definition 2.1 (convergence of random analytic functions). Let H(D1) be the set of analytic functions on D1, equipped
with the topology of uniform convergence on compact subsets on D;. There is an induced metric p on H(D7) such
that p(fy, f) — 0 if and only if f,, converges to f locally uniformly on Dy, see [51] for more details. A sequence
of random analytic functions on H(D1) converges in law to some random analytic function f € H(D;) if for every
bounded real-valued continuous (with respect to p) function g on H(D1), E[g(f,)] — E[g(f)]-

Definition 2.2 (tightness). A sequence of random analytic functions { f,, } in H(D;) is tight if for every € > 0, there
exists a compact subset K of H(D1) such that P(f,, € K) > 1 — ¢ for sufficiently large n.

Definition 2.3. Fix d € N and let { Ay} be a family of independent random variables, with

dé
Ay ~ Poisson <€> .

We also denote Ay = Ay — E[A] their centered versions. For any integer d, we define the following formal series:
k

k o .
(2.2) Yd(z) = Z 7]6214/2 ZEA(, Xd(z) = Z #Ak

keN 0k keN



Proposition 2.7 implies that these functions are well-defined and analytic functions in the unit disk D;. Let us now
state our main result for d fixed.

Theorem 2.4. Consider a fixed integer d and let d(n) = d for every n; let Yy be as in (2.2). Then,

~ law \/’ eiyd(z)
Xn(2) —— (2 =1/ d)m

for the topology of uniform convergence on compact subsets of D1.

In contrast, if the degree d diverges, then we recover a Gaussian analytic function in the limit, as for dense matrices
non-Hermitian (real-valued) Wigner matrices [11] — note that this function is real-analytic, the coefficients being real
Gaussian variables, not complex ones. The proof of Theorem 2.4 and the subsequent results is outlined in Section 3.

Definition 2.5. Let {N;}scn be ii.d. standard real Gaussian random variables and define the random real-analytic
function

(2.3) Xoo(2) =) Ne (z € Dy).

Theorem 2.6. Consider a sequence d(n) € N such that d(n) — oo and d(n) = n°1) asn — oo. Let Xo be as in (2.3).
Then, it holds for the topology of locally uniform convergence on Dy,

Xn(z) AW VT — 225K,
n—oo
The technical condition d(n) = n°") means that log d(n) = o(logn) as n — co.

2.2. Log-correlated structure of the limiting random fields. We gather here a few properties of the functions
Xg4,Yy. In particular, we show that the boundary-values (on the unit circle 0D1) of the functions Y; and X, are
log-correlated fields and discuss some expected consequences.

Proposition 2.7. Yy and X4 are random (centered) real-analytic functions on D1. Moreover,
e For z € Dyand d > 1, we have

(2.4) E [e_Yd(Z)] = < 11 fe(z/\/a)d;> _1,

leN

where fy(z) == (1 — zg)ezz. The infinite product converges uniformly on compact sets of Dj.
o Ford > 2, Y, = X4+ Y4 where E [HTdH%m(DI)} < C/d"* for a numerical constant C. Moreover, X4 has
covariance kernel
E[X4(2) Xg(w)] = log(1 — zw)~?
and Yy has covariance kernel
E[Yy(2)Yg(w)] = log(1 — zw) ™! 4+ O4(1), z,w € Dy,
where the error term is a bi-analytic function which converges to 0 uniformly in D1 x D1 as d — oc.

One can check that for d € Ry U {oc}, the random series Y also converges in the Sobolev space of (Schwartz)
distributions H™¢(0D;) of any € > 0. In particular, for d € N, (Y4(2) : z € OD1) defines a non-Gaussian log-
correlated field. From this perspective, it is natural to ask for the asymptotics of the modulus of the limits in Theorems
2.4-2.6. Since |e*| = e%Z, it is thus natural to study, for instance’, the behaviour of max|,—, RYy(z) asr — 1.

If d = 1, the leading order of the maximums of Y and log | X, | have been studied in [16]; specifically, it was shown
that max,egp, log|Xn| ~ xologn as n — oo where zp =~ 0.652. The significance of this result is that the usual
prediction for the value of z( coming from the theory of log-correlated fields [27] does not apply to this problem
and this is due to the tails of the field log |X,,| which are not Gaussian. A similar and more accessible question is

l(Yd(z) 1z € D1) is the harmonic extension of the log-correlated field inside the disk and this is a natural way to regularize this random
generalized function. An alternative approach consists in truncating the Fourier series (2.2), considering the asymptotics of the maximum of

%( Dohen chszﬂ > ok E/T(g) as N — oo. Theorem 2.4 shows that yet another regularization is given by the log characteristic polynomial
log | X (2)| (after the appropriate centering). These procedures are expected to be all equivalent.
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the maximum of the characteristic polynomial of the CUE (circular unitary ensemble or Haar-distributed random
matrices over the group U(n)). This problem has been thoroughly considered and precise results about the asymptotics
of the maximum are available [28, 1, 46, 13, 36]. We intend to consider the asymptotics for maximum of Y;; and the leading
order of that of log |Xy,| for general d in subsequent work. Another perspective is that |\, (z)|"dz appropriately
renormalized should converge to a multiplicative chaos* measure as n — oo for v > 0 sufficiently small (in the
subcritical phase). In contrast to the CUE characteristic polynomial [45], it is not clear whether the critical value is the
standard v = /2 for this model or if it depends on the degree d.

One can also investigate the regularity of the random (Schwartz) distributions (e\/gyd(z) RS 8D1) depending on
6 > 0. This question has just been considered in the CUE case? in [44] (for the so-called holomorphic multiplicative chaos)
which exhibits a phase transition related to the asymptotics for the maximum of the CUE field. In summary, these are
fascinating research questions which motivates the study of characteristic polynomials of permutation matrices and
the corresponding limiting random fields.

Finally, we relate the Gaussian analytic function in (2.3) with the Y; and X; defined before. It is well known that
X is an analytic function over D with covariance kernel

E[X oo (2) Xoo(w)] = log(1 — zw) 7}, z,w € Dj.
Thanks to the second point in Proposition 2.7, we have the following convergence result.

Proposition 2.8. With the notation of Proposition 2.7, it holds for the topology of locally uniform convergence on D1,

(Xd7 Td) 13‘—W> (Xoov 0)

d—00

In particular,
law

— X o

d—o0

Ya

The proofs of Propositions 2.7 and 2.8 will be given in Section 7. We also refer to [19, Section 2.3] for the computation
of the generating function of the exponential moments of Y.

2.3. On fluctuations outside the support of the oriented Kesten-McKay density. The empirical spectral density
of sums of d random permutation matrices or random d-regular digraphs is conjectured to converge towards the
oriented Kesten-McKay law, whose density with respect to the Lebesgue measure on C is

d*(d—1) lp<va
“l) = @

The reader will find many insights regarding this problem in [14, 42]. The measure g is the Brown measure for the free
sum of d Haar unitary operators, and the oriented Kesten-McKay law was established in [6] for sums of d independent
Haar unitary or orthogonal matrices. Our main result gives some information on the fluctuations around this law, in
the spirit of [49, ?]. The log-potential fluctuations around the oriented Kesten-McKay distribution are defined as the
function

U, (2) = log|det(zI,, — A,)| — nUa(2),
where Uy is the Log-potential of g4, that is Uy(z) = [log|z — z|oq(z)dz. Indeed, it can be checked by a direct
computation that

(25) Ua(z) = {log 4| for |2] > Vd,

—(d —1)log \/d? — |22 4 oy for |2] < Vd
where g = (d — 1) log V1 —d~1 + (d — 1/2) log(d).

As a consequence, for every |z| > +/d, the fluctuations are given by W,,(2) = log|det(I — 271 A,)] since the
nlog |z| terms cancel in W;,. Our main result, Theorem 2.4, identifies the limit of the fluctuations ¥,, outside the disk
D /- In figure 1 depicting Wy, this corresponds to the smooth part of the picture. The rough part corresponds to

2According to Theorem 2.6, the limiting random measures should be Gaussian multiplicative chaos (GMC) only in the regime as d(n) — oo.
For fixed d, we still expect that the limiting random measures have similar multi-fractal properties [24].
3The results of [13, 36, 44] are valid for general circular 3-ensembles.
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the fluctuations inside the bulk of the oriented Kesten-McKay density; it is not clear what is going to be the correct
definition of this generalized function.

FIGURE 1. Picture of the values of log | det(z — A,,)| — nUy(2) for 2 in [—5, 5]?, from two different
angles; here, A,, is a sum of 3 uniform permutation matrices, n = 2000 and Uy is the Log-potential
(2.5). The logarithmic singularity of ¥,,(2) at z = d is visible in the smooth (harmonic) part of the
picture.

3. OUTLINE OF THE PAPER

3.1. Proof strategy. The proofs of Theorems 2.4 and 2.6 are given in Section 8. They are based on the following three
steps strategy;

(i) If (d(n))nen is a sequence of degree such that d(n) = o(y/n), then the family of random analytic function
{Xn(2) : z € D1 }pen is tight for the topology of locally uniform convergence on Dj; cf. Section 4.1 at page 7.
(ii) By expanding (2.1), for the principal branch of log, it holds for k£ € N that

Yn(2 — 1)k tr(AR) — gk
(3.1 [2*]log (%) = ( ]z ( dk)/z ’

where [2¥] f(2) means the k-th coefficient of the analytic function f(z). Note that it is natural to consider log

of z — % to account for the trivial root of X, at 1/ Vid e D, if d > 2. We establish that

dk/2 n—00

\Lk

in the sense of finite dimensional distributions for a sequence of independent random variables (L) xen. This
is the content of Theorem 3.1 thereafter, which is proved in Section 6 at page 11.

(iii) Suppose that D, |Ly |r* converges for any r < 1 almost surely. From (i) tightness and (ii) we conclude that
the random analytic function

(540) = (54

keN

in the topology of locally uniform convergence on Dy; cf. Section 8.
Step (ii) consists in a standard application of the trace method, without resorting to high traces. The main result is
the following one.

Theorem 3.1. (1) Suppose that d € N is fixed and {A;}oen be as in Definition 2.3. Then for every k € N,

(3.2) (tr(A), . ,tr(Ak)) aw (Al, ce Z KAg).

n—oo
ok
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(2) Consider a sequence d(n) € N such that d(n) — oo and d(n) = n°") as n — oo. Then for every k € N,

tr(A) —d tr(AF) — dF aw
(33) < (\/)g sy (\/117 ) nl—)oo <N17\/§N2+17'~-7\/%Nk+1{kiseven}>'

The proof of Theorem 3.1 relies on the relationship between the random variables tr(A*) and k-cycles on the
(adjacency) digraph associated to the matrix A - note that A is generically non-Hermitan, and d is the degree of the
regular digraph. The argument proceeds by the moment method, estimating the probabilities to observe some given
collection of cycles for large n.

Remark 3.2. Theorem 3.1 yields the fluctuations of linear statistics » ;- ;[ f(Ai) —Ef(\;)] for any (analytic) polynomial
f, where A1, ..., \, are eigenvalues of A/v/d. To study the fluctuations of linear statistics for general smooth test
function with the moment method, one needs to extend the results to polynomials in z and Z. This approach was
developed in [49] for the Ginibre ensemble.

3.2. Notational preliminaries. We never indicate that d and the random variables defined in terms of A depend on
n=size(A). We always consider limits as 7 — oo.

Sets. For any k € N, denote [k] = {1,...,k}. If I C Nis a finite set, we denote by S, the group of permutations
of elements in I. For o € St, we let €(o) be the sign of this permutation. If I is a finite set, we denote by |I| its cardinal
(number of elements). Tuples are denoted by boldface letters. If I C N is a set, then

F = {i=(i1,...,i) s 91,...,0p €1}
for kK € N. For k € N, we denote
&x=1{ien)*:i1,..., i, are distinct}.
Matrices. In the sequel A = (A; ;); je[y] is a random matrix and we denote for any multi-index i € [n]*,

A=Ay Aig_yin Aigin -

tr(A¥) = Z A

ie[n]k

With this notation,

For any subset I C [n], we denote A(I) = (A; ;); je1 the corresponding submatrix.

Directed graphs. The matrix A is an n X n matrix with integer entries. It represents the adjacency matrix of a
(weighted) digraph, on the vertex set V' = [n]. The edge setis E = {(i,) € [n] x [n] : A; ; > 1} and the weights
correspond to the entries of A. We insist on the fact that G4 = (V, E) is directed and possibly has simple loops. We
can interpret i € [n]* as cyclic paths on the graph of A and Aj as the weight of this path. In addition, the paths i € &,
correspond to simple loops.

Random permutation. We define a random permutation matrix P = (1ﬂ(i):j)i’j€[n], where 7 is a uniform random
element of Sj,,). We will use that under this law, for any k € [n], any i,j € &k,

) . ) . n—k)!
Plr(in) = 1, (i) = ] = PlPigy = = Py, =1 = P2
We will also make several use of the following bounds; for any d € N, if k € N? with k1 + - -+ + kg = k < n, then
d
(n—ks)! _ (n—k)!
(3.4) 5H S
=1

4. TOOLS FOR PROVING THE TIGHTNESS OF { Xy, }

41. Asimple tightness criterion. A family of analytic function { f,, } onadomain D C Cis pre-compact (or normal)
for the topology of locally uniform convergence if for any compact K C D,

sup || fnllLee (k) < 00
n

In particular, from Definition 2.2, { f, } is tight (in this topology) if for any compact K C D,
{ anHLOO(K)} is tight.
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In particular, it suffices to check that for o > 0
(4.1) sup E|| fn |7 e (1) < 0.
n

We will use this criterion to show that the characteristic polynomial of a random n X n matrix A,
{Xn = det(I + A)}

forms a tight sequence in a disk D, = {|z| < r}. Note that the random matrices A need not be defined on the same
probability spaces for different n € N. Recall that for z € C,

XTL(Z) — ZZkAggn)v
k<n
where Ay, are called secular coefficients and are given by Ag = 1,
(4.2) A;n) = Z det(A(I)), k € [n].
IC[n],[T]=k
Forany § < 1,7 > 0 and € > 0, by Jensen’s inequality, it holds
1+e
1
Ellxnli i,y SE( Do rfoHal]) < —— > g AR
" k<n (1 9) k<n

With the normalization (2.1), by scaling and choosing € = 1, it holds for 7 > Oand 6 < 1,

> 12 1 r2k (n)2
(4.3) ElXnllEoem,) < 775 > e ElAL
k<n

For the model A = Z;l:l P where P9 are d € N independent random permutation matrices, we will prove

the following bound in the sequel. For any n > 2, itholdsforall0 < r < land1 < d < M,
k 2
r (n) 2 atr
(4.4) Z dk+1E|Ak " < |, Py
k<n ( r n )

(4.1), (4.3), and (4.4) immediately imply the following result.

Proposition 4.1. For any sequence d(n) € Nwith d = o(+/n), the sequence of random analytic function (Xn )nen admits
a subsequence which converges weakly locally uniformly on compact subset of D.

4.2. Exchangeability. By (4.2), it holds for any k € [n]
EA; = ) Edet(A(I))det(A()).
.| J|=F

where the sum is over all subsets I, J C [n]. Lemma 4.3 below allows to reduce this sum to subsets (I, J) which share
at least kK — 1 elements;

45) EA} =Y Edet(A(I))* + > E det(A(T)) det(A(J)).
=k 1| =[J|=k,|INJ|=k—1
The Lemmas of this section apply to any exchangeable random matrix model, that is, if the following invariance

property holds; for any given permutation € S;,),

law law
(4.6) (Ai,ﬂ(j))i,je[n] = (Aﬂ(i)1j)i,je[n] = (Ai»j)i,je[n]'
Lemma 4.2. Forany k € [n],

EA™ = 1, EtrA.

In particular, for the random matrix A = Zgzl P9, we have EAgn) =d.
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Proof. By (4.2), it holds for any k € [n]

EAg = Y Edet(A(I)).
1=k

If the random matrix A satisfies (4.6), observe that by permuting two columns of A, E det(A(I)) = —Edet(A(I)),
hence Edet(A(I)) = 0 for any I C [n] provided that |I| > 2. This shows that EA;, = 0 for all k > 2 and

EA; = Y EA;; = EtrA. O
i€[n]

Lemma 4.3. Assume |I| = |J| = k. If INJ| < k — 2, then Edet(A(I)) det(A(J)) = 0.

Proof. For ease of notation, we consider the case when |[I N J| = k — 2. Other cases follow in the same way. Let us
denote {z,y} =1\ J. Given o € Si, 7 € Sj, using the invariance in law (4.6) applied to ™ = (zy), we have

E H AioiyAjri| =E H Ai ')A ()
ierjed ieljed

where 0/ = o o 7. Note that we used that 7 o 7 = 7 since x, y ¢ J. Since the map 0 — ¢’ = ¢ o 7 is a bijection on
Sy with the property that €(0’) = —e(), by summing over all o € Sy, this implies that for any fixed 7 € S,

Y e@enE | [ 4iowAjrg| =0

o€S] i€l jed
Summing over 7 € S gives the desired result. i

From Lemma 4.3, identity (4.5) holds.

5. ANALYSIS FOR THE SIMPLE CASE OF A SINGLE PERMUTATION

When d = 1, the matrix A is indeed the permutation matrix of a uniform permutation of [n] and the analysis is
easier to perform. We include this special case because it gives all the ideas for the general proof.

5.1. Tightness of the determinants. When d = 1, this reduces to the study of random permutation matrix. In this
case we can calculate the second moment of secular coefficients exactly.

Lemma5.1. Foralll <k <n—1,
5. E|AkP? =2,
and

E|A,? = 1.

Proof. Let m € S, be a uniform random permutation and A be the permutation matrix of 7. By Lemma 4.3, we only
need to evaluate

>~ Edet(A(I)?) + > E det AI)A(J).
1=k |1|=|J|=k,|INI|=k—1

The summation in the second term is non-empty if and only if £ < n. For the first term,

Edet(A(I)?) = Z e(o)e(T)EHAi,g(i)Ai,T(i)

o,reS(I) icl
= elo)e(r)P (x(i) = o(i) = 7(i), Vi € 1)

=S P (i) = o(i),Vie ) =P(r: 1 1) = W - ("i)

9



where 7 : I — I is the event that 7 restricted on I is a permutation on I. Hence
Y Edet(A(1)?) =
1=k

By taking k = n, it gives E[|A,|?] =
For the second term, with the assumption I =)=k |INJ=k—-1,

Edet ADAWJ) = > e@)emE]] Aoy [[45-0)

ceS(1),7eS(J) i€l jeJ
= ) d0)el(n)P(x(i) = o(i),i € Ln(j) =7(j),j €J)
ceS(I),res())

Without loss of generality, we assume I = {1,...,k},J = {2,...,k + 1}. To have a non-zero probability, we must
have o (i) = 7(i) for alli € I N J. This forces o, T to be two permutationsonINJ,ando(1) = 1,7(k+1) = k + 1.
Let

Q={(o,7) e SO xSIJ):0(l)=1,7(k+1)=k+1,0(k)=7(k),Yk € INJ}.
For any (0, 7) € £, both permutations have the same cycle types, hence €(0) = €(7). Therefore
Edet ADA(J) = > P(n(i) =o(i),i € Lx(j) =7(j),j € J)
(o,7)EQ
=P(r(1))=1,mk+1)=k+1,7:{2,...,k} = {2,...,k})
(k=1 (n—k—1)!
n! '

Since #{L,J C [n] : [TI| = |J| =k, [INJ| =k — 1} = (})k(n — k), we conclude that

3 Edet A(I)A(J) = (Z) M=kt _

n!
\I|=|J|=k,|InJ|=k—1

g

5.2. Probability estimates for one random uniform permutation. Recallthatincased = 1,4 = P = (1()—;)i je[n|
where 7 is a uniform random element of S|,,. We start by giving an estimate on the probability of generic events. Recall
that for s € N, we denote

Es={ie€[n]®:i1,...,1isare distinct}.
Proposition 5.2. Let r,s € Ny with r + s < n and fix i,j € &g such that (i1,71),- -, (ir, jr) are distinct, and
k,q € [n]". Assume
(52) {(k1q0), - (Bryge) 0 {01, 50), 5 (s, 3s) } = 0.
Then there exists 0 < ¢ <
(5-3) P(Pjj,=...=Pijy=1Pyg=...=Ppq =0 =(1- E)M.

n!
Otherwise, if i ¢ €, or j ¢ Es, or the condition (5.2) fails, then the probability on the LHS of (5.3) equals 0.

Proof. Under the hypothesis (5.2), we have the upper-bound

) . . . n—s)!
P(Pihjl :"‘:‘Pis,js :17Pk1,q1 :...:thqT :0) S]P)(ﬂ'(ll) :]1,...,71'(15) :]s) = ( )

n!

valid for any i, j € €. For the lower-bound, we may assume that k1, ..., k, ¢ iand q1,...,q ¢ j. Otherwise, there
are less constraints and the probability of the event in question is larger. In this case, using the invariance (4.6) of the
uniform measure on .S[,,], we can write

-P7;1'1:...:_PZ~S~S:1 _ !
(s == Beon 21) g oty 41ty



where Q is the uniform measure on S, . In particular, we have the simple lower-bound

Q(r(1)#1,...,7(r) #r) > 1-rQ(x(1) =1) =1 —

This proves the claim. g

r

n—s

6. THE GENERAL CASE: TIGHTNESS AND TRACE ASYMPTOTICS

6.1. Proving the tightness of the sequence (,,) with the second moment argument. In the case of a sum of
d > 1 permutations, proving the tightness of () using the criteria given in Subsection 4.1 is more involved and

necessitates a detailed technical analysis of the determinant expansion of I — zA. We recall that A = ijl P,

where P9 ¢ ¢ [d] are n X n independent random permutation matrices. The subsequent computations crucially
rely on the exchangeability of A as in (4.6).

Lemma 6.1. Foranyn > 2, it holds forall 0 < r < land1 < d < M,

T

T’k
> S Edet(A1)) < 1_2512

k>1 " |1)=k "=

Proof. First observe that
Y Edet(AD*) =Y Y elo)eME]]Aion [ 4ir0)-
|T|=k [TI|=k o,7€S(T) i€l jel

Then, by symmetry of the permutation model,

> Edet(A(D)?) = (Z) > elo)e(r) [] BAionAira

1=k o,7ESE 1€[k]

= (Z) Z e(a’lr)E H AiiAi o173

o,7ES), ic[k]

— (Z) k! Z e(T)E H AiiAi ()

TES) i€[k]

n! qz

qlyeees qu[d] l1,..., ekG[d] TESK

(6.1)

where we used (4.6) to obtain (6.1). Observe that for any fixed ¢, ¢ € [d]k and alls € [k:], if g; = ¢; then

P(qz)Pl(l;()l) —P QZ)l{T( ) =i},

and using independence,

EHP% Pl = HE[ IT 7 11 Pz‘r(i)]

’rE[d] i:qi:r i:fi:T
= [ 1{r()=isvie{g="1t= T}}E[ II 2 I Pi‘r(i)]
re[d] g, =" €K,
where K, =K, ({,q) ={i: li=r, g #r}.Let K=K, q) ={i: ¢ # li} = Ule K, (disjoint) and for r € [d],
:E[ H Py H Pz-”]l{T ¢lizq=rhVieK.}.
1:q;=r ieK,
This implies that

6.2) S enE]] Plgqﬂpjfg) =3 e(n) [T o).



By (4.6), observe that for any permutation o € Sk which fixes the subsets {K; },¢c(q,
IT o-(er) = I] ©-(n).
re(d] re(d]
Let
or = #K, =#{i : li =1,q; # l;}.
If §, > 2 for some r € [d], by a transposition, one has

> e(n) [] ©r(r) =0.

TESK re(d]

In particular, this shows that for any fixed ¢, ¢ € [d],

> e [T e

TESK re(d]

<Al]] 1{5re{0,1}}(”#{i‘f§,zr}6’”)!, A=Y5 =#K.

rée(d] reld]

Observe that for any integers k1 > 1,ko > 0, d1,02 € {0, 1},

(6.3)

(TL — k‘l — (51)' < (n_k721!_52)! n511+52 ; 61 + 52 < 17

(n = k1 = ko)t~ (n—kZ!—&)! n512+52’ 01 =02 = L.

Let k.(q) = #{i : ¢ = r}. We have ky + - - - + k, = k. By symmetry, we can assume k; > 1, and by induction, we
obtain

H(n—kr—ér)!< 2 (n—kl—kg)!l—[(n—kr—dT)!

n! = plitoe n!

n!
reld] r>3
(n—Fk)! 2
= n!  nd
where A =3~ 1 6. We conclude that
2Al(n — k)!
Z e(T) H 0,(7)| < r(unA) H 1{6, € {0,1}}, A= Z 5, = #K.
TESK reld] ’ reld] reld)

Going back to (6.1), using formula (6.2), this argument shows that

Y Edet(AD*) <2 > > % IT 1{s- e {0.1}}.

[T|=k a1y qe€ld] 41, L, €[d] r€ld]

For ¢ € [d]", let us denote k, = k,.(£) = #{i : £; = r} for r € [d]. Observe that given k1, ..., k;, there are
( . k kd) many choices of £ € [d]¥, and for § € {0, 1}¢, there are at most d* Hle k2 configurations g € [d]* which
contributes to the previous sum. Hence,
)

Seaam<: S (0 ) 2 T

|I|:k kl,...,kdzo 51,...,5d€{0,1} ’I"G[d]

ey (0 I (R

k1,....,kqg>0 Te[d]

k.d?
n

(6.4) =2d" (1 + 28,)"a"| _,.
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The last identity follows from the fact that the second display equals (up to a factor 2)

3y (k k kd> [T 1 +edn)at | _ =TI (1+eam)<kh%>0< I d) 11 :pk>

Ky, kg>0 NL oS g reld) reld]

= H (1 + Eaxr) (:vl +-+ xr)k‘xlz...:xTzl
rée(d]

(1+68 k} d
= dk(l + gam)dxk‘zzl

zr=1

by scaling, and taking € = d? /n. By summing over all k € Ny, we conclude that for any 0 < r < 1,

Z ZEdet 2y <2(1+ 49,)° !

e @ )=k L=arfpm
1

-2y () et

>0 =1
B 22“6 d (dr) 1
Tl (d—20)! nt (1—r)tt

2 & 2 \" 2 1 2
S1—7"Z<n(f—r7“)> Sl—r. Pr -

=0 1= n(1-r) 1- ’f‘(l + W)
The previous sum converges if ( ) < 1. This completes the proof. g

Lemma 6.2. For any n > 2, it holds forall0 <r < land1 < d < \/@,
rk
2 i

k>1

,
(1—p— 1y

n

> E det A(I)A(J)‘ <
I1|=|J| =k, |INJ|=k—1
Proof. Using the invariance (4.6) of the random matrix A, for k¥ < n — 1, we can rewrite

k k+1

6.5) > Edet A(I)A(J) = (Z) kin—k) Y e@)e@E]] T Ay 4i0)

[T|=|J]|=k,|INJ|=k—1 TESK®S1 j=1i=2
oc€S1®SK

where S, ® S1 = {7 € Sgy1 :7(k+1) =k+1}.and S1 ® S, = {0 € Si41 : 0(1) = 1}. Now (6.5) can be
written as

k+1 k
:<Z>k;(n—k) Yo oot S Y E[[RY, H

TESE®S1 01,0 lr Q25 QK41 =2 7=1
c€S1QSk

:<> JDUED DI Yoo —UJ)VJE[k]\K}HE|: II 2w II P ]

51, g G250k +1 TESKELRST 1>2:q;=r jeK:lj=r
0c€S18Sk

where K = K(¢,q) = {j € [k] : ¢; # {;}. By convention 1 € K and by symmetry we may assume that [; = 1
and multiply the sum with an extra factor d. Moreover, by the argument following (6.2), we must have for all r €

2,....d},
5, =#{jeK:t;=r}c{0,1}

for otherwise the sum over all permutation 7 € Sy, yields o by a transposition. Similarly, we must have

:#{]Gngzl}:l
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since 1 € K. Then, for any configuration ¢, ¢ € [d]* with ¢; = 1, following the argument in (6.3), it holds for any
0,7 € Sg41

n— 3 tqp =1} —0op)!
HE[ I Poo II pjﬂ_(j)]SH( #{ 22n!q }—dr)

re[d] i>2:q;=r jeKlj=r re(d]
_ (n—k—1)! (n— k. —0,)!
N n! H n!
r>2
(n—Fk—1)!
n!nA

where A = Y% 8, and k, = k,(q) = #{i > 2 : ¢ = r} form a partition of k for 7 € [d]. Moreover, for any
A < d—1andanygiveno € S; ® Sk,

#{r€ S, :7(j) =0(j),Vj e k] \K} < < (A+1) < d?,

so that this argument shows that

(> Z Z Z T( =0 (j V]e[k]\K}HE[ H P o) H ]

i 4259k +1 TESE®S 1>2:q;=r1 JjeKU;=r
gES1®SE

d
<dk > 221{51:1}1_[1{@6{0,1}}.

q2,-qk+1€[d] l2,..., I €[d]

Letk, = #{i > 2: ¢; = r} forr € [d]. There are (kzlk.ilkd) many choices of £ € [d]* with ¢; = 1. As in the proof

of Lemma 6.1, for a given | € [d]k with ¢; = 1, there are at most

d
r=2
configurations (g2, - -+ ,qr+1) € [d]¥ which contribute to the previous sum; this is because there are d** HT o k"
many choices for (gg, . . ., gx) and at most d choices for gy 1. Hence,

d
de > > Zi1{51:1}H1{5re{o,1}}
r=2

925 qk+1€[d] L2,...,Lx E[d]

<o $ (), 2 ()

. kqg>0 02,...,04€{0,1} r=2

k(11 g0yt



The last inequality follows as in the proof of Lemma 6.1 (replacing k by k£ —1). Summing over all £ € N, we conclude
that forany 0 < r < 1,

’f‘k
> T

> E det A(I)A(J)’

k>1 |1|=|J|=k,|INI|=k—1
<3 k(14 40,) %4 = (14 49,)'—
_ZT(+5;E)$ —(+5:p)ﬁ
kzl z=1 T =1
(Ot
—\L nt (1 —ar)?|,_,
Loa d)t (C+1)
=7
— (d— 0! nt (1—r)t2
9] 14
r d?r r
(6.6) < —— (€+1)< ) = .
(1—7“)262_; n(l—r) (1—7— )2
This completes the proof. g
Proof of Proposition 4.1. From Lemma 6.1 and Lemma 6.2, together with (4.5), we obtain when 1 < d < M,
¥ (n) 24r
(6.7) TE|Akn P<—4d
kg; dk+1 (1—r— %)2
Then from (4.1), (4.3), the conclusion holds. O

6.2. Asymptotics of traces of sums of d independent uniform permutations. We now turn to the identification
of the limits of trace(A¥) stated in Theorem 3.1.

6.2.1. Subgraph probability estimation. Given integers 0 < ky,...,k, < dwithk = k1 + --- + k;, define
T ={T € {0,137 : 0\ Tij = kj forall j € [r]}.
Observe that

d d d*
6.8 T | = ... < -
©8) | (kl) (k) = kgl k)
Proposition 6.3. Fix i,j € [n]" for r € N such that (i1, j1), - , (ir,jr) are distinct. Let k € [d]" and set k =
k1 + -+ k. Then,
n—k)!
B(Ai gy = ki A, = k) < [
Proof. Decomposing the event {A;, j, = ki,..., A;, ;. = k;} in terms of the permutations P!, ... , P4 leads to
1 1
g D,
P(Ail,jl :kla-"aAir,jr :kr) = Z P =T
Te7 pt. ... P
21,J1 LrsJr

Since P!, ..., P4 are independent, we obtain

d
P(Aijy =ki, o Aijo =ke) = > [[PPigy = Tsas- - Pipj = Tsp).
TeT 6=1
Each term in this product falls under Proposition 5.2 - either it equals 0 or (5.3) holds. Let s5 = Tis1 + - - - + Tj ;. for
d € [d], this implies that there exists 0 < 5 < ~— for § € [d] so that

n—

d
n— sg)! ) o e s
6.9) P(As 5, =F1,..., A, = k) < Z H(l — 65)(71!), with equality if i, j € &,..
TeT 6=1
15



Note that by definition of .7, Zgzl 85 = )iy kj = k, this yields the upper-bound,

k)!
P(Ai gy =ki, . Aij, =k) < Y H |9|Q

TeT 6=1
where we used (3.4). O

n—r’ n

Proposition 6.4. Fix i,j € &, forr < n/2. Let § = d/n. There exists |¢| < max{ dr_ 2% } such that

(6.10) ]P(Ail,ﬁ == Air,jr = 1) = (1 + E)QT.
Proof. Note that for r < n/2,

"(n — r)! _ N r—1 2
L Gl LY PO e S DU (PO S RO N et S R L
n! n—r+1 n—1 n—r—+1 n

We have the inequality for r < n/2,

(n—r)! < 1 +27’2/n.

(6.11) <
n! n’
By Proposition 6.3 and using the fact that | %| = d" fork = (1,..., 1), and (6.11), we get
272 .
P(Ajj, = =4;;=1)< L+ —— 0"

For the lower bound, by formula (6.9) in case i, j € &,

d
n—=Ss !
P(Aiygi = ki Aig, = k) > (1= 3 T (n')

TeT 6=1
withe = - whenr < n/2, (1—¢)? > 1—de. Then, using that in this case Zgzl ss = 51 kj=m,

this implies that

]P)<Ai1,j1 =ki,... 7Air,jr,- =ky,)>(1—de)|TIn""
This concludes the proof. U

As a direct consequence of Proposition 6.4, we have the asymptotics of the probability of a simple cycle on the
digraph of the random matrix A. We now turn to bounding joint moments of the entries of the random matrix A.

Proposition 6.5. For a fixed constant v € N, fix o, 3 € N" and let = 31 + - - - + (. Let = d/n and assume that
d < \/n. Then, forany i,j € [n]",

[Af;l,h o Af’i"’;]’r {Aug Je >/327f€[7"]}] Oaﬁ(ﬁﬂ),

Proof. Without loss of generality, we may assume that (i1, j1),- - , (i, jr) are distinct. By Proposition 6.3 and (6.8),
we have
E[Aiall,jl o A;f)'ér,:]r {Aigd, >5/7£€[7”]}] Z k?l T kgrP(Ail,jl =ki,... >Air,jr = kT)
keld]" k=08
ko‘l e —k)!
k! n!
keld]” k>0

Again with (6.11), we can bound (n— 'k) < Hik,’f/ D for k < n/2. Since r is fixed, this yields the estimate valid for

k<rd<n/2andd < ./n,

r 2 12 k k'
E[ASY; - AT Lea,, s >peeeiy) < (1+2rd°/n) ZH Y 9] < (1+2r% ZH b 9 :
k>8j=1 k>8j=1

Now, we can use the bound for 6 < 1,
ka
>t < Cast”,
E>b
16



to conclude the proof. g

6.2.2. Reducing traces to cycle counts in the digraph of A. Recall that
tr(AF) = > 4;
ic[n]*
In particular, by Proposition 6.5 applied withay + -+, =k, 51 = -+ = 3, =1,
Etr(A*) < Cpn*0k = Cydr.

In particular, in the regime where d is fixed, for any k£ € N, the non-negative random variables (tr(Ak )) are tight.

neN
For everyi = (i1,...,ix) € [n]¥, we can associate a digraph

V(i) ={i, ik} v(i) = #V (i)
(1) {(21312)5(1272.3)7"'7(7:]6—172.16);(ikail)} e(i) = #E(i)
One can interpret v (i) as the number of ‘vertices’ of [n] that are visited by i, and e(i) as the number of distinct ‘edges’

a
of i. The digraph (V (i), E(i)) contains at least a loop, so necessarily v(i) < e(i) < k. For integers v < e < k, we
define

(6.12) Er(v,e) ={ie [n)*:vi) = v,e(i) = e}.
Let us decompose
(6.13) (A = Y 1am+ ) Aldasi+ Y Ai=Tip+ Rp+ Sk
leizége) 1€ik£ge) 166%£ve)

First, let us show that both Ry, and S, can be treated as negligible errors.
Lemma 6.6. Suppose that d = n°1) as n — oc. For any fixed k € N, (Ry, + Si,) — 0 in probability as n. — .
Proof. Foranyi € [n]”, by Proposition 6.5 with & fixed,
EA; < CLo°D,  9=d/n,

since there are e different entries and we can take 3 = (1,...,1). Since |&; (v, e)| < kInY, this shows that
——

xXe

dk
ES; < D, Cen'0° < Gy

v<e<lk
We conclude that if d = n°("), then ES}, — 0 as n — co. Similarly, by Proposition 6.5,
EAilasy < Cpo®OH,
so that
dk+l

ER, < Z Crn?ovt < Ck—
v<k

Hence, also ER;, — O asn — oo. U

Lemma 6.7 (Lemma 9.3 in [19]). &% (v, v) is empty if v is not a divisor of k. Otherwise, if k = vq, then the elements of
& (v, v) are exactly the sequences

(6.14) (il,ig,...,iv,il,...,iv,...,il,...,iy)

where the subsequence i = (i1, ...,1,) € &, is repeated q times. Moreover, the events {A; = 1} = {Ay = 1}.
17



Lemma 6.7 implies that according to (6.13),

Tp=>_ > la,-1.

ok V€&,
Let us denote for ¢ € [n],
(6.15) €p == {i = (i1,..., 1) modulo cyclic permutation : i), € [n], distincts}
and the random variables
(6.16) Qo= 1a-1.
ice,
With this new notation,
(617) Ti=) Q.
0k

The interpretation is that (), is the number of (oriented) /-cycles on the digraph defined by the random matrix A and
T}, is a good approximation for tr( A¥).

6.2.3. Asymptotics of joint moments of cycle counts. If () € N, we denote its falling factorials by

Q)r=QQ—-1)---(Q—r+1), reN
Our interest in these quantities stems from the fact that if () = |C| for a finite set C, then
(6.18) (Q)r = |{(j1, cesdr) i Jk €C distincts}‘.
The following basic probabilistic result holds.
Lemma 6.8. For A > 0, A ~ Poisson(\) if and only if for all r € N,
E(A), =\
Proposition 6.9. Recall the notation (6.16) and fix k € N and o € NE. Then, asn — oo
dl a1 dm Qam
BLQa @l = (T) (5 ) (L Oaldn).

The proof of Proposition 6.9 will be given in Section 6.3.2. It relies on Proposition 6.4 and basic combinatorial
arguments counting certain collections of (distinct) cycles on the digraph of the random matrix A. To illustrate the
argument, we compute the first and second moment of the random variable Qs in Section 6.3.1.

According to Lemma 6.8, Proposition 6.9 directly implies that for a fixed d € N, for any fixed £, o € N¥,

(6.19) nh_{I;OE [(QZ1)061 T (ka)ak] =E [(Af1)a1 T (Agk)ak]

where the Poisson random variables { A/} ycny are given by Definition 2.3. Now we are ready to prove Theorem 3.1.

Proof of (3.2). The joint convergence of the factorial moments described in (6.19) implies that for every k € N,

Q1. Qr) 2 (Ay,...,Ap)

n—oo

and in the sense of moments. Then, by the Cramér-Wold theorem, for every k € N,
law
<T1 = Q1 Ty = Z@) — (Al,...,zmz).
0k ok
By Lemma 6.6, for every k € N and any € > 0,
(6.20) P([tr(A) — Ti| + - + [tr(A*) = T} > ) —— 0

n—0o0

This establishes that for any fixedd € Nand k € N,

(tr(A), - -, tr(AF)) 22, (Al,...,ng)

n—oo
0k

18



Proof of (3.3). In the regime where the degree d = d(n) — oo so that d = n°M as n — oo, the error term
in Proposition 6.9 is so good that we can directly show that the random variables (Q¢)scn, if suitably normalized,
converge to independent Gaussians in the sense of finite dimensional distributions. Namely, the asymptotics from
Proposition 6.9 yields the conditions (A.5)—(A.6) in Lemma A.1 with

Ain =d(n)"/i and ék.n = Ox(d(n)/n).
In particular since for every k € N, d(n)*/n — 0as n — 0o, by Lemma A.1, we conclude that for any £ € N

Q1 —d Qe—d'/lY\ aw
(6.21) (M,..., \/W > - (Nl,...,Ng),

as well as in the sense of moments, where { Ny} are as in Definition 2.5. Observe that according to (6.17), we can
write for k € N,

Ty —d k)2 Qe — d/f N
(6.22) /2 E Vid~ ( d
a/ Ok vd Ok <k

Hence, by (6.21) and the Cramér-Wold theorem, for every k € N,

T1 d TQk —d k law
< N B~ — (N1, V2N + 1,V3Ns, ..., V2k Ny, + 1).
Note that in (6.22), as d(n) — oo, only the term ¢ = k contributes to the random and the term ¢ = k/2 contributes
to the mean if k£ € 2N. In particular, once normalized, the weak limit of T}, are still independent Gaussians.
To finish the proof of (3.3), by (6.13) and Lemma 6.6 which still holds in the regime where d = n°M) for a fixed

keN,
tr(Al) —d tI‘(A2k) — 2%k . T —d Top — dzk n 0(1)
vi e )\ )

where the error is controlled as in (6.20). This completes the proof of Theorem 3.1.

6.3. Proof of Proposition 6.9. We now prove Proposition 6.9. We first prove the proposition only for first and
second moments, to give a flavour of the proof. The complete proof is in Subsection 6.3.2.

6.3.1. First and second moment. Let us first prove that

E[Qi] = %(1 + 04(d/n)),
and that o,
E[(Qi)2] = (‘i) (1+ Oi(d/n)).

By (6.16) and since |Cy| = (n)¢/¥, according to Proposition 6.4, there exists e = Oy(d/n) so that

EQr = |C|(1 + &)(d/n)".
For fixed ¢ € N, this shows that as n — oo,

EQ, = d"/{(1 + Oy(d/n)).

For the second (factorial) moment, by (6.18),
E(Q)2= Y, P(A4i=14;=1).
1,j€C,i#]

If we identify i, j with £-cycles, observe that the condition i # j implies that the digraph {i, j} obtained by concate-
nating i, j,
(623) L AL N
E({i,j}) = {(i1,42), (i2,13), - - -, (ik—1,%0), (e; 11), (J1, J2)s (G2, J3)s - - -, (=1 de) (Jey J1) }

satisfies
(6.24) inj=0 ifandonlyif |V({i,j})|=IE({ij})l
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In particular, we can split
EQ)2= >, PAi=LA4=1)+ >  PA=14=1)
1,j€C,,iNj=0 Ljee,|VI<|E]|
where the second term is due to (6.24). By Proposition 6.3, we have for i, j € Cy,
P(A; =1,4; = 1) < Cy(d/n)”!
and |{i,j € C, |V| =v}| < Cyn? forv € {¢,--- ,2(}, so that

d%
Z P(A;=1,4;=1) < Cr—.
ijecy,|VI<|B| n
On the other hand, also by Proposition 6.4, for i, j € €, disjoint, there exists ¢ = Oy(d/n) so that
P(A;=1,4;=1) = (1 +¢)(d/n)*.

Moreover, for a fixed ¢ € N, we have ‘{i,j €Cpinj= @}‘ = %(1 — Oy(1/n)) asn — co. This shows that as
n — 0o
20

(629 E(Qe)2 = G (1+ Ould/m).

6.3.2. Proof of Proposition 6.0. Fix k € N and o € N&. Recall (6.15) and let us denote

Iy = {;: {iretrean eek] @ i1,6 - - da,0 € Cp, distincts, for all £ € [k]}.
An element i € 'y is a collection of distinct cycles of length (1,--- ,1,--- ,k,--- , k). Then, by (6.18), we have
~——— ~——
X X,
E[(Qe)an - (Qu)ay) = D> P(As,, = 1,Vr € [ay], V2 € [K]).
icTo

Generalizing the notation (6.23), the digraph i satisfies

—

|V(i)| = |E(i)| ifandonlyif the cycles i, , are all disjoint.

This follows e.g. by induction on (6.24). Hence, we split

(6.26) E [(Qﬁ)m “'(sz)ak} = Z P(Air,e =1vre [Ozg],VS € [k])
fEFOU i, ¢ disjoint
(6.27) + Z IP’(AiNZ =1,Vr € [y, Vs € [k]).

iela, |[VH)I<IEWD)
By Proposition 6.4, for any i € T, there exists £(i) = O(d/n) so that
P(As,, = 1,¥r € [ag], V¢ € [K]) = (1 + (D) (d/n)PD.
Since ‘{;E Lo, |V|=v} =0(n") forve {1, ,|al} where |a| = 1- a1 + - + k - o, we obtain
(6.27) = O(d|a|/n).
Now, if i, ¢ are all disjoint, V()| = |E®{)| = | and

nled

This implies that
x|

d

Note that the implied constants above depend only on c. This completes the proof of Proposition 6.9.
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7. POISSON ANALYTIC FUNCTIONS

Proof of Proposition 2.7. The function Yy is centred and it is almost surely analytic in D; since HYd”%OO(DT) < 00
almost surely for any r < 1. Indeed, by Jensen’s inequality, it holds for r < 1,

k 2 k 2

9 T — r r —
E[|YallLe n,) < E(Z 7| 2 A ) <7D B DA

keN ok keN ok

By independence of { Ay} e, it holds for k € N,
1 S| s 1
_ 2| A |4 4
wat| 2 = g LB = > s,
Ik K lk

where we used that Var(Ay) = d°// for £ € N. This shows that for any 7 < 1,

T2

Repeating this argument clearly leads to the same estimate for the random analytic function X 4. This proves that Yy
is well-defined. Then by rearranging the series, we can write

ke o
(7.2) Ya(z) = ZT@Z R = ZA@ log (1 — (z/\/;iy)

£eN keN {eN

(7.1) EHYdH%OO(DT) <

for the principle branch of log(1 + z) which is analytic for z € Dj. Recall that the Laplace transform of a random
variable A ~ Poisson(\) satisfies

(7.3) Eexp(z(A —EA)) = exp (A(e” — 1 — z)), z € C.

In particular, this can be used to give an alternative proof that the series (7.2) is (almost surely) absolutely convergent
and to justify rearranging this sum. Namely, it holds for all 0 < ¢ < v/,

Eexp (t|A — EA|/\5\) < 2exp (£?).
For d > 2, by Markov’s inequality, we obtain the large deviation estimate,
P[|A| > V] < exp (- £/4).
Hence, almost surely, |A| < Vdlforall ¢ € N sufficiently large and (7.2) is absolutely convergent.

Remark 7.1. In the special case d = 1, observe that

P[A¢ > 2 infinitely often] < lim (P[Az > 2]) < < 1i_>m Z 16/22> =
>n

n—00
>n

k
In particular, the random analytic function ) ; .y % > ok ¢y converges almost surely for z € Dj. In contrast, for
d > 2, it is necessary to re-center the Poisson random coefficients to define a random analytic function in D.

Let us denote by fy(2) := (1 — zl)ezz for ¢ € N so that log fy is analytic in D; (using the principal branch). By
independence of { A/} and (7.3), it follows from the expansion (7.2) that

Ee V) (Hfm/\/a)df)_l.

LeN

20

This infinite product converges since ‘ log fg(z)‘ < 1= for 2 € D; and we used that

elog(l—zg) —1—1log(1— ze) = —logfy(z).

21



This proves (2.4). Now, if we repeat the computation leading to (7.1), then for any r < dl/ 4

,
E| a2, =B Y s > e < Z e Y ]
kede Ok <k Lee(Dr) d/ T ke d / fk,e<k
r/2 rk 7‘2/2
(7.4) < /s _, Z dFE T (a2
N

2
where we used that ) | Ol <k td* < %dk/ 2 This shows that the random analytic function Y4 converges almost surely

in the disk D ;1/4, which is strictly larger than D if the degree d > 2. On the other-hand, by independence of { Ay }sen,
the covariance kernel of X is

B R 2wt 1
(7.5) EX4(2)Xg(w) = ,;N T EAL = ,CGZN = log(1l — zw) ™", z,w € Dy.

Remarkably, this kernel is independent of d € N and z € dD; — X;(2) is a non-Gaussian log-correlated field. If
d > 2, s0is the field z € 9Dy +— Y(z). The estimate of E[Y;(2)Yy(w)] now follows from (7.5) and the bound (7.4).
This finishes the proof of Proposition 2.7. g

Proof of Proposition 2.8, We have the following multi-dimensional CLT, for any k£ € N,

(7.6) (A1 /Vd, V2R /d, - VEA V) 2y dF) = faw (N1 N

cf. Section A. In particular, we can choose a coupling, where almost surely, \/ZE/ Vdl — (—1)*INy forall ¢ € N
as d — oco. Within this coupling, and the tightness proved in (7.1) and (7.4), we verify that almost surely, d — co
Xqg— X and YTqg—0

uniformly on compact subsets of D;. U

8. ProOFs OF THEOREM 2.4 AND THEOREM 2.6
We use the following lemma from [11], which is inspired from [51].

Lemma 8.1 (Lemma 3.2 in [11])). Let {f,, : D1 — C} be a sequence of random analytic functions, fn(z) = > ;- akn)zk

forn € N. Assume that { f,, } is tight and the process (a,gn))keNo — (ak)keN, converges in finite-dimensional distributions;
forevery k> 0,

(8.1) (agn),...,alin)) nli—wog (ao,...,ak),

then f =% 72, ay 2" is convergent almost surely in Dy and

o =2 .

n—oo

We also need the following non-trivial observation.

Lemma 8.2. According to Definition 2.3,

k:
Ee4®) = exp <Z > mg)

keN 0|k o<k

where the sum converges absolutely in D1.

Proof. Recall that f;(2) := (1 — ze)ezlZ for £ € N. These functions does not vanishes in D1 so log f; is well-defined
for the principal branch of log and
it
—logfi(z) = Z—,; z € Dy.
j>2
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Then, since EA; = d* Jlfor ¢ € N, we compute

Z kd k/2 Z LEA, = Z Z]dﬂm

keN Ok, 0<k ¢eN ;>2
= Z logfg (2/Vd)
leN

where all sums converge absolutely in Dy; e.g. using the bound ‘ log fg(z)‘ < {_2:2 valid for z € D,.. Taking exp and

using formula (2.4), this proves the claim. O

The characteristic polynomial of a n X n random matrix A satisfies for z € C,
Xn(z) = det(1 — zA) szA (n)
k<n
where Ag = landfor k > 1,
(8.2) Ap = pp( = tr(A4),- -, —tr(A"))

where py, is a (multivariate) polynomial of degree k. These polynomials arise by (formally) identifying the power series

k
(83) exp(z kak> :]—_’_Zpk(xl) 7xk3)zk’ (Sclava"') G(COO

keN keN
In particular, they have the following property for every k € N;

pk(zacl,--- ,zkxk) = zkpk(acl,--- ,iL'k) forz € C

and
(21, xr)| < pr(laal, - fan).
Hence, if » | keN ‘xk“ r? < oo for r > 0, then both sums in (8.3) are absolutely convergent for z € D,.

The underlying idea is that for d € N fixed, by formula (8.2), Theorem 3.1 (1) and the continuous mapping theorem,
forevery k € N

(Agn) A(”)) law

n—oo

(P By

where

Pk :pk(—Al,...,—ZEAg>.

ok
Moreover, by Proposition 4.1 below, the characteristic polynomial {x;, } is tight in D, IV Thus, by Lemma 8.1,

Xn( law — 1+ Z sz

n—)oo
keN

locally uniformly for 2z € D, IV However, we cannot directly identify the limit from this arguments since the series

ZkeN % Zak £Ay does not converge for z € Dl/\/é (cf. Remark 7.1). Hence, we give a modified version of this
argument which also applies in the regime where d(n) — cc.

Proof of Theorem 2.4. Instead of the characteristic polynomial, we consider the function

Xn(2) o v
fn(z) = ———2—=Ee "¢\*/, z€Dy,neN.
n(?) z—1/Vd
By Lemma 8.2 and since the rescaled characteristic polynomial has a trivial root at z = 1/ V/d, these are still well-
defined random analytic functions. Moreover, by Proposition 4.1, E[|Xy[|1,c(p__,) < Ci fort > 0 so that by Cauchy’s
formula,

/ 2% B[R (e~ BeYale™ )| g9
o et =1 Vdllet — e 2
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which is bounded uniformly for n € N. This shows that { f,, } is tight. We can expand

. . tr(A) — EA, tr(A%) — 35, (EA
fnlz) =1+ at )zk; a():p <—,...,— .
@ =1t ) e R Vi

This follows from (8.3) and the facts that

k

Xn(z) = exp < — Z k;k/ztr<f4k)> JVd
k>1

(the sum converges at least for z in a small neighborhood of 0 since we have the crude bound |tr(AF)| < (nd)*
because the entries of A are bounded by d) and according to Lemma 8.2,

EeYa(2) 2*
%:eXP(ZWZEEAE>, ZGDl/\/E

keN 0k

Hence, for a fixed d € N, by Theorem 3.1 (1) and the continuous mapping theorem, it holds for every k£ € N

(ot ") =5 (ar, .o a),
where
ar Zd_k/ka<—A1w--,—Z€A£>-
0k

By Lemma 8.1, we conclude that

Xn(2) ~Yy(z) _law k
n(2) = ———=Ee "4¥) —— =1+ .
Jule) = R D 0 =1 S s

Moreover, from the proof of Proposition 2.7, it holds almost surely >, - ]{:;Tkm} Eak E/Tg‘ < oo foranyr < 1. By
(8.3) and the subsequent observation, it follows that

e Yal®) =1 4 Z apz®
keN

is the weak-limit of the sequence { f,, }. This completes the proof. O

Proof of Theorem 2.6. This is a variant of the previous argument. We consider the function

fn(z):%, z€Dy,neN.

By Proposition 4.1 and Cauchy’s formula, { f,,} is tight (the fact that 1/+/d — 0 is not relevant). In this case, we
have the expansion

n n tr(A) —d tr(AF) — d*
fnzzl—i-g a()zk; a():p<—,...,— .
AP SR N Vi

Hence, by Theorem 3.1 (2) and the continuous mapping theorem, in the regime where d = d(n) — oo and d(n) =
n°M), it holds for every k € N

(", ") == (ar, .. ),

where
ar = Pk (Nl, \/§N2 - 1, ey \/E]V]C - l{k:iseven}) .
using the symmetry of Ng. Now, we verify that for z € Dy,

k
V1= 22e¥=() = exp (Z %(\/%Nk ~ i even})>’

keN
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where the sum converges absolutely for z € D, for any r < 1. Hence, we conclude that if d(n) — oo and d(n) =
no(l), then

o 5(\71(2) law
fn(Z)_Z—l/\/g nﬁoo, 1

This proves the claim. U

_ Z2eXoo (2) .

9. PROOF OF SPECTRAL GAPS

There are two popular models to generate simple random regular digraphs:

(1) Permutation model: Let A = Z?Zl P be a sum of d independent uniformly random permutations. Sample A
conditioned on A being an adjacency matrix of a simple digraph.
(2) Uniform model: Sample a d-regular digraph uniformly from all d-regular digraphs with n vertices.

It was proved in [34] and [43] that the two models are contiguous, which means if a sequence of events happens asymp-
totically almost surely in model, it holds for the other model as well. For fixed d, our Theorem 2.4 can be applied to
show a spectral gap result for the two models.

The proof follows the same way as in [11, Theorem 1.1] and [19, Theorem 2.6]. We will use the following proposition
from [51]. We identify multisets with integer-valued Radon measures and endow the space of multisets with the topol-
ogy of vague convergence, and the space of random multisets with the topology of weak convergence with respect to
the topology of vague convergene.

Proposition 9.1 (Proposition 2.3 in [51]). Let f,, be a sequence of random functions in D,. converging in law to a non-zero
function f. Let ®,, and ® be the random multisets of the zeros of f,, f in D,, respectively. Then ®,, converges in law
towards .

Proof of Theorem 1.1. We first prove the statement for case (i): the sum of random permutations. Let f(z) be the
limiting function of ,,. Then from Theorem 2.4, for any 0 < = < 1, f(z) has only one zero in D, at —1/+/d. By
Proposition 9.1, with high probability X,,(z) has only one zero at —1/+/d, which implies A/+/d has no eigenvalue

. 1
outside Dl/r except V/d. For any € > 0, take Tre/va <r < 1,thenasn — oo,

P\l >\/g+5)§P<’\)7g‘>i> 0.

It was shown in [43] that the probability that A is simple is bounded from below when d is fixed. Therefore |A2| >

v/d holds asymptotically almost surely for case (ii). By contiguity between model (i) and model (iii), it holds for
uniform random d regular digraphs as well. O

When d(n) — oo, there is no contiguity result in the literature between the two models (1) and (2), and we are not

aware of any result to provide a constant lower bound on the probability that A = ng) P being simple. So our
Theorem 2.6 only gives a result for sums of random permutations.

Proof of Theorem 1.2. In Theorem 2.6, % converges in law to the limiting function /1 — 22eX>(?), which has

no root inside D, for any r € (0, 1). From Proposition 9.1, with high probability z&ﬁ}&

0 <7 < 1. Then A//d(n) has no eigenvalue outside D; /, except for \/d(n). Therefore (1.1) holds. O

has no roots in D, for any

APPENDIX A. APPENDIX: A PoissoN CLT
Let A ~ Poisson(\). Recall that the Laplace transform of A is
Eexp(z(A — X)) = exp (AM(e* — 1 —2)), z e C.
Let 1,(\) = E(A — \)* be the central moments of A for k € N. We have for k € N

pe(N) k! = [2F] exp (A —1-2)).
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In particular, 43 = O and for k € N,

(A) pak(A) = mpA* + pe(N), pr € Pra
p2k+1 € P
where my = %, and P;, = {polynomials of degree < k}. From this fact, we deduce that for every k € N,
k
(A2) ik (A) _E A=) ENF — /2 k even ’
Nk/2 VA A—00 0 k odd

where N is a standard Gaussian. This is a CLT in the sense of moments for a Poisson random variable.
The goal of this appendix is to extend this results to a collection of asymptotically Poisson random variables with
large parameters. First recall that we can expand for k € N,

(A3) (@ =N =35 o (@)ejar;(V); Qr,j € Pj.

Then, according to Lemma 6.8, we have

(Ag) D) =D arjVEA)—j = > (WA
Jj<k i<k

Remarkably, from (A.1), the RHS is a polynomial in A of degree < k/2.

Lemma A.a. Fix ¢ € Nand for j € [{], let (\jn)nen be a sequence in R such that \j,, — oo asn — oo. Let
(Qjn)jelg,nen be a sequence of random vectors such that its joint factorial moments satisfy for any k € N¢,

(As) E[(Qun)k: - (Qen)k,] = /\’fln E A?fn(l + €xn)
where ey, € Rand fork € N¢,

k1/2 ke/2
(A6) At Ay 12X ] = 0.

Then

an_)\ln Qﬁn_)\én law
: ... : : > (N1,..., N,
( )\Ln ) ) \/m > ( 1, ) é)

and in the sense of moments, where (N;);c[¢ are i.i.d. standard Gaussians.

Proof. Letus denote py , = E [(QLn — M)k (Qup — )\g,n)k‘] for k € N¢. Using (A.3) and (A.5), we can write

Hkn = Z H qki7ji()\i:n)E [(Ql,n)kl—jl T (Qf,n)ke—ﬂ]

i<k i<t
ki—ji
= T ko Qi) A5 7 (1 + e1jim)-
i<k i<t
Then, the conditions (A.6) imply that for any fixed k € N¢,
ki—7j k1/2 ky/2
men =] [ ( D ki) ]> + oo (7).
i<t Nj<k; e
Here we used that g3, ; € P;. Hence using the combinatorial identity (A.4),

ke /2 ke /2
P =ty (M n) - e, (Aem) +ngkoo()\1,ln/ "'Aefn/ )-

From (A.2), we conclude that for every k € N¢,

E[Qun =X Qun =A™ gyt g
” 1 £ 1

e B
This completes the proof, since the law of (IN;);¢[q is characterized by its joint moments. U
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APPENDIX B. APPENDIX: SUMS OF NON-UNIFORM RANDOM PERMUTATIONS

In this paper, we studied random digraphs arising as sums of n X n uniform permutations. A crucial technical
argument in our analysis was that the rows of the matrix A = P(1) 4 ... + P(@) are exchangeable; but this property
is in fact very strong. It would not hold if the permutation matrices P(Y) were not uniformly distributed on S,,. This
is typically what happens when they are skewed towards having more or fewer short cycles. For example, the Ewens
distribution with parameter 6 is defined as follows; we say that a random permutation 7 is Ewens(6)-distributed if

QCyC(U)
00 +1) - (0+n—1)

Vo € Sp, P(r=0) =

where cyc(o) is the number of cycles in the cycle decomposition of 0. When 6 = 1, the random permutation 7 is
uniform; when 6 > 1 (respectively, < 1), it is skewed towards having more cycles (respectively, less), resulting in a
directed graph with a different local structure. Crucially, Ewens-distributed random permutations with 6 # 1 are
invariant by conjugation by any permutation matrix, but not invariant by multiplication by a permutation matrix.

We were able to identify the asymptotics of the traces of A = P(1) 4 ... 4 P(4) is this model, with 6 fixed and
not depending on n; indeed, Theorem 3.1 still holds, with the limiting random variables A, being replaced with the
following ones:

dl+d6—1
O, ~ Poisson <+é)> .

A proof is available on demand; however, the proof of the tightness of the sequence det(I — zA,,) is still under ex-
ploration. We mention this fact, since the asymptotic behaviour of the spectrum of A in the Ewens case displays some
unusual features; when 6 is sufficiently large (this might depend on n), the whole limiting shape of the eigenvalues
seems not rotation-invariant, with a previously unseen pattern of eigenvector localization — see Figure 2. For com-
parison, Figure 3 displays the eigenvalues of our model of sums-of-permutation matrices, together with an example
of a real Ginibre spectrum.

We note that the continuous counterpart of the Ewens measure on permutations, is a generalization of the Haar
measure on the unitary group, which is called the Hua-Pickrell measure [30, 48], also known as the circular Jacobi
ensembles [12]. It is also an interesting question to study the limiting spectral distribution for sums of independent
unitary matrices sampled from the Hua-Pickrell distribution beyond the Haar case [6].

6 = 0.0001 6 =100 6 = 500

FiGure 2. These figures display the n = 2000 complex eigenvalues of sums of d = 3 permutations
matrices, the underlying permutations being Ewens(f)-distributed on Syggg for various #. Each
eigenvalue is coloured according to the degree of localization of its corresponding right-eigenvector;
here, we measure the localisation of a vector ¢ € C™ using the Inverse Participation Ratio IPR(p) =
lo|3/nle|] < 1. An IPR equal to 1 means that ¢ is constant up to phases (pure delocalization); an
IPR equal to 1/n means that ¢ is a multiple of a Dirac (pure localization). Here, we see that the
eigenvectors with eigenvalues close to the real axis are more localized, a phenomenon already visible
for classical matrix ensembles such as Ginibre (see Figure 3).
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Ginibre ensemble

FiGure 3. These figures display the n = 2000 complex eigenvalues of sums of d uniform permuta-
tions matrices, with eigenvector localization depicted as the Figure 2. We plotted in the third panel
the eigenvalues of a Real Ginibre matrix (the entries are iid Ng (0, 1/n)) for comparison.
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