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Abstract

We propose a new computationally efficient method for quantizing the weights of pre-
trained neural networks that is general enough to handle both multi-layer perceptrons
and convolutional neural networks. Our method deterministically quantizes layers in an
iterative fashion with no complicated re-training required. Specifically, we quantize each
neuron, or hidden unit, using a greedy path-following algorithm. This simple algorithm
is equivalent to running a dynamical system, which we prove is stable for quantizing a
single-layer neural network (or, alternatively, for quantizing the first layer of a multi-layer
network) when the training data are Gaussian. We show that under these assumptions, the
quantization error decays with the width of the layer, i.e., its level of over-parametrization.
We provide numerical experiments, on multi-layer networks, to illustrate the performance
of our methods on MNIST and CIFAR10 data, as well as for quantizing the VGG16 network
using ImageNet data.

Keywords: quantization, neural networks, deep learning, stochastic control, discrepancy
theory

1. Introduction

Deep neural networks have taken the world by storm. They outperform competing al-
gorithms on applications ranging from speech recognition and translation to autonomous
vehicles and even games, where they have beaten the best human players at, e.g., Go (see,
LeCun et al. 2015; Goodfellow et al. 2016; Schmidhuber 2015; Silver et al. 2016). Such spec-
tacular performance comes at a cost. Deep neural networks require a lot of computational
power to train, memory to store, and power to run (e.g., Han et al. 2016; Kim et al. 2016;
Gupta et al. 2015; Courbariaux et al. 2015). They are painstakingly trained on powerful
computing devices and then either run on these powerful devices or on the cloud. Indeed,
it is well-known that the expressivity of a network depends on its architecture (Baldi and
Vershynin, 2019). Larger networks can capture more complex behavior (Cybenko, 1989)
and therefore, for example, they generally learn better classifiers. The trade off, of course,
is that larger networks require more memory for storage as well as more power to run
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computations. Those who design neural networks for the purpose of loading them onto
a particular device must therefore account for the device’s memory capacity, processing
power, and power consumption. A deep neural network might yield a more accurate classi-
fier, but it may require too much power to be run often without draining a device’s battery.
On the other hand, there is much to be gained in building networks directly into hardware,
for example as speech recognition or translation chips on mobile or handheld devices or
hearing aids. Such mobile applications also impose restrictions on the amount of memory
a neural network can use as well as its power consumption.

This tension between network expressivity and the cost of computation has naturally
posed the question of whether neural networks can be compressed without compromising
their performance. Given that neural networks require computing many matrix-vector
multiplications, arguably one of the most impactful changes would be to quantize the weights
in the neural network. In the extreme case, replacing each 32-bit floating point weight with
a single bit would reduce the memory required for storing a network by a factor of 32
and simplify scalar multiplications in the matrix-vector product. It is not clear at first
glance, however, that there even exists a procedure for quantizing the weights that does not
dramatically affect the network’s performance.

1.1 Contributions

The goal of this paper is to propose a framework for quantizing neural networks without
sacrificing their predictive power, and to provide theoretical justification for our framework.
Specifically,

e We propose a novel algorithm in (2) and (3) for sequentially quantizing layers of a
pre-trained neural network in a data-dependent manner. This algorithm requires no
retraining of the network, requires tuning only 2 hyperparameters—namely, the num-
ber of bits used to represent a weight and the radius of the quantization alphabet—and
has a run time complexity of O(Nm) operations per layer. Here, N is the ambient
dimension of the inputs, or equivalently, the number of features per input sample of
the layer, while m is the number of training samples used to learn the quantization.
This O(Nm) bound is optimal in the sense that any data-dependent quantization
algorithm requires reading the Nm entries of the training data matrix. Furthermore,
this algorithm is parallelizable across neurons in a given layer.

e We establish upper bounds on the relative training error in Theorem 2 and the gener-
alization error in Theorem 3 when quantizing the first layer of a neural network that
hold with high probability when the training data are Gaussian. Additionally, these
bounds make explicit how the relative training error and generalization error decay
as a function of the overparametrization of the data.

e We provide numerical simulations in Section 6 for quantizing networks trained on the
benchmark data sets MNIST and CIFAR10 using both multilayer perceptrons and
convolutional neural networks. We quantize all layers of the neural networks in these
numerical simulations to demonstrate that the quantized networks generalize very well
even when the data are not Gaussian.
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2. Notation

Throughout the paper, we will use the following notation. Universal constants will be
denoted as C, ¢ and their values may change from line to line. For real valued quantities
x,y, we write x < y when we mean that x < Cy and z &« y when we mean cy < z < Cy.
For any natural number m € N, we denote the set {1,...,m} by [m]. For column vectors
u,v € R™, the Euclidean inner product is denoted by (u,v) = u’v = Z;n:1 u;v;, the fo-

norm by [lulls = /377" uf, the £1-norm by [Jully = 327, |u;l, and the foo-norm by [|lul|oo =
maxc(y) [u;|. B(x,r) will denote the f2-ball centered at x with radius 7 and we will use the
notation BY* := B(0,1) C R™. For a sequence of vectors u; € R™ with ¢ € Z, the backwards
difference operator A acts by Au; = u; — us—1. For a matrix X € R™*Y we will denote the

rows using lowercase characters z; and the columns with uppercase characters X;. For two
matrices X,Y € R™*N we denote the Frobenius norm by || X —Y || := \/Z” | X — Y|

® will denote a L-layer neural network, or multilayer perceptron, which acts on data z € R0
via

O(x) := (poA(L) O-- ogpoA(l)(x).

Here, ¢ : R — R is a rectifier which acts on each component of a vector, A® is an affine
operator with A (v) = vTW© 4pOT and WO e RNexNett js the £t layer’s weight matrix,
b € RNe+1 is the bias.

3. Background

While there are a handful of empirical studies on quantizing neural networks, the mathe-
matical literature on the subject is still in its infancy. In practice there appear to be three
different paradigms for quantizing neural networks. These include quantizing the gradients
during training, quantizing the activation functions, and quantizing the weights either dur-
ing or after training. Guo (2018) presents an overview of these different paradigms. Any
quantization that occurs during training introduces issues regarding the convergence of the
learning algorithm. In the case of using quantized gradients, it is important to choose
an appropriate codebook for the gradient prior to training to ensure stochastic gradient
descent converges to a local minimum. When using quantized activation functions, one
must suitably modify backpropagation since the activation functions are no longer differ-
entiable. Further, enforcing the weights to be discrete during training also causes problems
for backpropagation which assumes no such restriction. In any of these cases, it will be
necessary to carefully choose hyperparameters and modify the training algorithm beyond
what is necessary to train unquantized neural networks. In contrast to these approaches,
our result allows the practitioner to train neural networks in any fashion they choose and
quantizes the trained network afterwards. Our quantization algorithm only requires tuning
the number of bits that are used to represent a weight and the radius of the quantization
alphabet. We now turn to surveying approaches similar to ours which quantize weights
after training.

A natural question to ask is whether or not for every neural network there exists a
quantized representation that approximates it well on a given data set. It turns out that
a partial answer to this question lies in the field of discrepancy theory. Ignoring bias
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terms for now, let’s look at quantizing the first layer. There we have some weight matrix
W € RNo*M which acts on input 2 € RM by 2T and this quantity is then fed through
the rectifier. Of course, a layer can act on a collection of m > 0 inputs stored as the rows
in a matrix X € R™ ™ where now the rectifier acts componentwise. Focusing on just
one neuron w, or column of W, rather than viewing the matrix vector product Xw as a
collection of inner products {q:iTw}ie[m], we can think about this as a linear combination
of the columns of X, namely Zte[No] wyX;. This elementary linear algebra observation
now lends the quantization problem a rather elegant interpretation: is there some way of
choosing quantized weights ¢; from a fixed alphabet A, such as {—1,0,1}, so that the walk
Xq= Zi\fl q: X approximates the walk Xw = Zi\fl we Xe?

As we mentioned above, the study of the existence of such a ¢ when Xw = 0 has a
rather rich history from the discrepancy theory literature. Spencer (1985) in Corollary 18
was able to prove the following surprising claim. There exists an absolute constant ¢ > 0
so that given NV vectors Xi,..., Xy € R™ with supycyy[[X¢ll2 < 1 there exists a vector
g€ {—1,1}" so that || Xw — Xq|loo = [|Xq||oc < clog(m). What makes this so remarkable
is that the upper bound is independent of N, or the number of vectors in the walk. Spencer
further remarks that Janos Komlds has conjectured that this upper bound can be reduced
to simply ¢. The proof of the Komlds conjecture seems to be elusive except in special cases.
One special case where it is true is if we require N < m and now allow ¢ € {—1,0,1}.
Theorem 16 in Spencer (1985) then proves that there exists universal constants ¢ € (0, 1)
and K > 0 so that for every collection of vetors Xi,..., Xy € R™ with max;cy) || Xill2 < 1
there is some ¢ € {—1,0, 1}V with [{i € [N] : ¢; = 0}| < eN and || X¢||« < K.

Spencer’s result inspired others to attack the Komlds conjecture and variants thereof.
Banaszczyk (1990) was able to prove a variant of Spencer’s result for vectors X; chosen from
an ellipsoid. In the special case where the ellipsoid is the unit ball in R™, Banaszczyk’s
result says for any X1,..., Xy € BY there exists ¢ € {—1,1}" so that || Xgq||2 < v/m. This
bound is tight, as it is achieved by the walk with N = m and when the vectors X; form
an orthonormal basis. Later works consider a more general notion of boundedness. Rather
than controlling the infinity or Euclidean norm one might instead wonder if there exists a
bit string ¢ so that the quantized walk never leaves a sufficiently large convex set containing
the origin. The first such result, to the best of our knowledge, was proven by Giannopoulos
(1997). Giannopoulos proved there that for any origin-symmetric convex set K C R™ with
standard Gaussian measure y(K) > 1/2 and for any collection of vectors X1, ..., X,, € B}’
there exists a bit string ¢ € {—1, 1} so that X¢q € clog(m)K. Notice here that the number
of vectors in this result is equal to the dimension. Banaszczyk (1998) strengthened this
result by allowing the number of vectors to be arbitrary and further showed that, under the
same assumption y(K) > 1/2, there exists a ¢ € {—1,1}" which satisfies X¢ € cK. Scaling
the hypercube appropriately, this immediately implies that the bound in Spencer’s result
can be reduced from clog(m) to ¢y/1 4+ log(m). Though the above results were formulated
in the special case when w = 0, a result by Lovasz et al. (1986) proves that results in this
special case naturally extend to results in the linear discrepancy case when ||w]s < 1,
though the universal constant scales by a factor of 2.

While all of these works are important contributions towards resolving the Komlds
conjecture, many important questions remain, particularly pertaining to their applicability
to our problem of quantizing neural networks. Naturally the most important question
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remains on how to construct such a ¢ given X, w. A naive first guess towards answering
both questions would be to solve an integer least squares problem. That is, given a data
set X, a neuron w, and a quantization alphabet A, such as {-1, 1}, solve

minimize || Xw — Xq||2
q

(1)

subject to ¢ € A, i=1,...,m.

It is well-known, however, that solving (1) is NP-Hard. See, for example, Ajtai (1998).
Nevertheless, there have been many iterative constructions of vectors ¢ € {—1,1}" which
satisfy the bounds in the aforementioned works. A non-comprehensive list of such works in-
cludes Bansal (2010); Lovett and Meka (2015); Rothvoss (2017); Harvey et al. (2014); Eldan
and Singh (2014). Constructions of ¢ which satisfy the bound in the result of Banaszczyk
(1998) include the works of Dadush et al. (2016); Bansal et al. (2018). These works also
generalize to the linear discrepancy setting. In fact, Bansal et al. (2018) prove a much more
general result which allows the use of more arbitrary alphabets other than {—1,1}. Their
algorithm is random though, so their result holds with high probability on the execution
of the algorithm. This is in contrast, as we will see, with our result which will hold with
high probability on the draw of Gaussian data. Beyond this, the computational complexity
of the algorithms in Dadush et al. (2016); Bansal et al. (2018) prohibit their use in quan-
tizing deep neural networks. For Dadush et al. (2016), this consists of looping over O(N)
iterations of solving a semi-definite program and computing a Cholesky factorization for a
Ny x Ng matrix. The Gram-Schmidt walk algorithm in Bansal et al. (2018) has a run-time
complexity of O(No(Ng + m)*), where w > 2 is the exponent for matrix multiplication.
These complexities are already quite restrictive and only give the run-time for quantizing a
single neuron. As the number of neurons in each layer is likely to be large for deep neural
networks, these algorithms are simply infeasible for the task at hand. As we will see, our
algorithm in comparison has a run-time complexity of O(Nym) per neuron which is optimal
in the sense that any data driven approach towards constructing q will require one pass over
the Ngm entries of X. Using a norm inequality on Banasczyzk’s bound, the result in Bansal
(2010) guarantees for ||w||s < 1 the existence of a ¢ such that || Xw — Xq||2 < ¢y/mlog(m).
Provided w is a generic vector in the hypercube, namely that ||wl||s o< v/Np, then a simple
calculation shows that with high probability on the draw of Gaussian data X with entries
having variance 1/m to ensure that the columns are approximately unit norm, the Gram-
Schmidt walk achieves a relative error bound of HXSU( )ﬁ'qllz S /mlog(m)/No. As we will
see in Theorem 2, our relative training error bound %or quantizing neurons in the first layer
decays like log(Ng)+/m/Ny. In other words, to achieve a relative error of less than ¢ in the

overparametrized regime where Ny > m, the Gram-Schmidt walk requires on the order of
m? log®(m)
6

the order of ?—22 floating point operations.

With no quantization algorithm that is both competitive from a theoretical perspective
and computationally feasible, we turn to surveying what has been done outside the mathe-
matical realm. Perhaps the simplest manner of quantizing weights is to quantize each weight
within each neuron independently. The authors in Rastegari et al. (2016) consider precisely
this set-up in the context of convolutional neural networks (CNNs). For each weight matrix
W® e RNexNewr the quantized weight matrix QY and optimal scaling factor ay are defined

floating point operations as compared to our algorithm which only requires on
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as minimizers of |[IW) — aQ||% subject to the constraint that Q; ; € {—1,1} for all 4, ;. It

turns out that the analytical solution to this optimization problem is Qg? = sign(Wi(?) and

oy = % ZZ ; |WZ(§)| This form of quantization has long been known to the digital signal
processing community as Memoryless Scalar Quantization (MSQ) because it quantizes a
given weight independently of all other weights. While MSQ may minimize the Euclidean
distance between two weight matrices, we will see that it is far from optimal if the concern
is to design a matrix () which approximates W on an overparameterized data set. Other

related approaches are investigated in, e.g., Hubara et al. (2017).

In a similar vein, Wang and Cheng (2017) consider learning a quantized factorization of
the weight matrix W = X DY, where the matrices X,Y are ternary matrices with entries
{=1,0,1} and D is a full-precision diagonal matrix. While in general this is a NP-hard
problem authors use a greedy approach for constructing X,Y, D inspired by the work of
Kolda and O’leary (1998). They provide simulations to demonstrate the efficacy of this
method on a few pre-trained models, yet no theoretical analysis is provided for the efficacy
of this framework. We would like to remark that the work Kueng and Tropp (2019) gives
a framework for computing factorizations of W when rank(W) = r as W = SA € R™*"™,
where S € {—1,1}"*" A € R™™. The reason this work is intruiging is that it does offer
a means for compressing the weight matrix W by storing a smaller analog matrix A and
a binarized matrix S though it does not offer nearly as much compression as if we were
to replace W by a fully quantized matrix ). Indeed, the matrix A is not guaranteed to
be binary or admit a representation with a low-complexity quantization alphabet. Never-
theless, Kueng and Tropp (2019) give conditions under which such a factorization exists
and propose an algorithm which provably constructs S, A using semi-definite programming.
They extend this analysis to the case when W is the sum of a rank r matrix and a sparse
matrix but do not establish robustness of their factorization to more general noise models.

Extending beyond the case where the quantization alphabet is fixed a priori, Gong et al.
(2014) propose learning a codebook through vector quantization to quantize only the dense
layers in a convolutional neural network. This stands in contrast to our work where we
quantize all layers of a network. They consider clustering weights using k-means clus-
tering and using the centroids of the clusters as the quantized weights. Moreover, they
consider three different methods of clustering, which include clustering the neurons as vec-
tors, groups of neurons thought of as sub-matrices of the weight matrix, and quantizing the
neurons and the successive residuals between the cluster centers and the neurons. Beyond
the fact that this work does not consider quantizing the convolutional layers, there is the
additional shortcoming that clustering the neurons or groups thereof requires choosing the
number of clusters in advance and choosing a maximal number of iterations to stop after.
Our algorithm gives explicit control over the alphabet in advance, requires tuning only the
radius of the quantization alphabet, and runs in a fixed number of iterations. Similar to
the above work, we make special mention of Deep Compression by Han et al. (2016). Deep
Compression seems to enjoy compressing large networks like AlexNet without sacrificing
their empirical performance on data sets like ImageNet. There, authors consider first prun-
ing the network and quantizing the values of the (scalar-valued) weights in a given layer
using k-means clustering. This method applies both to fully connected and convolutional
layers. An important drawback of this quantization procedure is that the network must
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be retrained, perhaps multiple times, to fine tune these learned parameters. Once these
parameters have been fine tuned, the weight clusters for each layer are further compressed
using Huffman coding. We further remark that quantizing in this fashion is sensitive to the
initialization of the cluster weights.

4. Algorithm and Intuition

Going forward we will consider neural networks without bias vectors. This assumption may
seem restrictive, but in practice one can always use MSQ with a big enough bit budget
to control the quantization error for the bias. Even better, one may simply embed the
m dimensional data/activations x and weights w into an m 4 1 dimensional space via
r~ (z,1) and w ~ (w,b) so that wl'z +b = (w,b)? (x,1). In other words, the bias term
can simply be treated as an extra dimension to the weight vector, so we will henceforth
ignore it. Given a trained neural network ® with its associated weight matrices W and
a data set X € RmXNO, our goal is to construct quantized weight matrices Q) to form
a new neural network ® for which ||®(X) — ®(X)||p is small. For simplicity and case of
exposition, we will focus on the extreme case where the weights are constrained to the
ternary alphabet {—1,0, 1}, though there is no reason that our methods cannot be applied
to arbitrary alphabets.

Our proposed algorithm will quantize a given neuron independently of other neurons.
Beyond making the analysis easier this has the practical benefit of allowing us to easily
parallelize quantization across neurons in a layer. If we denote a neuron as w € RV, we
will sucessively quantize the weights in w in a greedy data-dependent way. Let X € R™*No
be our data matrix, and let ®(¢~1) ®¢=1) denote the analog and quantized neural networks
up to layer ¢ — 1 respectively.

In the first layer, the aim is to achieve Xq = Z G X~ Z w; Xy = Xw by selecting, at
t=1 t=

the t™* step, ¢; so the running sum Z ¢; X tracks its analog Z w;X; as well as possible
=1 j=1
in an /5 sense. That is, at the ¢! iteration, we set

qr := argmin HZw]X qu — pX4|3.
pe{ 101} 5

It will be more amenable to analysis, and to implementation, to instead consider the equiv-
alent dynamical system where we quantize neurons in the first layer using

0= O € Rma
gt = argmin |u—1 + we Xy — pXtH%v (2)
pE{*l,O,l}

up: = w1 +w Xy — Xy

One can see, using a simple substitution, that u; = Z;Zl(ij ¢;X;) is the error vector

at the t* step. Controlling it will be a main focus in our error analysis. An interesting way
of thinking about (2) is by imagining the analog, or unquantized, walk as a drunken walker
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and the quantized walk is a concerned friend chasing after them. The drunken walker can
stumble with step sizes w; along an avenue in the direction X; but the friend can only move
in steps whose lengths are encoded in the alphabet A.

In the subsequent hidden layers, we follow a slightly modified version of (2). Letting

Y := dU-D(X), Y := &~D(X) € R™*Ne| we quantize neurons in layer ¢ by

u()::OERm,

¢t 1 = argmin ||ut_1 + w Yy — p}N/tH%v (3)
pE{—LOyl}

Up 1= U1+ weYy — ¢ Y.

We say the vector ¢ € R™V¢ is the quantization of w. In this work, we will provide a theoretical
analysis for the behavior of (2) and leave analysis of (3) for future work. To that end, we
re-emphasize the critical role played by the state variable u; defined in (2). Indeed, we have
the identity || Xw — Xq|l2 = ||un,|l2. That is, the two neurons w, ¢ act approximately the
same on the batch of data X only provided the state variable ||un,l|2 is well-controlled.
Given bounded input {(w;, X¢)}+, systems which admit uniform upper bounds on ||u||2 will
be referred to as stable. When the X; are random, and in our theoretical considerations
they will be, we remark that this is a much stronger statement than proving convergence to
a limiting distribution which is common, for example, in the Markov chain literature. For a
broad survey of such Markov chain techniques, one may consult Meyn and Tweedie (2012).
The natural question remains: is the system (2) stable? Before we dive into the machinery
of this dynamical system, we would like to remark that there is a concise form solution for
qt- Denote the greedy ternary quantizer by Q : R — {—1,0,1} with

Q(z) = argmin |z — p|.
pe{_]'vO?l}

Then we have the following.
Lemma 1 In the context of (2), we have for any Xy # 0 that

T
Xi up—1

0=+ gt ) @

Proof This follows simply by completing a square. Provided X; # 0, we have by the
definition of ¢,

. . X i
qr = argmin |ju;—1 + (wy — P)XtH% = argmin (w; —p)2 + 2(wy —P)titg
pe{—1,0,1} pe{—1,0,1} HXt—le
2 2
. XtTUt—l XtTUt—l
= argmin ((wt Pt ——s) | .
pe{~1,0,1} 1 X113 1 X113

Because the former term is always non-negative, it must be the case that the minimizer is
XtTut,1 )
0 (we + Yxizt)- "
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Any analysis of the stability of (2) must necessarily take into account how the vectors
X, are distributed. Indeed, one can easily cook up examples which give rise to sequences of
uy which diverge rapidly. For the sake of illustration consider restricting our attention to
the case when || X¢||2 = 1 for all t. The triangle inequality gives us the crude upper bound

No

IX(w =)l <D lwe = al| Xell2 = [[w = alh.
t=1

Choosing ¢ to minimize ||w —gq||1, or any p-norm for that matter, simply reduces back to the
MSQ quantizer where the weights within w are quantized independently of one another,
namely ¢ = Q(wy). It turns out that one can effectively attain this upper bound by
adversarially choosing X; to be orthogonal to u;—; for all ¢. Indeed, in that setting we have
exactly the MSQ quantizer

g = Q (we + X?Utfl) = Q(wy),
up = w1 + (wr — q) Xy

Consequentially, by repeatedly appealing to orthogonality,
¢
uell3 = lue—1 + (we = a) Xell3 = w13 + (we = )| XI5 = Y (w; — ;)%
j=1

Thus, for generic vectors w, and adversarially chosen Xy, the error |lug|2 scales like /7.
Importantly, this adversarial construction requires knowledge of u;_1 at “time” ¢, in order
to construct an orthogonal X;. In that sense, this extreme case is rather contrived. In
an opposite (but also contrived) extreme case, all of the X; are equal, and therefore X, is
parallel to u;z—; for all ¢, the dynamical system reduces to a first order greedy A quantizer

t—1
¢ =0 (w+X 1) =Q | w+ Y wi—q|,
=1

up = up—1 + (wy — q1) Xy (5)

Here, when w; € [—1,1], one can show by induction that ||u|2 < 1/2 for all ¢, a dramatic
contrast with the previous scenario. For more details on XA quantization, see for example
Inose et al. (1962); Daubechies and DeVore (2003).

Recall that in the present context the signal we wish to approximate is not the neuron
w itself, but rather Xw. The goal therefore is not to minimize the error ||w —¢l|2 but rather
to minimize || X (w — q)||2, which by construction is the same as ||un,||2. Algebraically that
means carefully selecting ¢ so that w — ¢ is in or very close to the kernel, or null-space,
of the data matrix X. This immediately suggests how overparameterization may lead to
better quantization. Given m data samples stored as rows in X € R™*No_having Ny > m
or alternatively having dim(Span{z1,...,z,}) < Ny ensures that the kernel of X is large,
and one may attempt to design ¢ so that the vector w — ¢ lies as close as possible to the
kernel of X.
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5. Main Results

We are now ready to state our main result which shows that (2) is stable when the input
data X are Gaussian. The proofs of the following theorems are deferred to Section 9, as
the proofs are quite long and require many supporting lemmata.

Theorem 2 Suppose X € R™* N0 has independent columns Xy ~ N(0,0%Lnxm), w € RN
is independent of X and satisfies wy € [—1,1] and dist(w, {—1,0,1}) > € for all t. Then,
with probability at least 1 — C exp(—cmlog(Ny)) on the draw of the data X, if q is selected
according to (2) we have that

[ Xw — Xqllz _ v/mlog(No) (©)
[Xwlz  ~ Jwllz
where C,c > 0 are constants that depend on € in a manner that is made explicit in the
statement of Theorem 14.

Proof Without loss of generality, we’ll assume o = 1/4/m since this factor appears in
both numerator and denominator of (6). Theorem 14 guarantees with probability at least
1 — Ce=om1oeNo) that |lun,|lo = | Xw — Xqll2 < v/mlog(Ny). Using Lemma 8, we have
| Xwl||2 Z ||w|l2 with probability at least 1 — 2 exp(—cpormm). Combining these two results
gives us the desired statement. |

For generic vectors w we have ||w|2 o< v/Np, so in this case Theorem 2 tells us that up to
logarithmic factors the relative error decays like /m/Ny. As it stands, this result suggests
that it is sufficient to have Ny > m to obtain a small relative error. In Section 9, we address
the case where the feature data X; lay in a d-dimensional subspace to get a bound in terms
of d rather than m. In other words, this suggests that the relative training error depends
not on the number of training samples m but on the intrinsic dimension of the features d.
See Lemma 16 for details.

Our next result shows that the quantization error is well-controlled in the span of the
training data so that the quantized weights generalize to new data.

Theorem 3 Define X, w and q as in the statement of Theorem 2 and further suppose that
No > m. Let X = UXV7T be the singular value decomposition of X, and let z = Vg where
g~ N(0,0%Lxm) is drawn independently of X, w. In other words, suppose z is a Gaussian
random variable drawn from the span of the training data x;. Then with probability at least
1 — Ce=cmloalNo) _ 3 exp(—c"m) we have

om

|ZT(w -9 < <M> amlog(No). (7)

Proof To begin, notice that the error bound in Theorem 14 easily extends to the set
XT(BNo) .= {ye RN .y = Yoty aiw, |lalli < 1} with a simple yet pessimistic argument.
With probability at least 1 — Ce=c™18(No) for any y € X T(B{V ) one has

" (w =)l =Y aw] (w—q)| <D laillz] (w—q)|
=1 =1
< lailomlog(No) < omlog(Ny). (8)
=1
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Now for z as defined in the statement of this theorem define p := a*z, where

o ;=argmax «
a>0

subject to az € XT(B).
If it were the case that a* > 0 then we could use (8) to get the bound

1 omlog(Nop)
T (w— ) = " X(w— )]s 5 7720,

¥
So, it behooves us to find a strictly positive lower bound on a*. By the assumption that
z = Vg, there exists h € R™ so that XTh = z. Since Ny > m, X' is injective almost
surely and therefore h is unique. Setting v := ||h||'h, observe that X”v = ||h||'2 and
S v = 1. Tt follows that o > ||h]|!. To lower bound ||h|; ", note

Il 2l = IXTolls > min [XTylls > ( i IIXTnH2> min [lyll
lylli=1 Imll2=1 lyll1=1

o(v/No — v/m)

> _ - _

2 o(v/No = vm) min [yl N
The penultimate inequality in the above equation follows directly from well-known bounds
on the singular values of isotropic subgaussian matrices that hold with probability at least
1 —2exp(—c'm) (see Vershynin 2018). To make the argument explicit, note that X7 = oG,
where G € RNoX™ ig a matrix whose rows are independent and identically distributed
gaussians with E[gigiT | = Lnxm and are thus isotropic. Using Lemma 8 we have with
probability at least 1 — exp(—cpormm/4) that ||z]|2 = ||[Vgll2 = ||gll2 < 02v/m. Substituting
in (9), we have

(9)

It z Z o= vm)
1 ~ O'Zm °
Therefore, putting it all together, we have with probability at least 1 — Ce—cmlog(No) _
3exp(—c’m)

|27 (w —q)| < ((M) omlog(Ny).

Remark 4 In the special case when o, = o+/No/m, i.e. when E[||z||3|V] = E|z:]|3 = 0®No
and Ng > m, the bound in Theorem 3 reduces to

ov/ Nom

o(VNo — v/im)

Furthermore, when the row data are normalized in expectation, or when o2 = Ny L this
m?3/2 log(No)
VNo

omlog(Nog) < om®/?log(Ny).

bound becomes

11
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Remark 5 Under the low-dimensional assumptions in Lemma 16, the bound (7) and the
discussion in Remark 4 apply when m is replaced with d.

Remark 6 The context of Theorem 8 considers the setting when the data are overparam-
eterized, and there are fewer training data points used than the number of parameters. It
is natural to wonder if better generalization bounds could be established if many training
points were used to learn the quantization. In the extreme setting where m > Ny, one could
use a covering or e-net like argument. Specifically, if a new sample z were € close to a
training evample x, then |(z — z)Tw| < ||z — z|||w|| < ev/No. Such an argument could be
done easily when the number of training points is large enough that it leads to a small €.
On the other hand, the curse of dimensionality stipulates that for this argument to work it
would require an exponential number of training points, e.g., of order (%)d if the training
data were in a d-dimensional subspace and did not exhibit any further structure. We choose
to focus on the overparametrized setting instead, but think that investigating the “interme-
diate” setting, where one has more training data coming from a structured d-dimensional
set than parameters, is an interesting avenue for future work.

Our technique for showing the stability of (2), i.e., the boundedness of || X (w — q)||2,
relies on tools from drift analysis. Our analysis is inspired by the works of Pemantle and
Rosenthal (1999) and Hajek (1982). Given a real valued stochastic process {Y;}ien, those
authors give conditions on the increments AY; := Y;—Y;_1 to uniformly bound the moments,
or moment generating function, of the iterates Y;. These bounds can then be transformed
into a bound in probability on an individual iterate Y; using Markov’s inequality. Recall
that we’re interested in bounding the state variable u; induced by the system (2) which
quantizes the first layer of a neural network. In situations like ours it is natural to analyze
the increments of u; since the innovations (w¢, X;) are jointly independent. To invoke
the results of Pemantle and Rosenthal (1999); Hajek (1982) we’ll consider the associated
stochastic process {[|ut]|3}e[n,]- Beyond the fact that our intent is to control the norm of
the state variable, it turns out that stability analyses of vector valued stochastic processes
typically involve passing the process through a real-valued and oftentimes quadratic function
known as a Lyapunov function. There is a wide variety of stability theorems which require
demonstrating certain properties of the image of a stochastic process under a Lyapunov
function. For example, Lyapunov functions play a critical role in analyzing Markov chains
as detailed in Menshikov et al. (2016). However, there are a few details which preclude
us from using one of these well-known stability results for the process {||u||3}eqny). First,
even though the innovations (wy, X;) are jointly independent the increments

Alluel|3 = (we — q0) | Xel|3 + 2(we — q0)(Xp, 1) (10)

have a dependency structure encoded by the bit sequence ¢q. In addition to this, the bigger
challenge in the analysis of (2) is the discontinuity inherent in the definition of ¢;. Addressing
this discontinuity in the analysis requires carefully handling the increments on the events
where ¢, is fixed.

Based on our prior discussion, towards the end of Section 4, it would seem that for
generic data sets the stability of (2) lies somewhere in between the behavior of MSQ and
YA quantizers, and that behavior crucially depends on the “dither” terms X/ u; 1. For the
sake of analysis then, we will henceforth make the following assumptions.

12
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Assumption 1 The sequence (we, Xy): defined on the probability space (0, F,P) is adapted
to the filtration Fy. Further, all X; and wy are jointly independent.

Assumption 2 |[W©®)| o = sup, |VVZ(§)\ <1

Assumption 1’s stipulation that the X; are independent of the weights is a simplifying
relaxation, and our proof technique handles the case when the w; are deterministic. The
joint independence of the X; could be realized by splitting the global population of training
data into two populations where one is used to train the analog network and another to train
the quantization. In the hypotheses of Theorem 2 it is also assumed that the entries of the
weight vector w, are sufficiently separated from the characters of the alphabet {—1,0,1}.
We want to remark that this is simply an artifact of the proof. In succinct terms, the proof
strategy relies on showing that the moment generating function of the increment Alluy||3
is strictly less than 1 conditioned on the event that ||u;—1||2 is sufficiently large. In the
extreme case where the weights are already quantized to {—1,0,1}, this aforementioned
event is the empty set since the state variable u; is identically the zero function. As such,
the conditioning is ill-defined. To avoid this technicality, we assume that the neural network
we wish to quantize is not already quantized, namely dist(w¢, {—1,0,1}) > ¢ for some € > 0
and for all ¢ € [Ny]. The proof technique could easily be adapted to the case where the w;
are deterministic and this hypothesis is violated for O(1) weights with only minor changes
to the main result, but we do not include these modifications to keep the exposition as
clear as possible. Assumption 2 is quite mild, and can be realized by scaling all neurons
in a given layer by ||[W|3!. Choosing the ternary vector ¢ according to the scaled neuron
|W{|>tw, any bound of the form || X (||W| 2w — ¢)|]2 < a immediately gives the bound
| X (w— [[W]leo@)ll2 < @||W]|oo- In other words, at run time the network can use the scaled
ternary alphabet {—||W{|s, 0, ||W||oo}-

6. Numerical Simulations

We present three stylized examples which show how our proposed quantization algorithm
affects classification accuracy on three benchmark data sets. In the following tables and
figures, we’ll refer to our algorithm as Greedy Path Following Quantization, or GPFQ for
short. We look at classifying digits from the MNIST data set using a multilayer perceptron,
classifying images from the CIFARI10 data set using a convolutional neural network, and
finally looking at classifying images from the ILSVRC2012 data set, also known as ImageNet,
using the VGG16 network (Simonyan and Zisserman, 2014). We trained both networks
using Keras (Chollet et al., 2015) with the Tensorflow backend on a a 2020 MacBook Pro
with a M1 chip and 16GB of RAM. Note that for the first two experiments our aim here is
not to match state of the art results in training the unquantized neural networks. Rather,
our goal is to demonstrate that given a trained neural network, our quantization algorithm
yvields a network that performs similarly. Below, we mention our design choices for the
sake of completeness, and to demonstrate that our quantization algorithm does not require
any special engineering beyond what is customary in neural network architectures. We
have made our code available on GitHub at https://github.com/elybrand/quantized_
neural_networks.
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Our implementations for these simulations differ from the presentation of the theory
in a few ways. First, we do not restrict ourselves to the particular ternary alphabet of
{=1,0,1}. In practice, it is much more useful to replace this with the equispaced alphabet
A=ax{-1+ % :j€{0,1,...,M — 1}} C [, ], where M is fixed in advance and
a is chosen by cross-validation. Of course, this includes the ternary alphabet {—a, 0, a} as
a special case. The intuition behind choosing the alphabet’s radius « is to better capture
the dynamic range of the true weights. For this reason we choose for every layer oy =
C’amedian({|Wi(§)|}iyj) where the constant C,, is fixed for all layers and is chosen by cross-
validation. Thus, the cost associated with allowing general alphabets A is storing a floating
point number for each layer (i.e., o) and Ny x Nyyq bit strings of length logy(2M + 1) per
layer as compared to Ny x Nyy1 floats per layer in the unquantized setting.

6.1 Multilayer Perceptron with MNIST

We trained a multilayer perceptron to classify MNIST digits (28 x 28 images) with two
hidden layers. The first layer has 500 neurons, the second has 300 neurons, and the output
layer has 10 neurons. We also used batch normalization layers (Ioffe and Szegedy, 2015)
after each hidden layer and chose the ReLLU activation function for all layers except the last
where we used softmax. We trained the unquantized network on the full training set of
60,000 digits without any preprocessing. 20% of the training data was used as validation
during training. We then tested on the remaining 10,000 images not used in the training
set. We used categorical cross entropy as our loss function during training and the Adam
optimizer—see Kingma and Ba (2014)—for 100 epochs with a minibatch size of 128. After
training the unquantized model we used 25,000 samples from the training set to train the
quantization. We used the same data to quantize each layer rather than splitting the data for
each layer. For this experiment we restricted the alphabet to be ternary and cross-validated
over the alphabet scalar C,, € {1,2,...,10}. The results for each choice of C,, are displayed
in Figure la. As a benchmark we compared against a network quantized using MSQ, so
each weight was quantized to the element of A that is closest to it. As we see in Figure 1la,
the MSQ quantized network exhibits a high variability in its performance as a function of
the alphabet scalar, whereas the GPF(Q quantized network exhibits more stable behavior.
Indeed, for a number of consecutive choices of C,, the performance of the GPFQ quantized
network was close to its unquantized counterpart. To illustrate how accuracy was affected
as subsequent layers were quantized, we ran the following experiment. First, we chose the
best alphabet scalar C,, for each of the MSQ and GPFQ quantized networks separately. We
then measured the test accuracy as each subsequent layer of the network was quantized,
leaving the later ones unchanged. The median time it took to quantize a network was 288
seconds, or about 5 minutes. The results for MSQ and GPFQ are shown in Figure 1b.
Figure 1b demonstrates that GPFQ is able to “error correct” in the sense that quantizing
a later layer can correct for errors introduced when quantizing previous ones. We also
remark that in this setting we replace 32 bit floating point weights with log,(3) bit weights.
Consequentially, we have compressed the network by a factor of approximately 20, and yet
the drop in test accuracy for GPFQ was minimal. Further, this quick calculation assumes we
use logy(3) bits to represent those weights which are quantized to zero. However, there are
other important consequences for setting weights to zero. From a hardware perspective, the

14



A GREEDY ALGORITHM FOR QUANTIZING NEURAL NETWORKS

benefit is that forward propagation requires less energy due to there being fewer connections
between layers. From a software perspective, multiplication by zero is an incredibly stable
operation.

6.2 Convolutional Neural Network with CIFAR10

Even though our theory was phrased in the language of multilayer perceptrons it is easy
to rephrase it using the vocabulary of convolutional neural networks. Here, neurons are
kernels and the data are patches from the full images or their feature data in the hidden
layers. These patches have the same dimensions as the kernel. Matrix convolution is defined
in terms of Hilbert-Schmidt inner products between the kernel and these image patches.
In other words, if we were to vectorize both the kernel and the image patches then we
could take the usual inner product on vectors and reduce back to the case of a multilayer
perceptron. This is exactly what we do in the quantization algorithm. Since every channel
of the feature data has its own kernel we quantize each channel’s kernel independently.

MNIST Test Accuracy vs. Alphabet Scalar MNIST Test Accuracy vs. Layers Quantized

0.98

0.97

o
©
o

Test Accuracy
o
e S
Test Accuracy

o
©
vl

02 0.94

0.1 =@= GPFQ =0~ GPFQ
MsQ MsQ
==+ Analog ==+ Analog
1 2 3 4 5 6 7 8 9 10 1 3 5
Alphabet Scalar Layer Index

0.0

(a) (b)

Figure 1: Comparison of GPFQ and MS(Q quantized network performance on MNIST using
a ternary alphabet. Figure la illustrates how the top-1 accuracy on the test set
behaves for various alphabet scalars C,. Figure 1b demonstrates how the two
quantized networks behave as each fully connected layer is successively quantized
using the best alphabet scalar C, for each network. We only plot the layer indices
for fully connected layers as these are the only layers we quantize.

We trained a convolutional neural network to classify images from the CIFAR10 data
set with the following architecture

2x3203 - MP2 — 2 x64C3 — MP2 — 2 x 128C3 — 128FC — 10FC.
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Here, 2 x N C3 denotes two convolutional layers with NV kernels of size 3 x 3, MP2 denotes
a max pooling layer with kernels of size 2 x 2, and nF'C denotes a fully connected layer with
n neurons. Not listed in the above schematic are batch normalization layers which we place
before every convolutional and fully connected layer except the first. During training we
also use dropout layers after the max pooling layers and before the final output layer. We
use the ReLLU function for every layer’s activation function except the last layer where we
use softmax. We preprocess the data by dividing the pixel values by 255 which normalizes
them in the range [0,1]. We augment the data set with width and height shifts as well as
horizontal flips for each image. Finally, we train the network to minimize categorical cross
entropy using stochastic gradient descent with a learning rate of 10~%, momentum of 0.9,
and a minibatch size of 64 for 400 epochs. For more information on dropout layers and
pooling layers see, for example, Hinton et al. (2012) and Weng et al. (1992), respectively.

We trained the unquantized network on the full set of 50,000 training images. For
training the quantization we only used the first 5,000 images from the training set. As
we did with the multilayer perceptron on MNIST, we cross-validated the alphabet scalars
C,, over the range {2,3,4,5,6} and chose the best scalar for the benchmark MSQ network
and the best GPFQ quantized network separately. Additionally, we cross-validated over
the number of elements in the quantization alphabet, ranging over the set M € {3,4,8,16}
which corresponds to the set of bit budgets {logs(3),2,3,4}. The median time it took to
quantize the network using GPFQ was 1830 seconds, or about 30 minutes. The results of
these experiments are shown in Table 1. In particular, the table shows that the performance
of GPFQ degrades gracefully as the bit budget decreases, while the performance of MSQ
drops dramatically. In this experiment, the best bit budget for both MSQ and GPFQ
networks was 4 bits, or 16 characters in the alphabet. We plot the test accuracies for the
best MSQ and the best GPFQ quantized network as each layer is quantized in Figure 2a.
Both networks suffer from a drop in test accuracy after quantizing the second layer, but
(like in the first experiment) GPFQ recovers from this dip in subsequent layers while MSQ
does not. Finally, to illustrate the difference between the two sets of quantized weights in
this layer we histogram the weights in Figure 2b.

6.3 VGG16 on Imagenet Data

The previous experiments were restricted to settings where there are only 10 categories
of images. To illustrate that our quantization scheme and our theory work well on more
complex data sets we considered quantizing the weights of VGG16 (Simonyan and Zis-
serman, 2014) for the purpose of classifying images from the ILSVRC2012 validation set
(Russakovsky et al., 2015). This data set contains 50,000 images with 1,000 categories.
Since 90% of all weights in VGG16 are in the fully connected layers, we took a similar route
as Gong et al. (2014) and only considered quantizing the weights in the fully connected
layers. We preprocessed the images in the manner that the ImageNet guidelines specify.
First, we resize the smallest edge of the image to 256 pixels by using bicubic interpolation
over 4 x 4 pixel neighborhoods, and resizing the larger edge of the image to maintain the
original image’s aspect ratio. Next, all pixels outside the central 224 x 224 pixels are cropped
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CIFARI10 Top-1 Test Accuracy

Bits Co Analog GPFQ MSQ
2 0.8922 0.7487 0.1347
3 0.8922 0.7350 0.1464
log,(3) 4 0.8922 0.6919 0.0991
5 0.8922 0.5627 0.1000
6 0.8922 0.3515 0.1000
2 0.8922 0.7522 0.2209
3 0.8922 0.8036 0.2800
2 4 0.8922 0.7489 0.1742
5 0.8922 0.6748 0.1835
6 0.8922 0.5365 0.1390
2 0.8922 0.7942 0.4173
3 0.8922 0.8670 0.3754
3 4 0.8922 0.8710 0.5014
5 0.8922 0.8567 0.5652
6 0.8922 0.8600 0.5360
2 0.8922 0.8124 0.4525
3 0.8922 0.8778 0.7776
4 4 0.8922 0.8879 0.8443
5 0.8922 0.8888 0.8291
6 0.8922 0.8810 0.7831

Table 1: This table documents the test accuracies for the analog and quantized neural
networks on CIFAR10 data for the various choices of alphabet scalars C, and bit
budgets.
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CIFAR10 Test Accuracy vs Layers Quantized Histogram of Layer 2 Weights
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Figure 2: Figure 2a shows how the top-1 test accuracy degrades as we quantize layers
successively and leave remaining layers unquantized for the best MSQ and the
best GPFQ quantized networks according to the results in Table 1. We only plot
the layer indices for fully connected and convolutional layers as these are the only
layers we quantize. Figure 2b is a histogram of the quantized weights for the
MSQ and GPFQ quantized networks at the second convolutional layer.

out. The image is then saved with red, green, blue (RGB) channel order!. Finally, these
processed images are further preprocessed by the function specified for VGG16 in the Keras
preprocessing module. For this experiment we restrict the GPFQ quantizer to the alphabet
{=1,0,1}. We cross-validate over the alphabet scalar C, € {2,3,4,5}. 1500 images were
randomly chosen to learn the quantization. To assess the quality of the quantized network
we used 20000 randomly chosen images disjoint from the set of images used to perform the
quantization and measured the top-1 and top-5 accuracy for the original VGG16 model,
GPFQ, and MSQ networks. The median time it took to quantize VGG16 using GPFQ was
15391 seconds, or about 5 hours. The results from this experiment can be found in Table
2. Remarkably, the best GPFQ network is able to get within 0.65% and 0.42% of the top-1
and top-5 accuracy of the analog model, respectively. In contrast, the best MSQ model
can do is get within 1.24% and 0.56% of the top-1 and top-5 accuracy of the analog model,
respectively. Importantly, as we saw in the previous two experiments, here again we observe
a notable instability of test accuracy with respect to C,, for the MSQ model whereas for the
GPFQ model the test accuracy is more well-controlled. Moreover, just as in the CIFAR10
experiment, we see in these experiments that GPFQ networks uniformly outperform MSQ
networks across quantization hyperparameter choices in both top-1 and top-5 test accuracy.

1. We would like to thank Caleb Robinson for outlining this procedure in his GitHub repo found at https:
//github.com/calebrob6/imagenet_validation.
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ILSVRC2012 Test Accuracy

Cq Analog Analog GPFQ GPFQ MSQ Top- | MSQ Top-
Top-1 Top-5 Top-1 Top-5 1 )

2 0.7073 0.8977 0.6901 0.8892 0.68755 0.88785

3 0.7073 0.8977 0.70075 0.8935 0.69485 0.8921

4 0.7073 0.8977 0.69295 0.89095 0.66795 0.8713

5 0.7073 0.8977 0.68335 0.88535 0.53855 0.77005

Table 2: This table documents the test accuracy across 20000 images for the analog and
quantized VGG16 networks on ILSVRC2012 data for the various choices of alpha-
bet scalars C,, using the alphabet {—1,0,1} and 1500 training images to learn the
quantized weights.

7. Future Work

Despite all of the analysis that has gone into proving stability of quantizing the first layer
of a neural network using the dynamical system (2) and isotropic Gaussian data, there
are still many interesting and unanswered questions about the performance of this quan-
tization algorithm. The above experiments suggest that our theory can be generalized to
account for non-Gaussian feature data which may have hidden dependencies between them.
Beyond the subspace model we consider in Lemma 16, it would be interesting to extend
the results to apply in the case of a manifold structure, or clustered feature data, whose
intrinsic complexities can be used to improve the upper bounds in Theorem 2 and Theorem
3. Furthermore, it would be desirable to extend the analysis to address quantizing all of the
hidden layers. As we showed in the experiments, our set-up naturally extends to the case of
quantizing convolutional layers. Another extension of this work might consider modifying
our quantization algorithm to account for other network models like recurrent networks.
Finally, we observed in Theorem 2 that the relative training error for learning the quantiza-
tion decays like log(Ng)+y/m/Ny. We also observed in the discussion at the end of Section 4
that when all of the feature data X; were the same our quantization algorithm reduced to a
first order greedy XA quantizer. Higher order ¥ A quantizers in the context of oversampled
finite frame coefficients and bandlimited functions are known to have quantization error
which decays polynomially in terms of the oversampling rate. One wonders if there exist
extensions of our algorithm, perhaps with a modest increase in computational complexity,
that achieve faster rates of decay for the relative quantization error. We leave all of these
questions for future work.

8. Proofs: Supporting Lemmata

This section presents supporting lemmata that characterize the geometry of the dynamical
system (2), as well as standard results from high dimensional probability which we will use
in the proof of the main technical result, Theorem 14, which appears in Section 9. Outside
of the high dimensional probability results, the results of Lemmas 9, 11 and 12 consider the
behavior of the dynamical system under arbitrarily distributed data.
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Lemma 7 Vershynin (2018) Let g ~ N(0,02) . Then for any o > 0

P(g>a) < — e a7

e
o/ 2T

Lemma 8 Vershynin (2018) Let g ~ N (0, In,xm) be an m-dimensional standard Gaussian
vector. Then there exists some universal constant cpommn > 0 so that for any o > 0

P (‘HQHQ - m‘ > a) < 2€*Cnormoz2.

Lemma 9 Suppose that |w| < 1/2. Then

1 1
X,eR":qu =1V =B —uy—1, ———||us—
{Xi ai } (1—2tht 171_2thut 1H2>7
c= B(U—1, |T—1]|2),
-1 1
X, eR":q4=—-1'=B 1, _ ,
{ t qt } <1+2tht 1 1+2thUt 1”2)

L= B(/&/t—la Hat—l‘b)

Proof When ¢; =1, (4) implies that

el 1
o > o —wyp = (1—2w) || X3 — 2XT wr <0. (11)
[1Xe[I3 2
Since |w| < 1/2, 1 —2w; > 0. After dividing both sides of (11) by this factor, and recalling
that ;1 := (1 — 2w;) " *uy_1, we may complete the square to get the equivalent inequality

1 X — g1l < ||e—1]|3.

An analogous argument shows the claim for the level set {X; : ¢ = —1}. |

Remark 10 When w > % or w < —%, the algebra in the proof tells us that the set of
X/s for gt =1 (resp. q = —1) is actually the complement of B (ts—1, ||Gt—1]2), (resp. the
complement of B (l—_1, ||t—1]|2) ). For the special case when w; = +1/2 these level sets are
half-spaces.

Lemma 11 Suppose 0 < wy < 1, and X; a random vector in R™ \ {0}. Then

2 X up—
Px, | (we — q)° + 2(wy — Qt)W > a‘]—"t_l
2

a—(wi+1)2  a—(wi—1)>2 2
Hy 2(w:+1) ; 2(wtt71) ) Q< —wp — wi

— a—w? a—(wi—1)2
HFy \ 2w, » “2(wi—1)

2
0 o> wg — Wy

—wy —wi < a < wp — w?

XtTut,1
IXell3

where p, is the probability measure over R induced by the random variable y :=
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Figure 3: Visualizations of the level sets when u;—1 = 3e, ¢t = 1 (blue), ¢, = —1 (orange),

and ¢; = 0 (green) when w; = 0.2 (left) and w; = 0.8 (right). These are the
regions that must be integrated over when calculating the moment generating
function of the increment A||u||3.

Proof Let Aj denote the event that ¢ = b for b € {—1,0,1}. Then by the law of total
probability

P ((wr = a)” + 20w — @)y > 0| Fis)

= Z P ((wt —b)? 4 2(w; — b)y > o and Ab‘]‘—t—l) .
be{-1,0,1}

Therefore, we need to look at each summand in the above sum. Well, ¢; = 0 precisely when
—1/2 —wy <y <1/2 —w;. So we have

2
— wj

P (wf + 2wy > « and Ao‘ft_1> =P (y > a and —1/2—w, <y<1/2— wt‘}}_l)

2wt
py (=1/2 —w, 1/2 —wy) @ < —wp — w?

2
=<y (azwft,l/Q—wt) —wy —w? < a<w —wk .

2
0 o> wp — wp

Next, g = 1 precisely when y > 1/2 — w;. Noting that w; — 1 < 0, we have
P ((wt — 1)2 +2(wy — 1)y > a and Al‘]:t—l)

B oz—(w,g—l)2
—IP<y< wr = 1) and y > 1/2 wt‘]—}_1>

a—(wy—1)2
:{ oy (1/2 = we, 522 0 < — w?

5
0 o> wp — wj
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Finally, ¢t = —1 precisely when y < —1/2 — w;. So we have

P <(wt + 1)2 + 2(wy + 1)y > a and A—l‘}—t—1>

a— (wy +1)2 >
=Ply> ————F——andy< -1 2—w‘]—",
<y 2(wt + 1) Yy / t t—1
_ +1)2
_ )y (%,—I/Q—wo ag—wt—wf '
0 > —wp — w}
Summing these three piecewise functions yields the result. |

Lemma 12 When —1 < wy < 0, we have

2 X{ e
IP)Xt (wt—CIt) +2(wt—qt)W >Oé‘./—"t_1
2
a—(wi+1)2  a—(wi—1)2
Hy 2(wi+1) * 2(wi—1)
= —(we+1)? a—w?
Hy aQ(SZt-H)) ) aZwu:t) Wt — wt2 <aoa< -—w— wt2 .
0 o> —wp — wtz

) a < wp — w}

Corollary 13 If | X¢||3 < B with probability 1, then Alju||3 < B/4 with probability 1.

Proof Using (2), this follows from the identity

T

Xiu -1 XTU -1
Allu3 = 1 XI5 ((wt —q)? + 2(w — Qt)HtXJP) <B ((wt —q)? + 2(w — WW :
2 2

Applying Lemma 11 (or Lemma 12) on the latter quantity with a = |w;| — w? and recog-
nizing that |w;| — w? < 1/4 when w; € [—1,1] yields the claim. [ |

9. Proofs: Core Lemmata

We start by proving our main result, Theorem 14, and its extension to the case where
feature vectors live in a low-dimensional subspace, Lemma 16. The proof of Theorem 14
relies on bounding the moment generating function of A ||u||3 ‘]:t—h which in turn requires a
number of results, referenced in the proof and presented thereafter. These lemmas carefully
deal with bounding the above moment generating function on the events where ¢; is fixed.
Given u;_1 and ¢ = b, Lemma 9 tells us the set of directions X; which result in ¢; = b and
these are the relevant events one needs to consider when bounding the moment generating
function. Lemma 17 handles the case when ¢; = 0, Lemma 18 handles the case when ¢; = 1,
and Lemma 19 handles the case when ¢, = —1.
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Theorem 14 Suppose that for t € N, the vectors X; ~ N(0,0%L,xm) are independent and
that wy € [—1,1] are i.i.d. and independent of X;, and define the event

Ag = {dist(w, {—1,0,1}) < e}.

Then there exist positive constants cnorm, Cx, and Csyp, such that with \ := m,
and p,e € (0,1) satisfying p := p + €34 P(A,) < 1, the iteration (3) satisfies
~
P (|Jug]|2 > @) < ple™* + 11_—’16%“03*0‘) + 2¢~ 18(No)(enorm Cupm—1) (12)
—p

C e3Cxa2m?2 log? (No)

Above, C > 0 is a universal constant and 3 := R

Proof The proof technique is inspired by Hajek (1982). Define the events
U = { ?up }||XjH2 < Csupovm (\/log(No) + 1)} .
je{l, .t
Using a union bound and Lemma 8, we see that Uﬁo happens with low probability since

P < sup || X¢ll2 > Csupov/m <\/log(No) + 1))

te[No]

< QNOQ_CnOTmCsQumeOg(NO) — 9~ log(No)(cnorngupm—l)

We can therefore bound the probability of interest with appropriate conditioning.
P (el 2 @) <P (Jlullf = a|Ux, ) P(UN,) + PUS,).

Looking at the first summand, for any A > 0, we have by Markov’s inequality

Un,JP(Uny)

- e—/\OéE[e/\IIUtllg HUNO]

_ o [ewuz_luaemuutn%HUNO]

P (HWH% > Q‘UN()) P(Uy,) < e E[eMul3

_ oo [E {exnumnaemnutu%ﬂUNO ‘ fH” '
We expand the conditional expectation given the filtration into a sum of two parts
E [eMu-tlir iy, ’;t_l} -E {6A||ut_1n%emuutu%RUNO 140 and HUHHEZﬁ’;t_I}
1E [e”'“t*l“ge“”“*”%JlUNOJlAE N ”ut_lnw‘ftfl] _

Towering expectations, the expectation over X; of the first summand is bounded above by
pe)‘H“tflﬂgllUt_l for all w; on the event AS using Lemmas 17, 18, and 19. Therefore, the
same bound is also true for the expectation over w;. As for the second term, we have

2 2
E |:e)‘H“t—1H2e)‘A“ut”2 IlUNO :[LAE or ||ut71||%<5‘ft_1:| =

2 2
& [exuuHHzeM”“thJlUNO11||ut_1||§<f3

Fioa] +E [MlulBAleliny, 1y, ess| Pt
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For both terms, we can use the uniform 2b0121nd on the increments as proven in Corollary
13. The first term we can bound by e*Csup? m108(No)/4cA8 < cCr/4eA8 - Ag for the second,
expecting over the draw of w; gives us

2 2 2 2 2
E eAHUt_lHQeAAHutHQlUNo 14, and ||W—1H§>5’Ft_1} = ¢ mlog(NO)/4e)\||m_1H2lUFlP(AE)

< Al P(A,).
Therefore, we have

P (JJue)l3 > o)
< e ((p 1 O Ag)) B[Nz, ]+ 6A5+CA/4) 1 2¢~ 108(No)(enorm C2ipm—1)

— e N <5E[ekllut71||%ﬂUt_J + 6)‘6“‘0)\/4) + 2¢~ 108(No) (erorm C3ypm—1)

Proceeding inductively on E[e’\”“t*”%] yields the claim. [ |

Remark 15 To simplify the bound in (12), assuming we have p,e x 1 and o 2 B
o>m?log?(Ng) we have
P (||UtH§ > a) <e M4 e%Jr/\(B*a) + 26*log(No)(cmrmcsz’uprm1)7
_ Eymlog(No) Cx _ r Camlog(Ng)
2 4 2

= e Csup + e Csup + 267 10g(N0)(Cn07”m052upm71)

)

< Ce—om log(No) )

This matches the bound on the probability of failure we give in Theorem 2.

Lemma 16 Suppose X = ZA where Z € R™*? satisfies Z'7Z = I, and A € R>No pqs
ii.d. N(0,02) entries. In other words, suppose the feature data X; are Gaussians drawn
from a d-dimensional subspace of R™. Then with the remaining hypotheses as Theorem 1/
we have with probability at least 1 — Ce~¢41°8(No) _ 3 exp(—c’d)

| Xw — Xq|l2 < odlog(Ny).

Proof We will show that running the dynamical system (2) with X; is equivalent to running
a modified version of (2) with the columns of A, denoted A;. Then we can apply the result
of Theorem 14. By definition, we have

ug: =0¢€R™,

X i
X3 ) ’

U @ = Up—1 + W Xy — @ X

Qti_Q<wt+
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In anticipation of subsequent applications of change of variables, let Z = ULV’ € R™*d
be the singular value decomposition of Z where U € R™*™ and V € R%*? are orthogonal
matrices and ¥ € R™*¢ decomposes as

~ axd
=[]

Since u; is a linear combination of Xi,...,X; for all ¢ it follows that u; is in the column
space of Z. In other words, wy = Z(Z1Z)"'Z"u; := Zn;. We may rewrite the above
dynamical system in terms of A, 7 as

up:=0¢€R™,
AtTZTZnt_1>
im0
1ZA¢ll3
A?Ut—l)
prd w +
Q( AN

Ing =21 +wiZAy — A
= =1+ wedy — @Ay

So, in other words, we’ve reduced to running (2) but now with the state variables 7;_; € R?
in place of u;—1 and with A; in place of X;. Applying the result of Theorem 14 yields the
claim. |

Lemma 17 Let X; ~ N(0,0%,xm) and dist(w, {—1,0,1}) > €. Define the event
U = {1Xill2 < Coupor/mlog(No) }

and set A\ := #ﬁogu\h))’ where Cy € (0, “ezm) is some constant and Cporm 05 as in

sup
CeCxa2mlog(No)

Lemma 8. Then there exists a universal constant C' > 0 so that with B := eo

E [eAA”"t“%ﬂqt=0]lU]l||ut,1||225‘ft—l] < p.

Proof Recall Allu|3 = [|uel|3 — Jue—1l13 = (w — @) || X3 + 2(wi — q¢) (X, ug—1). Let us
first consider the case when |w;| < % We will further assume that w; > 0, since there is
the symmetry between ;1 and 4;—1 under the mapping w; — —w;. Before embarking on
our calculus journey, let us make some key remarks. First, on the event U, we can bound
the increment above by Allu3 < (w; — ¢)?C2,0*mlog(No) + 2(w; — )Xy, ue—1). So,
it behooves us to find an upper bound for E [eQAwt(Xf’“t—ﬂILUIth:()]lHutfl||225|]:t,1]. Since
the exponential function is non-negative, we can always upper bound this expectation by
removing the indicator on U. In other words,

B [Py Ly, 2] Foo ]| S B [ gy 2l Fea ] (1)
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10

-10 . .
-10 -5 0 5 10

Figure 4: Plotted above is a figure depicting the various regions of integration involved in
the derivation of the upper bound for Lemma 17 for the particular case when
wy = 0.3 and u; = 3e;. Moving from left to right, the region in red corresponds
to equation (14), the region in yellow to region R as in equation (20), the region
in green to region S as in equation (26), and the region in blue to region T" as in
equation (23).
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Since we're indicating on an event where ||u;—1|j2 > 5, we will need to handle the events
where (X¢,us—1) > 0 with some care, since without an a priori upper bound on |lu;_||
the moment generating function restricted to this event could explode. Therefore, we’ll
divide the region of integration into 4 pieces which are depicted in Figure 4. Because of the
abundance of notation in the following arguments, we will denote 1 := 1), ,|,>g-

Let’s handle the easier event first, namely where (X;, u;—1) < 0. Here, we have

E |:€2A<Xt’ut71>]-BHQt:01<Xt7ut71><0‘Ft_1:| =

(2r0%) /21, / 2wl 1) g 213 gy (14)

B(t—1, /|11 CN{(2,ue—1)<0}

By rotational invariance, we may assume without loss of generality that w;,—1 = ||us—1]|2€1,
where e; € R™ is the first standard basis vector. In that case, the constraint (X, us—1) <0
is equivalent to X;; < 0, where X; is the first component of X;. Using Lemma 9, it
follows that the set of X; for which ¢ = 0 and X;; < 0 is simply {z € R™ : z; <
0}NB (—||tig—1]|2€1, || tt—1 HQ)C, where the negative sign here comes from the fact that 4; 1 =
—(1 + 2w;)ug—1. That means we can rewrite (14) as

12 —

21 =1 2
(2m0%) /21,5 / B = 3= DU
B(—|[at—1llzex,[lte—1]))¢ N{z1<0}

Perhaps surprisingly, we can afford to use the crude upper bound on this integral by simply
removing the constraint that x € B(—||d;_1||2e1, ||[@s—_1])C. Tterating the univariate integrals
then gives us

2

& =1 2

(271_0,2)771/2]16/ ezAthUt—lHl’l 202 @202 2j>2 7] dx
B(=lltt—1ll2e,[ld—1[)C N{z1<0}

0
< (2%02)71/215 /

—00

0
= (2m0?) Y21, /

2
. _m-1 =15 2
ePwelue—tllzi—o0y da:l/ (27r02) 7 0302 29227 dxo . ..dzy,
Rm—1

2 oo 22
2\ " - —2X [ p——
ePwellueller=52y o) — (2mo?) 1/2115/ e~ Pwelluealler =57y g

—00 0
(15)
We complete the square and use a change of variables to reformulate (15) as
(27ro_2)—1/2166202)\210?”%,1||§ /oo 6720%(361+202)\wt”ut—1”2)2 dzy
0
o) 22
— (271_0_2)—1/2]15620-2/\211)?ut—ll%/ e_ﬁ d$1. (16)
202wt ||ut—1]|2

Since the lower limit of integration is positive and large when ||us—1||2 is, we can use a tail
bound as in Lemma 7 to upper bound (16) by

lgo < 1go B IlgCgupam log(Np)

< = , 17
20 g uer[avr = el Cocllull a7)

27



LYBRAND AND SAAB

where the first inequality follows from |w;| > ¢ and the equality follows from

A= TP miog(No)-

Now we handle the moment generating function on the event that (X, u;—1) > 0. Again,
using rotational invariance to assume u;—1 = ||u¢—1l[2€1, we have by Lemma 9 that the event
to integrate over is {x € R™ : 21 > 0} N B (||ti—1||2¢€1, ||@e—1]]2)¢. Notice that iterating the

integrals gives us

E 62)\<Xt,m—1> lﬁlqt:O]l(Xt,ut—ﬁZO ‘]:tfl]

__1_ 2
:(27_‘_0_2)—771/2]1,8/ 62)\wt||ut,1||:c1 262\\z||2 de
B(tt—1,[|@e—1]))¢N{z1>0}

o 12 m— m
— (27702)_1/216/ ePwellue—tller—57 /(271'02)_21@;2 Yo dzy . ..drpdxy, (18)
0

B(0. /@l h7) "

with the notation (2)* = max{z, 0} for z € R. Consequentially, we can rephrase (18) into a
more probabilistic statement. Below, let v; ~ N(0,1) denote i.i.d. standard normal random
variables. Then (18) is equal to

00 22 m—1
(27[‘02)_1/2]1/3/ €2>\wt”ut71Hxl_20712P 02 Z ’7J2‘ > 21’1”’&{/71”2 — ZL‘% diL’l. (19)
0 ;
j=1

The probability appearing in (19) will decay exponentially provided 2x1||@;—1]]2 — 27 is
sufficiently large. To that end, we will divide up this half-space into the following regQions.
Let Cy > 16 be a constant and define the sets R := {x € R™ : 0 < z; < Coo™m.

la:—1ll2 4>
S:={reR": ”%(iim <z < ||W-1ll2}, and T := {z € R™ : ||@4_1]]2 < z1}. Figure 4
gives a visual depiction of this decomposition. Then we have

B(ag—1,|lae-1[)¢NR

+ (2mo?) 21, [ ePedetln gl g,
B(tt—1,||at-1])¢NS

+ (2m0%) 21, [ Pl leld g,

B(ti—1, ||t ])°NT

For the integral over R, we will use the naive upper bound
m—1
P | o? Z 7]2» > 2x |12 — 23 | < 1.
=1
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This gives us

__1 2
(2702) ™21 / e2willualler =5ty l2ll3 g
B(tt—1,|lat—1])°NR

Coa2m

_ lag—1ll2 _ 1 .2
< (27r02) 1/215/ ‘ ePwillu—llzr =5y vy dx1
0

Coazm 2
- =2 wio?||lue—1]2
_ 2 2.2 2 llag—1ll2 _ 1 .2
= (27‘(‘0‘2) 1/2]]‘562>\ a wtut—1||2/ e 202$1 d$1 (20)

=22 wio?||up—1]|2

3CoC2,,02mlog(No) > Co|1—2w|

The upper limit of integration is negative since |Juz_1|3 > IO > o
Under this assumption, we can upper bound the integral with a Riemann sum. As the
maximum of the integrand occurs at the upper limit of integration, we bound (20) with

;12 (0(2)047112 740004mkthut,1||2 )
202 \ |lag_1 | llae—1ll2 2
e 2 Coo"m
(2ro?) 121, ~ d (21)
1|2
- llut—1ll2 _ ; — C
Recognizing that Tl = |1 — 2w;| < 3 and recalling that A = WM we can
further upper bound by
) 6CoCy
156200)‘0 mwt|1—2wt|000.m 163006052@ 10£(N0) gy (22)
| t—1|]2v2m N l|ur—1]]2
As was the case for R, we can use the bound P (02 Z;n:_ll 7]2- > 2x1||Us—1]]2 — x%) <1 over
T too. Completing the square in the exponent as we usually do gives us

(2m0%) 1 / hlluellen =gz llell gy
B, l[a1))CNT
0o _ 22
< (27m2)1/211ﬁe”2w?02“t—1%/ e da. (23)

lde—1ll2—2 wio?||ug—1|2

; 1 1
Since A < gz < 202wy | 1—2wy]

Gaussian tail bound as in Lemma 7 to bound (23) by

the lower limit of integration is positive, so we can use a

1o o302 (lae-1l3—2rwio? [ue—1l2]1di-1]2)
V27 ([[Gg—1ll2 — 2Awio?|Jug—1]|2)
—llus—113 Awyo?
_ 1go 5 (e ) (24)
V2m ([|te-1ll2 — 2 weo?|ue—1]]2)
As A\ < 1222 < 4wt02‘1172wi| the exponent appearing in (24) is negative. Bounding the
exponential by 1 then gives us the upper bound
1go B 1go
i — 2 N 1 2w, Cyo?
V2 (-l = 200 [uelle) el (b — oz 2%y )

1go

<
- 1 2C
ue-llz (3 = 22w )
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Now, for S we can use the exponential decay of the probability appearing in (19). To make
m

the algebra a bit nicer, we can upper-bound this probability by P (02 Zj:_ll ’YJZ > x1||T—1 ||>
since on S we have 0 < x; < ||G—1]|2. Setting v := O_\/%\/mﬂﬁt—ﬂ\, Lemma 8 tells us for

m—1
Z '7]2' >vVm —1v | <2exp(—crorm(V — 1)2(m - 1))
j=1

To simplify our algebra, we remark that for any ¢ > 0,

e—c(m—l)(z—l)2 < e%c(m—l)zz

—_ I

provided z > 4. By our choice of Cjy, this happens to be the case on S, as ﬁgi:ﬁ <z <

||ts—1|| and so

2 oy |t —1||2

o2m

> Cp.

This gives us the upper bound on the probability

m—1
P | o2 Z '732 > 2z1 |12 — 27 | < 2exp(—cnorm(m — 1)1?/2)
=1

_ —CnormT1]|TUt—1]2
= 2exp 952 .

Consequentially, we can bound the integral over S as follows

2 m—1
_ 2\ _ - -
(2m0?) 1/2]1,8/( " Avdltlim=szp | 62 E v > 2a1 |-l — 27 | dan
B(ts_1,||t—1 ns .
) ]_1
[lde—1]] 23 cnormzyllig_1ll2
<2. (271'02)_1/21 e2Awillu—1ller =50y — 202 dxq
- B Coo'zm
Mig_1]l
o1/ fle—1|l (gxwtnut,l\b_Cnormuat_ln)zl_ﬁ
=2.(2r0?)"Y 15/0 , € 207 207 dxy. (26)
o“m
T 1

Setting 2¢ := Chorml|il|2 — 4Xo?wy|lus—_1||, we have that (26) is equal to

a1l —ocay o2 2 placall
2. (2n0?) 7121, /COUQm e 207 27 dpq = 2. (2m02) V21 ge 207 o st @H+O? g
g —11l g —qll
2 00 _z2
<2- (210 "Y1 ge20? /COU2W+C6202 dry. (27)
llag—1ll
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We remark that ¢ > 0 if —2A\w; + QIIC—TE)W > 0 which holds since A < G < -~ ﬁ”_"g’;t'(ﬂ.
Therefore, the lower limit of integration is positive and we can use a Gaussian tail bound
as in Lemma 7 to upper bound (27) by

1 08047712 Cpa'QmC
g —1112 llag 112

]lﬁQO'eﬁ - 1520 lgdo 28)
. < -
van (ﬁgf—m T C) v2n( V2r|fue1l2 (‘fﬁ"ﬂ;@tl - 4)\02wt>
144
= (29)

< aC '
R CTm——

sup

ACZ,,0?mlog(No)w? _

Putting it all together, and remembering to add back in the factor e
eCOrwi < €“* we have previously ignored, we’ve bound E [eAAHWH% ]]‘ﬁ]]‘qt:()ﬂU]]‘”Ut—l“QZB‘ft_1:|
from above with

6CHCy "rCA

13 C2,,o0mlog(No)  153Che Fuwles™o) oy LgeDo
Crellug— Up— 1 20
\ r(r”t) il [ ()n -l (3 - o2y )
(25)
1gdoe < 15e“ am log(Ny)
norim 40 ~ _—
Hut—1H2 (c g — Cszupmlé\g(No)) Hut 1”26

(28)

So, when |w| < 1/2 and ||ui—1]2 > B 2 %?No) the claim follows.

Now, let’s consider the case when w; > 1/2. Then it must be, by Lemma 9, that
Xy € B(ty_1, ||T—1l2) N B(@_1, |[ti—1]]2)¢. By non-negativity of the exponential function,
we can always upper-bound the moment generating function by instead integrating over
X; € B(iy—1, ||—1]]2)¢ N {z1 < 0}. Pictorially, one can see this by looking at the subfigure
on the right in Figure 3. In this scenario, we're integrating over the region in green. The
upper bound we’re proposing is derived by ignoring the constraint from the blue region on
the left half-space. Using this upper bound we can retrace through the steps we took to
bound the integrals over R, S, and T with only minor modifications and obtain the desired
result. By symmetry, an analogous approach will work for wy < —1/2. |

Lemma 18 With the same hypotheses as Lemma 17,
2
E [e)\A|Iut||2 ]1,6]1%:1]1[]]1”%571“225’]:tfl} <p.

Proof To begin, let’s consider the case when w; < 1/2. Recalling that 4,1 = %Mut,l,
and arguing as we did at the beginning of the proof of Lemma 17, Lemma 9 tells us

2
E [e/\AHUt\b ]1/3]1qt:1]1U]1||Ut71”226‘ftil}
< (27'(’0'2)_771/2]lﬁekczupﬂm1og(No)(wt—1)2 e2z\(wz—1)$T“t*Ie2_‘7712Hz”§ dx.

B(tig—1,|[te—1]l2)
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As before, we have denoted 15 := 1), ,|,>p for conciseness. Using rotational invariance,
we may assume that u;—; = ||ug—1||2€1. Just as we did in Lemma 17, expressing this integral
as nested iterated integrals gives us the probabilistic formulation

2||ae—1ll2

2 ;2 —1)2 m—1
1 eACsupa mlog(No)(we—1) ) o 1 g B
A A Dl =55 eip (52 g %2' <22y |Gy lla — 27 | dan,
Jj=1

V2o

0

where, as before, the v; ~ N(0,1) are i.i.d. standard normal random variables. So, consider
decomposing the above integral into the following two pieces. Set R := {x ¢ R™ : 0 < z; <
C1o%m tand S :={z e R™: Gio’m < 00 < 2||t—1||2} where Cy € (0,1) is a fixed constant.

l[ts—1ll2 w2 =
Then on R we have by Lemma 8

1 )
P X < n=1) (g ol — o)
j=1
m—1
<P 2 m-1) (- (2212 < 9ee(1=C1*(m=1)
< g; < (m—1) ﬁwa(MWHM) <2 :

Setting aside the factor A Céupormlog(No) (we—1)2

over R is equal to

for the moment, we have that the integral

2

Ci1o0°m m—1
_ g —11l2 _ _ 1 .2 -
(2mo?) 1/215/ A= Dllueallzi=zz2Tp [ 52 Z ’yjz <221 ||ty—1l]2 — 27 | da
0 =
010'2m
< (271‘0‘2)_1/2]]_626_0(1_01)2(7”_1) /|ut12 62)\(wt71)”ut71”xli%%ﬁfdfl
0

C’10’2m 2
AT oo 2 (1—wy)||ue—1|2
_ (2mo?) U2 g2 e1-C0 =) 202N =1 e 3 / Frile e~y
2X02(1—wi)||ut—1||2

(30)

We remark that the lower limit of integration is strictly positive. Therefore, using a Riemann
approximation to the integral and knowing that the maximum of the integral occurs at the
lower limit of integration bounds (30) above by

Clam

152 ¢(1=CV*(m=D) (31)

[e-1]lv/2m
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On S, we use the bound P (Z;n 4 g]2 <(m-—1) (m@xlﬂut 12 — 951))) <1 to get

(2m0?) 21 5x (32)
2[|az—1]l2 1
A weDluillzi—555ed  p S g2 < (m—1) < 1 (221 ||t —1|2 — 33%)> dxy
J — 2 -1 -
Clo' m ‘7:1 7 (m )
llag_1ll2
2[|Gz—1]l2

< (2m0®) 1?14 eQA(wt—l)\lw—l|Ix1—ﬁﬁdw1

Cio2m

g —112

2||@g—1ll24+2102 (1—wy) [|ug—12
23200, _1)2 2 _ _ 1 .2

= 1ge20 A (WD w1z (2mo?) V2" 27 " dy. (33)
Clo'2m

~—19"m 2(1—
Tae—lz T2 (Lmwollue-ll2

Since the lower limit of integration is strictly positive, we can use a Gaussian tail bound as
in Lemma 7 to upper bound (32) by

1 Cla m?2 llug—1ll2
oY) ( ‘2+4/\(1 we)Cyo? M T

1 llag—1l 1
e < e SO
(Hﬂyjlﬁ; +2M02(1 — wt)||ut,1y\2) T 2m2202(1 — wy) ||ug—1||
To summarize, we have shown, at least when w; < 1/2, that
E [e’\AH“tHg]l[g]lqtzl]lU‘}},l}
AC2, o?m log( N —1)2
< lﬁeAcszupUQmIOg(NO)(wtfl)z267C(1701)2(m*1) ClO'm + :H.Be supd M og( 0)(wt 1) o
N lla—1ll2v2m  V272X02(1 — wy)||up—1 ||
(31) (34)
< 1lge eACRipem log(No) (e —1)* (20m|1 — 2wy o )
N [|u—1l]2 V27T V2m2A02(1 — wy)
]lﬁe supo mlOg(NO)(wt_l)Q (6 n o )
om
B ||ut_1|]2 Ao2e
15e*omlog(No) < 6 1 >
- 1|2 log(No) | Che
< Lgom log(Np) (35)

l|ue—1]l2e

Therefore, when ||ui—1]2 > 8 2, M, (35) is bounded above by p as desired.

€
Now, let’s consider the case when w; > 1/2. In this scenario, we can express the

expectation as

E 6)\AHWH% ]lﬁ]lqtzl :llU ’f"t—l}

<6 C2 0 mlog(No)(wt1)2(27r02)m/216/62k(wtl)zTut_le%é:cH% dx.

B(ag—1,llat—1]12)¢
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Using the exact same approach as in the proof of Lemma 17, we can partition the domain
of integration into the following pieces:

/62/\(wt1)xTut—1e%2||x2 dx _ e”‘(wt*l)xTUt—leﬁ”ng dx
B, i-1]2)¢ Bty 1,11 ]l2)C N <~ |1 [}
T —1 2
+ /€2>\(wt—1)$ u—1 g5z llzll g0

~ ~ ~ — 2
Blai-1, -1 ]12) 0~ [e—1 | o1 <7E22

-1
+ /62)\(wt—1)mTut1€%2||x§ dx

_ . Co2
B(ig—1,||a—1]l2)C N{—TE2m <21 <0}

lag—1ll

T =1 2
+ 62)\(wt—1)x Ut—1 552 llz|l5 dx.
B(ag—1,llat—1]l2)¢N{0<z1}

The same arguments from the proof of Lemma 17 apply here with only minor modifications.
Namely, an argument exactly like that given for (14) gives us

/ €2>\(wt—1)xTut_1€ﬁ||$H% dr < SV — g .
Blaig—1,|[it—1]l2)CN{0<z1} Ao2e||ug—1||
Similarly, the chain of logic used to derive (25) gives us
J PN T gy < ETEY
B(Ut—hHUt—l||2)Cﬂ{x1§_||ut—1”} ”Ut_le <§ - m)
Calculations for the derivation of (28) give us
/ T el g,
B(ae—1,@-11l2) ¢ N{~llae-1]|<er < 570}
4o
= 4C '
Cnorm _ A
e (252 = o)
Finally, the same reasoning that was used to derive (22) gives us
6CHC)
- Ciup loa(No)
/ , 62)\(wt—1)xTu1_1eﬁ”I”§ dz < 3006 v om
Biis1,l[5-1]12)C n{~FE22m <z <0} oy P
Following the remainder of the proof of Lemma 17 in this scenario gives us the result when
wy > 1/2 |

Lemma 19 With the same hypotheses as Lemma 17

B eAAHqu%]lqt:,lILUﬂHutlezZﬁ‘ft’l} =P
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Proof The proof is effectively the same as that for Lemma 18. |
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