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Figure 1. We present an interactive 3D object selection method from neural volumetric representations (e.g., MPIs [55] or NeRFs [33]).
Blue/Red scribbles denote foreground/background. Please view with Adobe Acrobat or KDE Okular to see animations.

Abstract

We introduce an approach for selecting objects in neural
volumetric 3D representations, such as multi-plane images
(MPI) and neural radiance fields (NeRF). Our approach
takes a set of foreground and background 2D user scribbles
in one view and automatically estimates a 3D segmenta-
tion of the desired object, which can be rendered into novel
views. To achieve this result, we propose a novel voxel fea-
ture embedding that incorporates the neural volumetric 3D
representation and multi-view image features from all input
views. To evaluate our approach, we introduce a new dataset
of human-provided segmentation masks for depicted objects
in real-world multi-view scene captures. We show that our
approach out-performs strong baselines, including 2D seg-
mentation and 3D segmentation approaches adapted to our
task.

1. Introduction

Object selection is an important task in an artist’s work-
flow. With the growth of 3D photography, there is a need
to support a suite of editing operations, such as object se-
lection, that are readily available for 2D photographs. In
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this work, we consider object selection in neural volumetric
3D representations. Neural volumetric 3D representations—
explicitly via Multi-plane Images (MPI) [43] or implic-
itly via Neural Radiance Fields (NeRF) [33]—recover a
remarkably accurate 3D representation of a scene from a
given set of multi-view images. These representations have
been shown to be particularly useful for novel-view synthe-
sis [6,24,33,48,52,55], as this is the task that they are trained
for. However, beyond just visualizing the same scene from
a novel viewpoint, often we want to create a 3D reconstruc-
tion of an object so that we can extract it, and place it in a
different context. There is, of course, substantial research in
automatic object segmentation. However, user-driven meth-
ods, e.g., Photoshop, remain the most common means, as
which object to select is fundamentally a high-level decision.
Similar user-driven methods for 3D object segmentation
are particularly important for augmented and virtual reality
(AR/VR) applications, e.g., if one wants to composite a se-
lected object into a new scene, apply a filter to a selected
object, remove a selected object, or share a real-world object
with friends in an AR/VR environment.

While user-driven segmentation for 2D images has been
studied for decades [1, 11,34,40], very little is known about
how segmentation would work in those novel 3D scene rep-
resentations. Specifically, for image segmentation, early
works focus on energy minimization with graph cuts [4],
different forms of user interactions [4, 17,35,39], and ways



to obtain better object priors [14,45]. More recently, re-
search has focused on encoding object priors with deep
nets [23,26-28,49].

Naively applying these techniques to the set of images
that are used to capture neural volumetric 3D representa-
tions is sub-optimal. For example, simply transferring user
interactions like scribbles from one image to another using
a known camera transformation may fail to cover the in-
tended object because of occlusions. Similarly, transferring
an appearance model learned on one image to all remaining
images is challenging because of appearance and lighting
changes. Asking a user to interact with all images requires
an interface that may not be intuitive or require excessive
work, and furthermore may produce a segmentation that is
not view-consistent.

For those reasons, novel user-driven 3D segmentation
techniques are warranted. We propose a novel voxel feature
embedding that incorporates discretized features from the
neural volumetric 3D representation and image features from
all input views. Formally, we first project user interactions
in the form of 2D scribbles from a reference image to sparse
3D locations using the reconstructed scene. We then learn
a 3D object representation model that incorporates image
features from all views via a developed multi-view feature
embedding. We use these features to directly segment the
object in the volumetric 3D scene representation and apply a
post-processing step to remove outliers. The extracted 3D
object can subsequently be viewed from different directions,
as visualized in Fig. 1.

We evaluate the proposed method on real world samples
from the LLFF [32], Shiny [48], and NeRF-real360 [33]
data. As shown in Fig. 1, despite very few scribbles on a
single reference image, the proposed method recovers an
accurate 3D model of the object of interest and retains fine
details (e.g., the ribs of the dinosaur in row 1). To study
quantitatively, we obtained annotations using a professional
service. Our method out-performs 2D and 3D interactive
segmentation baselines by a margin on all benchmarks.

In summary, we present the first method for user-driven
3D object selection targeting recent neural volumetric re-
construction. We show that a pre-trained network to embed
multi-view features produces a more robust selection method
than applying existing interactive 3D segmentation methods.
For evaluation, we contribute a set of high-quality ground-
truth annotations on three real-world datasets.

2. Related work

2D interactive segmentation approaches include binary
object segmentation or alpha matting, which aim to estimate
the proportion of two colors mixing to form a boundary.
Early matting work goes back to the 1980s [1, 11] and the
1990s [34,40]. Subsequent improvements like GrabCut [39]
used a global energy minimization and popularized a sim-

plification of the challenging matting task: first, estimate a
“hard” segmentation; second, use border matting to compute
alpha around a small strip at the boundary. A global energy
minimization for interactive object segmentation has been
used before by Boykov and Jolly [4] for object segmentation.
Different forms of user input have been studied for inter-
active segmentation, including contours [17,35], bounding
boxes [39] and strokes [3,4,9,13,14,21,36,37,45,46].

Beyond different user interactions, follow-up work has
also focused on improving the energy function employed in
the work by Boykov and Jolly [4] and GrabCut [39]. For
example, Grady [13] studied random walks for speed-up and
Veksler [45] and Gulshan et al. [14] introduced shape priors
to incorporate more expressive object information.

More recently, more expressive object information has
been incorporated via deep nets [23,26-28,49]. For instance,
given user input, Xu et al. [49] finetune fully connected
nets (FCNs), the output of which is then used in a graph-cut
formulation. Subsequent work refined the predictions by
incorporating diversity or attention [23,26-28].

Different from the aforementioned works, we operate
in a 3D volume rather than in image space. This setup
requires developing a multi-view feature embedding which
transforms scribbles from image space to volume space, and
a pipeline that involves a 3D segmentation network, as well
as a 3D graph-cut based post-processing step.

3D interactive segmentation is particularly common in
the medical community. Indeed early image segmentation
techniques were often developed with medical image seg-
mentation in mind [4, 13]. Extending energy minimization
techniques to 3D volumes proved to be challenging, neces-
sitating various forms of improvements [13] to cope with
increased memory requirements. Deep learning based tech-
niques have been adopted more recently [25,47], having the
goal to capture object priors more accurately. Our focus is
on visual realism instead of medical structure segmentation.

Image-based rendering (IBR) has a long history in com-
puter graphics and computer vision [8], just like interactive
segmentation. Image-based rendering aims to render novel
views directly from input images and can be broadly catego-
rized into methods which use geometry explicitly, methods
which use geometry implicitly, and methods which do not
use geometry at all. Classical techniques based on explicit
geometry are texture-mapped models. Layered depth images
(LDIs) [42], lumigraphs [5], flow-based [8], and tensor-based
methods [2] implicitly use geometry, while light-field meth-
ods [20] try to avoid using geometry. Hybrid methods [10]
have also long been studied.

More recently deep nets have been used for image-based
rendering. Among the most widely used techniques are
neural radiance fields (NeRF) [33] and multi-plane images
(MPI) [55]. Both have in common that they aim to extract
from a given set of images a volumetric representation of
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Figure 2. Approach overview. For each voxel in the 3D volume, we first compute a voxel feature embedding (left). We then train a 3D
segmentation network to classify each voxel into foreground or background using as supervision the partial user scribbles (center). We
apply the learned classifier and further refine the result using a 3D graph-cut which uses the 3D distance field of the scribbles (right).

the observed scene. While the volumetric representation is
discrete for MPI and permits fast rendering, NeRF uses a
continuous field to represent the volume.

Studying these representations for editing applications
is an exciting direction. EditNeRF looked at modifying the
colors and shape of a conditional radiance field given user
scribbles [30]. Guo et al. [15] looked at composing photo-
realistic scenes of captured objects. Yang et al. [50] leverage
2D object instance masks to train a compositional model
for repositioning objects in a scene. Our goal is to use this
volumetric representation for interactive object segmenta-
tion given user scribbles. We think these representations
are particularly useful for this application and permit more
accurate recovery of the object than the classical 2D and 3D
interactive segmentation techniques discussed before. We
note a contemporary effort that obtains (non-interactive) ob-
ject segmentation in synthetic scenes by using unsupervised
learning for object radiance fields [53]. Our work is the first
that studies the use of these representations for interactive
object selection in real-world scenes.

3. Approach

Given a set of multi-view images of a scene, the corre-
sponding 3D volumetric representation, and a pair of 2D
scribbles indicating the foreground and background in one
specific view (which we refer to as the reference view), our
goal is to segment the foreground object in the 3D volumetric
representation. In this paper, we use 3D volumetric repre-
sentations discretized from neural IBR models, i.e., MPI and
NeREF, due to their high quality view-synthesis results.

This problem is challenging as user-provided 2D scribbles
need to first be translated to sparse and possibly inaccurate
3D annotations. Equally important, the neural 3D volume
representation of IBR models is often noisy as its geometry is
never explicitly supervised during training. Instead, the vol-
ume is learned in an implicit manner through differentiable
volume rendering. We find a classical 3D graph-cut solution
struggles with these neural 3D volumetric representations,
often failing or requiring frequent scene-specific parameter

tuning. To address this failure, we propose a robust and
expressive voxel feature embedding that incorporates multi-
view features from the neural volumetric 3D representation
and from image features from all input views. We find this
feature representation allows us to train a simple yet accurate
classifier, which can then be refined with a small amount of
post-processing via graph-cuts.

Overview. Our method operates on a discretized 3D vol-
ume V = {v,} where v, € R is the C-dimensional voxel
feature embedding representing color and transparency of
each 3D voxel location p € R3. Given a set of 2D fore-
ground and background scribbles in one specific view, we
train a 3D segmentation network

fo(vp) : R —[0,1], (D)

which predicts the foreground probability of each voxel p
and which has learnable parameters 6. We first illustrate the
voxel features, which are composed of a new feature derived
from the multi-view input training images, its appearance
as predicted by the IBR model (e.g., color, density, and
maybe view-directional components), and the location of
the voxel (§ 3.1). We then introduce the 3D segmentation
network fy (§ 3.2). Lastly, we introduce the post-processing
refinement (§ 3.3). We illustrate the overall method in Fig. 2.

3.1. Voxel feature embedding

To conduct 3D segmentation with only sparse and noisy
3D supervision, we need an expressive voxel representation
that captures both 3D location and appearance information.
We develop a novel representation v,, for each voxel p in the
volume, which is the concatenation of three features,

IBR. vXYZ]7 (2)

[ MVS,
Vp—[Vp SV V)

MVS

»  is our novel multi-view image feature embed-

where v

ding, V]IDBR are discretized features extracted from IBR mod-
els, and vX¥# is a 3D positional encoding. We illustrate the
process to obtain the features in the yellow colored region of

Fig. 2 and discuss it next.



Multi-view image features vMVS,

P The multi-view image
features v)'VS encode appearance information from the ob-
served views. We find this information to be particularly
useful for user-driven segmentation. This is intuitive when
considering the three limitations of features that are extracted
from only an IBR volume: 1) features extracted from an IBR
volume are particularly noisy since the geometry is learned
implicitly through differentiable volume rendering and never
explicitly supervised. They further degrade during discretiza-
tion; 2) IBR volume voxels encode limited neighborhood
information; and 3) IBR volume representations are learned
to model appearance, which might be sub-optimal for recog-
nition tasks. To address these three limitations, we develop
the multi-view image feature v inspired by recent deep
multi-view stereo (MVS) methods [6,51]. Specifically, we
encode multi-view images into the reference view using the
following three steps:

e 2D feature extraction: for a multi-view image set {I;},
where M denotes the number of available views, a pre-
trained 2D convolutional neural network (CNN) is used to
extract image features {G;}} | for each image 1.

o Cost-volume construction: using the known camera intrin-
sic and extrinsic parameters {K;, R;, t; ]2, the extracted
2D feature maps {G;}, can be warped onto multiple
3D planes oriented fronto-parallel to the reference view
r € {1,..., M}, and their agreement can be recorded in
a plane-sweep cost volume. Let (u, v) be a pixel location in
the reference view r and H;_,,.(2) be a 3 x 3 homography
matrix that projects a 2D homogeneous point in view ¢ to the
plane at depth z of reference view r. We obtain the warped
feature map G,_,, . by applying the homography matrix to
the pixel locations of the feature map G; for view ¢,

Girz(u,v) = Gy (HZL, (2)[u, v, 1]7) . 3)
If n, is the principal axis of the reference camera r, then the
homography H;_,.(2) is:
—ti)n;

t,
Hi(2) = KRy (I _ ! p,

>R$K$ (4)

We then aggregate the projected features from the M

plane-sweep volumes into a single cost-volume via
Gr,z(uvv) = Varie{l,..A,]W}(Gi—>r,z(u7’U))’ (5)

where Var(-) calculates the variance of the features over the
M feature maps. We calculate the variance as it explicitly
measures the feature difference from multiple views, which
has been validated to out-perform baselines calculating the
features’ mean [51]. The computed visual feature variance
serves as a good indicator for probable surface locations and
hence greatly informs the 3D segmentation.
e Feature computation: the computed cost-volume is of-
ten noisy due to occlusions or non-Lambertian reflectance.
Therefore, we further refine it using a 3D U-Net [38]. Con-
cretely, we compute the final feature volume via

vy = 0u(Gy), (6)

where we concatenate each G, , along the Z-axis to form the
3D tensor G, and g,, is a 3D U-Net with parameters w. To
extract robust and expressive multi-view features, we adopt
the learned weights w from Chen et al. [6], who originally
train the network g, on all scenes of the DTU dataset [16]
for fast generalization of NeRF models to unseen scenes.
Appendix Fig. Al shows the details for the computation of
VMV,

Neural voxel features V;BR. We also extract voxel fea-

tures from the neural IBR volume. To study the robustness
and generalizability of our method, we use two recent IBR
models: MPI and NeRF. An MPI is naturally a discretized
volume for 3D scenes and we use the MPI variant NeX [48]
here. In contrast, a NeRF is an implicit continuous neural
representation and cannot be directly used. We hence adopt
the PlenOctrees [52] discretization which is an octree-based
representation that supports real-time rendering without com-
promising photometric quality. PlenOctrees convert a NeRF
model to a regular volume of size 5123. For the obtained
volumes, both NeX and PlenOctrees leverage spherical basis
functions for modeling the color information via

cp(d) = Z

1e{1,...,N}

kLH' (), (7

where c,(d) € R3 is the color of voxel p from view direction
d, k, € R? for voxel p are RGB coefficients, H'(d) is a
view-dependent basis function, and [ € {1,..., N} is the
basis function index. In addition, each voxel also stores
one transparency value which we refer to as &, (e.g., alpha-
transparency in an MPI and density in a NeRF). The neural
IBR feature is constructed as,

IBR 1 N
vy = ks Ky (8)
where [-] denotes concatenation. Note that this feature is

independent of the viewing direction d.

Positional voxel features v} *%. In addition to the multi-
view image features, we also extract a positional encoding
of the voxel location. For each voxel, we project its (z,y)
location to a 40-dimensional feature vector using a posi-
tional encoding [33], and similarly its z location to a 16-
dimensional feature vector. In total, for each voxel we obtain

a 56 dimensional feature vector v;fYZ.

3.2. 3D segmentation network

Given the voxel representation v,, € R€ detailed in § 3.1,
we use a 3-layer MLP as the segmentation network fy to
predict the foreground probability.

As user input is provided in the form of 2D scribbles on
the reference view, to obtain training labels, we first lift the
2D foreground and background scribbles to 3D using the
known camera pose. For this lifting, we define a 3D ray for
each pixel and compute the intersecting 3D surface-voxel
as the first voxel on the ray with accumulated transmittance



lower than v = 0.01. This step yields an “expected depth”
for each ray, which permits to assign to the corresponding
voxel either a foreground or a background label. Our network
is then trained for binary classification using a standard
binary cross-entropy loss. This process is illustrated in the
blue colored region of Fig. 2.

3.3. Post-processing

Since the 3D segmentation network (§ 3.2) is trained with
limited supervision (sparse scribbles), the final prediction
on the entire volume is occasionally noisy. There are two
main causes for the noise: 1) floaters: these errors are gen-
erally isolated and far from the foreground scribbles in 3D
space; and 2) incompleteness: surface voxels are predicted
incorrectly if their appearance differs significantly from the
foreground scribbles, even though these voxels are very close
to the foreground scribbles in 3D space. The reason for these
errors is that the classifier processes each voxel indepen-
dently, i.e., neighborhood correlations are not considered.
To address this issue, we apply a distance field-based 3D
graph-cut for post-processing. Note, the neural volumetric
representations are often of high resolution, which graph-cut
fails to process due to memory and computational limitations.
To ensure fast inference, we operate in a down-sampled and
truncated volume space and upsample the segmentation af-
terwards. Truncation removes planes that are unlikely to
contain the object of interest. We down-sample the volume
by 4 on the XY-plane and truncate to 20 planes. Note that
our initial 3D segmentation is in the original high-resolution
volume.

We design the following energy function for 3D segmen-
tation. As before, let p be a voxel in the 3D volume and
N C |V| x |V| be a neighborhood system on the volume (we
adopt a 6-connected neighborhood). We seek to infer the
foreground/background label y, € {0,1} of each voxel p.
Let the unary term ¢,, indicate how likely a voxel p belongs
to foreground or background and the pairwise term 1, 4
capture the correlation between voxel p and its neighboring
voxel g. We minimize the sum of unary and pairwise terms,

E= Z ¢p(yp) + Z wp,q(ypa yq)7 9

peP p,qEN

where « is a scalar balancing weight. We depict this process
in the green colored region of Fig. 2.

The unary term is based on our network prediction and
input scribbles, i.e.,

bp(Yp) = w165 (Yp) + w2l (). (10)

Here, the first term relies on the segmentation network output
and is formulated as
fo(vp) ify,=1
c —
¢p(yp) { 1— fo(vp)

ity o (D

which is the probability that a voxel p belongs to category
yp. The second term ¢g is based on a distance-field of voxel
p to the input scribbles. Formally,

ify, =1

min Dist(p,
ﬁ@mz{ oer DS, 4) ity —o 0 (2

mingep Dist(p, q)

where B, F are the set of 3D-projected background and
foreground scribbles and Dist(-) is a function computing the
3D distance between two voxels.

The pairwise term 1, , models correlation. For instance,
if the feature encoding of two voxels are similar and if both
voxels are close, we expect them to be labeled similarly. This
correlation is formulated via the binary term

_ (vp—vg)?

Vp.a(Ups Yq) = |yp—Yq| Dist(p,q) "-exp™ =, (13)

where o is a positive scalar. This term is useful as the depth
planes in the 3D volume may be irregularly spaced, e.g.,
inverse depth spacing is also used for real-world forward
facing scenes [48].

4. Experiments

In this section, we introduce our experimental setup and
show quantitative results, followed by ablation studies and
an analysis. Lastly, we provide a qualitative comparison.

Experimental setup. There are three stages: 1) training:
The classifier fy operates on only the features of voxels
belonging to 3D-lifted scribbles, and is trained for binary
classification (fg/bg). We annotate only one pair of scribbles
(fg/bg) in the reference view. 2) inference: The trained fy
classifies all voxels in the entire 3D volume. No scribbles
are needed. 3) evaluation: with all voxels classified, we
render the foreground voxel locations to a novel view for 2D
evaluation (segmentation, photo-realism) relative to GT.

Datasets. We use three classical multi-view scene datasets
with multiple objects. We test the MPI models on seven
scenes from LLFF [32], which are front-facing real-world
scenes, with 20-62 images each. We also test on four scenes
from Shiny [48], which is captured in a similar manner as
LLFF but contains more challenging view-dependent effects
such as metallic and transparent objects. We test NeRF-
based models (PlenOctrees [52]) on two real-world 360°
scenes from NeRF [33] (NeRF-real360). Unfortunately,
PlenOctrees does not generalize well to the front-facing
datasets LLFF and Shiny due to the large scene depth range.
We thus leave the task of 3D segmentation using NeRF mod-
els on front-facing scenes to future work. For all datasets,
the input images are resized to a 1008 x 756 pixels following
the common practice in novel-view synthesis [33,48]. The
camera parameters are estimated via Structure-from-Motion
(SfM) using the publicly available COLMAP library [41].



Dataset LLFF Shiny
Metrics Acc.t IoU?T | Acc.t IoU?T
Random 50.0 135 | 500 135

Scribbles (projected) | 8.1 16.6 8.0 20.7
2D segmentation (using projected scribbles)

Graph-cut [19] 88.6 59.0 | 8.1 48.0
GrabCut [39] 78.1 49.0 | 662 31.1
DeepLabV3 [7] 915 566 | 88.6 504
DEXTR [31] 890.7 345 | 596 404
FCA-Net [29] 883 627 | 879 585
3D segmentation
Graph-cut (3D) 73.6 394 | 783 324
Ours 92.0 70.1 | 90.7 69.3

Table 1. 2D mask evaluation results. Our method yields more
accurate object selection results on both datasets.

Scribbles. For evaluation, we annotate a fixed set of
foreground-background scribbles per image as shown in
Appendix Fig. A2 left column. For each scene, we have
one pair of foreground (F) and background (B) scribbles
for the reference view. Note that a scribble (F or 3) may
contain several strokes. We use the scribbles as the input
to our method. For baselines, we project these scribbles to
the testing view using the recovered camera (see details in
§ 3.2). To test the generalizability, we ensure that the scrib-
bles have different length and shape, sometimes covering
multiple objects, e.g., ‘tools’ and ‘pasta’ in the Shiny dataset.

Evaluation annotations & criteria. Our goal is to accu-
rately segment 3D objects in volumetric representations.
However, there is no standard way to annotate ground-truth
3D masks for real-world scenes since different IBR models
represent 3D scenes differently. We propose two ways.

First, we evaluate the projected 2D mask segmentation re-
sults. For evaluation, we obtain high-quality 2D annotation
masks in unseen validation views for the aforementioned
three datasets using a professional image segmentation ser-
vice. For each scene, one unseen validation image is anno-
tated for evaluation. Note that the validation image view
differs from the MPI reference view. Next, we render 2D
foreground masks from the 3D volumetric representation
in the novel view and compare to the corresponding 2D
ground-truth. We report pixel classification accuracy (Acc)
and foreground intersection-over-union (IoU).

Second, as our method operates on volumetric 3D repre-
sentations, the segmented foreground object could be ren-
dered to novel views through volume rendering. We thus
report the photo-realistic quality of the segmented object
rendered in a novel view with a black background. Since the
objects could be small and we do not want the background to
dominate the evaluation. To overcome this issue, we crop the
foreground region on the rendered and ground-truth images
using a tight bounding box around the ground-truth mask.
We report Structural Similarity Index Measure (SSIM), Peak
Signal-to-Noise Ratio (PSNR), and Learned Perceptual Im-

Dataset LLFF Shiny

Metrics SSIMT PSNRT LPIPS| | SSIMT PSNRT LPIPS|
Graph-cut 3D) | 0.600  15.03 0.415 | 0454 12.83 0477
Ours 0.767 1840  0.213 | 0.612 1573  0.319

Table 2. Novel-view object rendering results. Our model renders
more realistic foreground objects than 3D graph-cut.

age Patch Similarity (LPIPS) [54]. We do not report these
metrics for the 2D baselines as they do not render new views.

Baselines. We compare to several baselines: 1) Random:
we randomly assign pixels to the two classes with equal prob-
ability. 2) Scribbles (proj.): we lift the input 2D scribbles
from the reference view into 3D and find the intersecting
voxels (see details in § 3.2). We then project these voxels
into the test image using the camera matrices. Since the
projected scribbles are used as the input of baseline meth-
ods, this experiment helps to understand how accurate the
scribbles are after projection. We visualize these projected
scribbles in Appendix Fig. A2 right column.

Since the evaluation is conducted in 2D, we consider 2D
interactive segmentation baselines. Specifically, given the
input scribbles lifted to 3D and projected into the view that
we have supervision for, we evaluate: 1) Graph-cut [19]:
we use the 2D Graph-cut with the unary term proposed in
LazySnapping [22] and with an exponential binary term.
The exact formulation is provided in the Appendix. 2) Grab-
Cut [39]: an improved version of Graph-cut based on itera-
tive energy minimization. 3) DeepLabV3 [7]: we fine-tune
a state-of-the-art semantic segmentation net (DeepLabV3)
for binary classification using the projected scribbles. 4)
DEXTR [31]: a pre-trained image interactive segmentation
model that takes the 4 extreme points of the projected scrib-
bles as input. 5) FCA-Net [29]: a pre-trained 2D interactive
image segmentation model that takes user clicks as input.

In contrast to 2D baselines, we aim to achieve 3D seg-
mentation in volumetric representations rather than simply
segmenting 2D objects in novel views. As a baseline for
3D interactive segmentation, we consider Graph-cut (3D).
Concretely, we keep everything the same as in § 3.3 except
changing the first unary term (Eq. (11)) to

sty mier VIR VIR ify, =1
PR mingep ||V = vy [z ify, =0
(14

where vIBR is given in Eq. (2).

Implementation details. The input images for both MPI
and NeRF are resized to 1008 x 756 resolution. Follow-
ing [48,52], the MPI volume is of dimension 1156 x 1408 x
192 and the PlenOctree volume is of size 5123. Our cost
volume is of size 640 x 960 x D where D € {192,512} for
MPI and PlenOctree, following MVS-Net [51]. Our classi-
fier is implemented as a 2-layer MLP with hidden dimension
128. We train our network using the Adam optimizer with
an initial learning rate of 0.001. During training, we adopt
cross-validation where 10% of the scribbles’ voxels are used
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Figure 3. Qualitative comparison. For each scene, we show the reference view image and the input scribbles on the left. We then show the
2D mask and corresponding foreground image computed by different methods. On the right-most column, we show the ground-truth. Note
that the foreground segmentation of the 2D baselines are not rendered; we apply the inferred mask to the ground truth test image.

as a validation set. Once the hyper-parameters are selected,
we re-train our network with all scribbles’ voxels to obtain
the final model. For the 3D graph-cut parameters, we use
wy; = l,ws = 10, = 0.1,0 = 1. Please refer to Ap-
pendix § A for more implementation details.

4.1. Quantitative results

2D mask evaluation. We report the 2D mask evaluation re-
sults in Tab. 1. We observe: 1) our model achieves higher seg-
mentation accuracy than the best-performing optimization-
based 2D interactive segmentation methods (Graph-cut or
Grabcut) by 11.1%/21.3% IoU on the LLFF/Shiny datasets;
2) our model also improves upon the best-performing
deep learning-based 2D interactive segmentation methods
(DEXTR or FCA-Net) by 7.4%/10.8% IoU; 3) the 2D su-
pervised segmentation model (DeepLabV3) makes accurate

prediction (91.5%/88.6% Acc), but has significantly lower
ToU (56.6%/50.4%) than ours (70.1%/69.3%). 4) our method
also out-performs the 3D graph-cut baseline since it can only
operate on a down-sampled volume and is not consistent
across scene-specific neural volumetric representations.

Novel-view object rendering. Our model segments the
foreground object in 3D and thus is able to render the object
in novel views. We report the rendering results in Tab. 2
where we observe that our method significantly improves
upon the 3D graph-cut baseline (+0.167 SSIM/+3.37 PSNR/-
0.202 LPIPS on LLFF, and +0.158 SSIM/+2.90 PSNR/-
0.158 LPIPS on Shiny).

4.2. Ablation study



Graph-cut (3D)

w/o post-processing Full

Ground-truth

\

Figure 4. Visual ablation. Our method predicts more accurate and cleaner results than 3D segmentation baselines. Both the multi-view

and post-processing helps visual smoothness, i.e., it removes
floaters.

image feature v];,’IVS and the post-processing modules contribute to the final performance.
. . Metrics Acct  IoU?T

How important is Wio VIV 876 647

each feature? One w/o vIBR 801 604

of our contributions w/o viX¥2 859 532

Kinetics 3DCNN | 83.2 539
w/0 post-proc. 909 68.0

. . Ours 92.0 70.1

§ 3.1 which consists

of three different terms Table 3. Ablation study on LLFF.
(Eq. (2)). We validate the effectiveness of each one of
them in Tab. 3 (top section). We observe that: 1) removing
the introduced multi-view image feature embedding v)'"s
hurts the performance by 5.4% IoU; 2) removing the
learned feature vi*® hurts the performance by 9.7% IoU; 3)
removing the positional encoding vXY? yields the biggest

P
IoU drop (16.9%).

is the voxel feature
embedding detailed in

How important is the 3D U-Net? In our experiments, we
use the DTU [16] pre-trained 3D U-Net from Chen et al. [6]
in Eq. (6). We verify the effectiveness of this pre-trained 3D
U-Net by replacing it with a Kinetics [18] pre-trained 3D
CNN encoder [44]. As shown in Tab. 3, replacing the U-Net
hurts the results (-8.8% Acc, -16.2% IoU).

How important is the post-processing? We validate the
effectiveness of post-processing in Tab. 3 where we find
removing it degrades the results by 2.1% IoU.

4.3. Qualitative results

We present qualitative results in Fig. 3. Compared to
both the 2D and 3D baselines, we observe our method to
predict more accurate and complete foreground masks across
objects. In addition, we also observe the proposed method to
render foreground objects at testing views with good quality.

We further illustrate the effectiveness of the multi-view
feature Vg/lvs and the post-processing in Fig. 4. Our method
recovers fine-grained local details (e.g., ribs) and signifi-
cantly out-performs 3D graph-cut. The multi-view image
feature v)!V® helps to better isolate the foreground object

5. Discussion

Limitations. We observe the proposed method to strug-
gle in two main cases: 1) the final predictions still contain
floaters (e.g., Fig. 3 ‘Orchids’ and ‘Giants_left’). 2) our
voxel feature may not capture view-dependent effects like
reflections (e.g., Fig. 3 ‘Horns_center’ foreground image).
Moreover, presently, our model does not run at interactive
rates. While the features can be computed off-line, the seg-
mentation network operates on the high-resolution volume
which takes about 1-3min using our un-optimized imple-
mentation. The post-processing takes another 3-5min using
un-optimized code. Faster feedback would make it easier for
a user to determine where to add strokes. Finally, while our
selections are currently binary, producing soft alpha mattes
is an interesting area for future work.

As with most creative tools, object selection for composit-
ing applications could be used for nefarious purposes, e.g.,
to misinform. To combat this, we suspect that both forensics
tools as well as a general increased cultural understanding
of threats are needed to mitigate potential damages.

Conclusion. We present a user-driven way to segment ob-
jects in neural volumetric representations using user input on
a single frame. For this, we develop robust features that can
be classified accurately with a neural network. We further
improve results with graph-cuts post-processing. We find
the proposed method handles a variety of scenes well while
scaling to high-resolution volumetric datasets. We believe
that interactive segmentation in IBR volumes will be a key
workflow in 3D asset generation and editing.
Acknowledgements: This work is supported in part by NSF
#1718221, 2008387, 2045586, 2106825, MRI #1725729,
NIFA 2020-67021-32799.
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Appendix

In this appendix we provide:

§ A additional implementation details of our method.

§ B: additional implementation details of the baseline methods.
§ C: additional visualization of the input and lifted scribbles.

§ D: our NeRF-based model results.

§ E: discussion of the societal impact.

A. Implementation details
A.1. Multi-view image features v}’

We illustrate the process of computing multi-view image features vg/ws in Fig. A1. We first extract 2D feature maps from
multi-view images using a shared CNN model. Following [6], we use 3 close-by images as the multi-view set. Using more
input images of different views is potentially beneficial, which we leave to future work. We then project the computed 2D
feature map into the reference view using Eq. (3) and compute the variance cost volume. To align with the MPI model used in
this paper, we use the same 192 depth planes as suggested in NeX [48]. Lastly, we extract the final features vg’ws using a 3D
U-Net. All the network architectures are detailed in Tab. A1.

A.2. Post-processing

To ensure fast inference, post-processing operates in a down-sampled and truncated volume space. We down-sample the
volume by 4 x (half the width and height) on the XY-plane using bi-linear interpolation. Based on the projected scribbles and the
inferred 3D segmentation results, we first determine the null planes along the Z-axis where no foreground scribbles/predictions
are located. Then for the remaining non-empty planes, we further down-sample to 20 planes using bi-linear interpolation over
the Z-axis. After post-processing, we sample the 3D volume back to its original resolution. The 3D graph-cut baseline is
computed in the same way.

B. Baselines

Graph-cut (2D). We use the unary term proposed in LazySnapping [22]. Let the sets & and B denote the projected
foreground and background scribbles. We first run K-means in the color space of these two pixel sets to get K clusters.
We refer to the cluster centers as CE € R? and Cf € R? for cluster k& € {1,...,K}. Then, for each pixel p, we
compute the minimum distance from its color ¢, € R? to the foreground clusters as dlf = miny, ||c, — C{ ||; and similarly

Input: multi-view images

G;

G |
metric

View r

Cost volume

Figure A1l. Process of computing multi-view image features vglvs.
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# Layer Kernel Stride Dilation Input channels Output channels Input
Image encoder

1 C2D/BN/ReLLU 3x3 1 1 3 8 Image

2 C2D/BN/ReLU 3x3 1 1 8 8 #1

3 C2D/BN/ReLLU 5x%x5 2 2 8 16 #2

4 C2D/BN/ReLLU 3x3 1 1 16 16 #3

5 C2D/BN/ReLU 3x3 1 1 16 16 #4

6 C2D/BN/RelLU 5%x5 2 2 16 32 #5

7 C2D/BN/ReLLU 3x3 1 1 32 32 #6

8 C2D 3x3 1 1 32 32 #7

3D U-Net

9 C3D/BN/ReLU 3x3 1 1 (3249) 8 #8+3 xImages

10  C3D/BN/ReLU 3x3 2 1 8 16 #9

11 C3D/BN/ReLU 3x3 1 1 16 16 #10

12 C3D/BN/ReLL.U 3x3 2 1 16 32 #11

13 C3D/BN/ReLU 3x3 1 1 32 32 #12

14  C3D/BN/ReLU 3x3 2 1 32 64 #13

15 C3D/BN/ReLU 3x3 1 1 64 64 #14

16 CT3D/BN/ReLU 3 x 3 2 1 64 32 #15+#14

17 CT3D/BN/ReLU 3 x 3 2 1 32 16 #16+#12

18 CT3D/BN/ReLU 3 x 3 2 1 16 8 #17+#10

Table Al. Network architectures. C2D is a 2D convolutional layer, C3D is a 3D convolutional layer, CT3D is a 3D de-convolutional layer,
BN is a batch-normalization layer.

df = min ||c, — C¥||. The unary term is then defined as:

Op(yp =0)=00 VpeF
bplyp=1)=0 VpeF
_ =0)=0 VYpeRB
b (yp) = bp(Yp . (A1)
o) Oplyp =1) =00 VpeB
% otherwise
For the binary term, we use the exponential term
_ (ep—cg)®
Vp.a(Yps Yg) = |Yp — Ygl - €xP 7, (A2)

where o is a balancing term which we set to 10. Practically, we find this exponential term outperforms the one proposed in the
LazySnapping [22] formulation.

GrabCut [39]. We use the GrabCut implementation provided in the OpenCV library.! We provide the projected foreground
and background scribbles as input, and use the mask segmentation mode (GC_INIT_WITH_MASK in the OpenCV library)
with 10 iterations.

DeepLabV3 [7]. We use the COCO pre-trained model with ResNet-50 backbone provided in the t orchvision library.”
We fine-tune the network for binary classification using a binary-cross-entropy loss, where the positive and negative examples
are the projected foreground and background voxels respectively. We train the network for 20 epochs using Adam optimizer
with a learning rate of 0.0001.

Deep Extreme Cut (DEXTR) [31]. We use the released model pre-trained on PASCAL VOC and SBD data. We compute
the 4 extreme points from the projected foreground scribbles which are used as the network input.

FCA-Net [29]. We randomly sample 100 points from the projected foreground and background scribbles respectively, and
process them with a pre-trained FCA-Net (Res2Net [12] backbone). We run the baseline model 5 times and report the mean
value.

Int tps://docs.opencv.org/3.4/d8/d83/tutorial_py_grabcut.html
Zhttps://pytorch.org/vision/stable/models.html
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C. Additional visualization of the scribbles

For completeness, we illustrate the reference image and the input scribbles, together with the test-view image and the lifted
scribbles in Fig. A2.

D. NeRF results

Our method also generalize to NeRF models. We use PlenOctrees [52] to extract the discrete volumetric representation from
learned NeRF networks. For our purpose, we use the NeRF-real360 dataset which contains 2 real-world 360 scenes. Following
PlenOctrees [52], we use the modified NeRF models where Spherical Harmonics are used to represent color rather than RGB
values. We then convert the learned NeRF network into a 5123 volume following the suggested PlenOctrees settings [52]. We
present the qualitative results in Fig. A3 where our method correctly localizes and segments the foreground object in the scene.

E. Societal impact

In this work, we study novel-view object selection in neural volumetric representations. Our approach has the potential
to positively impact applications in computer graphics and augmented reality, among them applying artistic effects on
selected objects. However, our approach could also be used as a component for compositing objects into 3D scenes to create
misinformation.

This research does not use human-derived data. The LLFF [32] dataset is released under the GNU General Public License
v3.0. The Shiny [48] and NeRF-real 360 [33] datasets are released under MIT License. These datasets are mainly real-world
scenes and do not contain offensive content or involve high-risk groups.
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Figure A2. Examples of the original and projected scribbles on the LLFF [32] dataset (blue: foreground, red: background).
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Figure A3. Qualitative results on the NeRF-real360 [33] dataset.
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