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Abstract

We introduce REDO, a class-agnostic framework to REconstruct the Dynamic
Objects from RGBD or calibrated videos. Compared to prior work, our problem
setting is more realistic yet more challenging for three reasons: 1) due to occlusion
or camera settings an object of interest may never be entirely visible, but we aim
to reconstruct the complete shape; 2) we aim to handle different object dynamics
including rigid motion, non-rigid motion, and articulation; 3) we aim to reconstruct
different categories of objects with one unified framework. To address these
challenges, we develop two novel modules. First, we introduce a canonical 4D
implicit function which is pixel-aligned with aggregated temporal visual cues.
Second, we develop a 4D transformation module which captures object dynamics
to support temporal propagation and aggregation. We study the efficacy of REDO
in extensive experiments on synthetic RGBD video datasets SAIL-VOS 3D and
DeformingThings4D++, and on real-world video data 3DPW. We find REDO
outperforms state-of-the-art dynamic reconstruction methods by a margin. In
ablation studies we validate each developed component.

1 Introduction

4D (3D space + time) reconstruction of both the geometry and dynamics of different objects is
a long-standing research problem, and is crucial for numerous applications across domains from
robotics to augmented/virtual reality (AR/VR). However, complete and accurate 4D reconstruction
from videos remains a great challenge for mainly three reasons: 1) partial visibility of objects due
to occlusion or camera settings (e.g., out-of-view parts, non-observable surfaces); 2) complexity of
the dynamics including rigid-motion (e.g., translation and rotation), non-rigid motion (deformation
caused by external forces), and articulation; and 3) variability within and across object categories.

Existing work addresses the above challenges by assuming complete visibility through a multi-view
setting [33, 4], or by recovering only the observable surface rather than the complete shape of an
object [57], or by ignoring rigid object motion and recovering only the articulation [59], or by building
shape templates or priors specific to a particular object category like humans [47]. However, these
assumptions also limit applicability of models to unconstrained videos in the wild, where these
challenges are either infeasible or only met when taking special care during a video capture.

In contrast, we aim to study the more challenging unconstrained 4D reconstruction setting where
objects may never be entirely visible. Specifically, we deal with visual inputs that suffer from:
1) occlusion: the moving occluder and self-articulation cause occlusion to change across time; 2)
cropped view: the camera view is limited and often fails to capture the complete and consistent
appearance across time; 3) front-view only: due to limited camera motion, the back side of the objects
are often not captured at all in the entire video. Moreover, we focus on different dynamic object-types
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inside the canonical space, i.e., for p ∈ C, the 4D implicit function is defined as:

gθ(p,xp) : C × R
K → [0, 1]. (1)

Intuitively, the higher the score gθ(·, ·), the more likely the point p is part of the object. Here, θ
subsumes all trainable parameters in the framework and xp ∈ R

K is a K-dimensional dynamic
feature which summarizes information from all input frames. Concretely,

xp = fagg

(

{fenc(ψ (Φ(p, tc, ti, vθ)) , Ii)}
N

i=1

)

, (2)

where ψ(·) : C → R
3 transforms a point in canonical space to world space. Meanwhile, Φ is the

flow-field which propagates the point p from tc to ti in canonical space, leveraging a learned
3-dimensional velocity-field vθ. Note, tc refers to the time-step of the canonical frame Ic while ti
denotes the time-step of frame Ii. Given the transformed point ψ(Φ(p, tc, ti, vθ)) ∈ R

3, we use a
pixel-aligned feature encoder fenc to extract a set of visual representations, each of which comes from
one of the N frames Ii, i.e., ∀i ∈ {1, . . . , N}. The set function fagg is a temporal feature aggregator
which merges the temporal information of different time-steps. We’ll discuss details of temporal
aggregator fagg, encoder fenc, flow-field Φ and velocity-field vθ in § 3.2.

This canonical 4D implicit function propagates points across time and extracts the pixel-aligned
visual representations from different frames. This differs from: 1) prior works that only consider static
objects. Actually, setting N = 1 in Eq. (2) will simplify Eq. (1) to g(p, fenc(ψ(p), I)), recovering
a static Pixel-aligned Implicit Function (PIFu) used in [69, 70]; 2) OFlow [59] which encodes the
whole video clip {I1, . . . , IN} into one single feature vector, thus loosing spatial information.

3.2 Framework design

In this section, we introduce the temporal aggregator fagg, the feature extractor fenc, and the flow-field
Φ used in Eq. (2). These modules help REDO aggregate information from different time-steps
(frames) and model the complex dynamics.

a) Temporal aggregator fagg. To deal with partial visibility caused by occlusions or camera settings,
we develop a transformer-based temporal aggregator fagg as shown in Fig. 2. fagg is a set function

which computes K-dimensional point features xp ∈ R
K . Assume the flow-field Φ is given and

object j is of interest. We first propagate a query point within the canonical space, i.e., the point
p ∈ C, to every time-step ti, obtaining locations ψ(Φ(p, tc, ti, vθ)) ∈ R

3 ∀i ∈ {1, . . . , N}. We then
project each 3D point ψ(Φ(p, tc, ti, vθ)) back to the corresponding 2D image frame Ii using the
associated camera matrix. For all points that are projected into the mask area mij , we extract a visual
representation using the pixel-aligned feature extractor fenc, which we detail below. Note that due to
partial visibility, we may not be able to extract features from every frame in the clip. To cope with
this, the aggregator fagg is designed as a transformer-based [84] set function. For more information,
please see the implementation details in § 4.1 and Appendix § A.

b) Pixel-aligned feature extractor fenc. Pixel-aligned features help REDO make 3D predictions
that are aligned with the visual 2D input. To achieve this, we develop fenc(q, Ii) where the first
argument is a point q in 3D world space and the second argument is a frame Ii. We first project
the point q in world space to the frame Ii, and then use a pre-trained convolutional neural net [58]
to extract the 2D feature map of a video frame Ii. For points that fall within the instance mask of a
frame, we extract its visual representation using bi-linear interpolation at the projected location.
We then append a positional encoding [84] of the frame time-step ti to this feature which helps to
retain temporal information. We illustrate this process in Fig. 2. The resulting feature is combined
with visual cues from other frames to serve as input to the temporal aggregator fagg.

c) Flow-field Φ. The flow-field models object dynamics in space and time. For this let
Φ(p, t1, t2, vθ) ∈ C denote a flow-field function in canonical space. It computes the position at
time-step t2 of a 3D point, whose location is p ∈ C at time-step t1. To compute the displacement, we
define a velocity field vθ(·) which represents the 3D velocity vectors in space and time via

vθ(p, zp, t) : C × R
K × R → C. (3)

Here, p ∈ C is a point in canonical space with corresponding static feature zp ∈ R
K computed as

zp = fagg

(

{fenc(ψ(p), Ii)}
N

i=1

)

. (4)
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Here, fenc(ψ(p), Ii) is the feature of world coordinate point ψ(p) extracted from frame Ii. Note, zp
differs from xp defined in Eq. (2). The feature zp summarizes information of static locations from
all frames Ii. This feature is beneficial as it helps capture whether a point remains static or whether it
moves. The velocity network then leverages this feature zp to predict object dynamics.

Using the velocity field, we compute the target location at time-step t2 of a point originating from
location p at time-step t1 by integrating the velocity field over the interval [t1, t2] via

Φ(p, t1, t2, vθ) = p+

∫ t2

t1

vθ(Φ(p, t1, t, vθ), zp, t)dt. (5)

Note that Φ(p, t1, t2, vθ) can represent both forward (t2 > t1) or backward motion (t2 < t1) given
the initial location and velocity-field. To solve the flow-field for discrete video time-steps, we
approximate the above continuous integral equation using a neural-ODE solver [6].

3.3 Inference

To reconstruct objects densely in a clip, the reconstruction/inference procedure is summarized as:

Step 1: We construct the canonical space at the center frame Ic and sample a query point set P ⊆ C
uniformly from the inferred space. This step requires no network inference and is very efficient.

Step 2: We extract static features zp for all p ∈ P using Eq. (4). Next, we compute the trajectory of
point p, i.e., Φ(p, tc, ti, vθ) for all time-steps ti associated with frames Ii, ∀i ∈ {1, . . . , N}, using a
neural ODE solver which solves Eq. (5).

Step 3: We then compute dynamic features xp for all p ∈ P using Eq. (2).

Step 4: Using Eq. (1) we finally compute the occupancy scores for all p ∈ P , which are then
transformed into a triangle mesh via Multi-resolution Iso-Surface Extraction (MISE) [53]. Note, the
mesh is constructed in canonical space.

Step 5: To obtain the mesh associated with frame Ii, following Step 2, we use the flow-field Φ to
propagate all vertices of the extracted mesh from the time-step tc of the canonical space to time-step
ti which corresponds to non-canonical frame Ii. After using the function ψ(·) defined in Eq. (2), we
obtain the mesh in 3D world space. While various discrete representations could be obtained from
our implicit representation, we use meshes for evaluation and visualization purposes.

3.4 Training

REDO is fully differentiable containing the following parametric components: the temporal aggrega-
tor fagg, the feature extractor fenc, the velocity-field network vθ, and the reconstruction network gθ.
For simplicity, we use θ to subsume all trainable parameters of REDO. To better extract shape and
dynamics from given video clips, we train REDO end-to-end using

min
θ

Lshape(D, θ) + Ltemp(D, θ), (6)

where D is the training set. Lshape(D, θ) is the shape reconstruction loss in canonical space which
encourages REDO to recover the accurate 3D geometry. Ltemp(D, θ) is a temporal coherence loss
defined on temporal point correspondences. This loss encourages the flow-field Φ to capture the
precise dynamics of objects. We detail training set, sampling procedure, and both losses next.

Training set. We train REDO on a dataset D that consists of entries from different videos and of
various object instances. Formally, D =

{(

{(Ii, ti)}
N
i=1,V,Y

)}

. Specifically, a data entry for an

N -frame video clip includes three components: 1) a set of RGBD frames {Ii}, associated time-steps
{ti}, as well as corresponding camera matrices ∀i ∈ {1, . . . , N}; 2) an instance ground-truth mesh
V that provides-temporally aligned supervision. For every vertex v ∈ V , we use vi to denote its
position at time-step ti ; 3) the ground-truth occupancy Y in the canonical space. Concretely, for
a point p ∈ C in canonical space, occupancy label y(p) ∈ {0, 1} indicates whether p is inside the
object (y = 1) or outside the object (y = 0). As mentioned in § 3.1, the canonical space is chosen so
that it corresponds to time-step tc, where c = d(1 +N)/2e.

Sampling procedure. To optimize for the parameters θ during training we randomly sample a set
of points p ∈ P(V) within the canonical space. P(V) contains a mixture of uniform sampling and
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importance sampling around the ground-truth mesh’s surface V at time-step tc. Similar strategies are
also used in prior works [69, 70].

Shape reconstruction loss. To encourage that the canonical 4D implicit function gθ accurately
captures the shape of objects we use the shape reconstruction loss

Lshape(D, θ) =
∑

({(Ii,ti)}N

i=1
,V,Y)∈D

1

|P(V)|

∑

p∈P(V)

BCE (gθ(p,xp), y(p)) , (7)

where BCE(·, ·) represents the standard binary cross-entropy loss.

Temporal coherence loss. REDO models dynamics of objects explicitly through the flow-field Φ,
which leverages the velocity-field network vθ. As the ground-truth correspondences across time are
available in V , we define the temporal correspondence loss via the squared error

Ltemp(D, θ) =
∑

({(Ii,ti)}N

i=1
,V,Y)∈D

1

N |V|

∑

v∈V

N
∑

i=1

‖Φ(vc, tc, ti, vθ)− vi‖
2
2. (8)

4 Experiments

We first introduce the key implementation details (§ 4.1) and the experimental setup (§ 4.2), followed
by the quantitative results (§ 4.3), qualitative results (§ 4.5), and an in-depth analysis (§ 4.4).

4.1 Implementation details

We briefly introduce the key implementation details. Check Appendix § A for a more detailed version.

Input: We assume all input clips are trimmed to haveN = 17 frames following [59]. During training,
clips are randomly sampled from original videos which have any length. For videos that are shorter
than 17 frames, we pad at both ends with duplicated starting and ending frames to form the clips.
The validation and test set consist of fixed 17-frame clips. This simplified input setting allows us to
split development into manageable pieces, and allows fair comparison with prior work. In practice,
dense reconstruction on the entire video is achieved via a sliding window method.

Reconstruction network: Following [69], the reconstruction network gθ is implemented as a 6-layer
MLP with dimensions (259, 1024, 512, 256, 128, 1) and skip-connections. The first layer’s dimension
of 259 is due to the concatenation of visual features (256-dim) and query point locations (3-dim).

Temporal aggregator: fagg uses a transformer model with 3 multi-headed self-attention blocks and
a 1-layer MLP. Group normalization and skip-connections are applied for each block, and we set the
hidden dimension to be 128. To compute the time-encoding, we use positional-encoding [84] with 6
exponentially increasing frequencies.

Feature extractor: fenc is implemented as a 2-stack hourglass network [58] following PIFu [69].
Given the instance mask, we take out the object of interest in the picture and resize it to 256× 256
before providing it as input to fenc. The output feature map has dimensions of 128× 128× 256 of
spatial resolution 128× 128 and feature dimension K = 256.

Velocity-field network: vθ uses a 4-layer MLP with skip-connections following [59], where the
internal dimension is fixed to 128. It takes query points as input and adds the visual features to the
activations after the 1st block. For ODE solvers, we use the Dormand–Prince method (dopri5) [12].

Training: In each training iteration we sample 2048 query points for shape reconstruction and
512 vertices for learning of temporal coherence. We train REDO end-to-end using the Adam
optimizer [39] for 60 epochs with a batch size of 8. The learning rate is initialized to 0.0001 and
decayed by 10× at the 40th and 55th epochs.

4.2 Experimental setup

Dataset. We briefly introduce the three datasets used in our experiments below. For more details
(e.g., preparation, statistics, examples), please check Appendix § B.
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Dataset SAIL-VOS 3D DeformingThings4D++ 3DPW
Metrics mIoU↑ mCham.↓ mACD↓ mIoU↑ mCham.↓ mACD↓ mIoU↑ mCham.↓ mACD↓

Static reconstruction

ONet [53] 24.5 0.951 - 60.2 0.260 - 29.8 0.440 -
PIFuHD [70] 25.6 0.724 - 43.8 0.511 - 37.4 0.363 -

Dynamic reconstruction

SurfelWarp [20] 1.03 2.13 - 3.75 6.53 - - - -
OFlow [59] 26.0 0.732 1.69 55.2 0.412 0.812 31.5 0.461 0.907

REDO 31.9 0.647 1.47 57.4 0.349 0.765 41.6 0.337 0.846

Table 1: Quantitative results. For both shape reconstruction (mIoU and mCham.) and dynamics
modeling (mACD), REDO demonstrates significant improvements over prior methods. mACD is not
available for static methods and SurfelWarp which don’t predict temporally corresponding meshes.

1) SAIL-VOS 3D [27]: a photo-realistic synthetic dataset extracted from the game GTA-V. It consists
of RGBD videos together with ground-truth (masks and cameras). Out of the original 178 object
categories, we use 7 dynamic ones: human, car, truck, motorcycle, bicycle, airplane, and helicopter.
During training, we randomly sample clips from 193 training videos. For evaluation, we sample 291
clips from 78 validation videos. We further hold out 2 classes (dog and gorilla) as an unseen test set.

2) DeformingThings4D++: DeformingThings4D [42] is a synthetic dataset containing 39 object
categories. As the original dataset only provides texture-less meshes, we render RGBD video and
corresponding ground-truth (mask and camera) using Blender. Because the original dataset doesn’t
provide dataset splits, we create our own. Specifically, during training, we randomly sample clips from
1227 videos. For evaluation, we create a validation set of 152 clips and a test set of 347 clips. We hold
out class puma with 56 videos as a zero-shot test set. We dub this dataset DeformingThings4D++.

3) 3D Poses in the Wild (3DPW) [86]: to test the generalizability of our model, we test on this real-
world video dataset. Unfortunately, no real-world multi-class 4D dataset is available. Therefore, we
test REDO in a class-specific, i.e., class human, setting using 3DPW. This dataset contains calibrated
videos, i.e., known camera, and 3D human pose annotation. However, it doesn’t provide ground-truth
mesh and depth. To extract a mesh, we fit the provided 3D human pose using the SMPL [47] template.
To compute depth, we use Consistent Video Depth (CVD) [51] with ground-truth camera data to
get temporally consistent estimates. The dataset contains 60 videos (24 training, 12 validation, and
24 testing). During training, we randomly sample clips from all training videos. For evaluation, we
evaluate at uniformly sampled clips (10 clips per video) using the validation and test set.

Baselines. We consider the following baselines: 1) Static reconstruction: we adopt state-of-the-art
methods ONet [53] and PIFuHD [70], and train them for per-frame static reconstruction. For a
fair comparison, we train these two networks in a class-agnostic setting using all the frames in the
training videos. 2) Fusion-based dynamic reconstruction: most fusion based methods [57, 74, 75]
are neither open-sourced nor reproduced. Among the available ones, we adapt the author-released
SurfelWarp [20] due to its superior performance. Since this method is non-parametric and requires
no training, we directly apply it on the validation/testing clips. 3) Supervised dynamic reconstruction:
REDO learns to reconstruct dynamic objects in a supervised manner. OFlow [59] also falls into this
category but it doesn’t handle the partial observation and rigid-motion. Note, REDO uses each clip’s
center frame as the canonical space while OFlow uses the initial one. Therefore, for a fair comparison,
we set OFlow’s first frame to be the center of our input clip.

Metrics. To evaluate the reconstructed geometry, we report the mean volumetric Intersection over
Union (mIoU) and the mean Chamfer `1 distance (mCham.) over different classes at one time-
step, i.e., the center frame of the test clip. To evaluate the temporal motion prediction, we compute
the mean Averaged (over time) Correspondence `2 Distance (mACD) following [59]. As stated
before, OFlow’s starting frame is set to the center frame. For a fair comparison, we report mACD on
the latter half of each testing clip. We compute mCham. and mACD error in a scale-invariant way
following [53, 59, 18]: we use 1/10 times the maximal edge length of the object’s bounding box as
unit one. Even though our network is class-agnostic, we report the mean values over different object
categories. Namely, all ‘mean’ operations are conducted over categories.

4.3 Quantitative results

We present results on all three datasets in Tab. 1. For a fair comparison, we test on the center frame
(canonical frame of REDO) of the validation/testing clips. We observe that:
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1) REDO improves upon the static methods for shape reconstruction on SAIL-VOS 3D and 3DPW
(+6.3/4.2 mIoU and -0.077/-0.026 mCham. over best static method). This is because the static methods
cannot capture the visual information from other frames in the video clip and thus fail to handle
partial visibility. However, REDO performs slightly worse than ONet on DeformingThings4D++
due to the unrealistic simplified visual input: 1) the pictures have only one foreground object with
neither occlusion nor background, 2) the rendered color is determined by the vertices order and hence
provides a visual short-cut for 2D to 3D mapping. Without modeling dynamics, the static baselines
are hence easier to optimize. In contrast, SAIL-VOS 3D renders photo-realistic game scenes with
diverse dynamic objects, which are much closer to a real-world setting.

2) REDO outperforms fusion-based method SurfelWarp greatly on all benchmarks, as SurfelWarp
only recovers the observable surface rather than the complete shape. We didn’t run SurfelWarp on
3DPW as it relies on precise depth as input and crashes frequently using the estimated depth values.

3) REDO improves upon OFlow (+5.9/2.2/10.1 mIoU and -0.085/0.063/0.124 mCham.) for shape
reconstruction due to the pixel-aligned 4D implicit representation, whereas OFlow encodes the whole
image as a single feature vector and looses spatial information.

4) Regarding dynamics modeling, REDO improves upon OFlow (-0.22/0.047/0.061 mACD) thanks
to the pixel-aligned implicit flow-field. Note that OFlow normalizes the 3D models at each time-step
into the first frame’s model space and hence fails to capture rigid motion like translation. In contrast,
our canonical space is constructed for the entire clip in which REDO predicts a complete trajectory.

As stated in Sec. 3.3, the reconstructed mesh on the center frame is propagated to other frames in
the video clip for a dense reconstruction. We thus report the per-frame results in Appendix § E. In
addition, all above results are mean values averaged over object categories to avoid being biased
towards the most frequent class. Class-wise results on SAIL-VOS 3D are reported in Appendix § C.

mIoU↑ mCham.↓ mACD↓

ONet 23.1 0.764 -
PIFu 21.2 0.911 -

SurfelWarp 2.06 1.23 -
OFlow 26.7 0.931 1.18

REDO 38.5 0.479 1.07

Table 2: Zero-shot reconstruction.

Zero-shot reconstruction. To test the generalizability of
REDO, we further test on unseen categories with no fine-
tuning in Tab. 2. The result is averaged over three unseen
classes: dog and gorilla from SAIL-VOS 3D, and puma
from DeformingThings4D++. REDO still greatly outper-
forms baselines and doesn’t fail catastrophically. The per-
class results are provided in Appendix Tab. S5.

4.4 Analysis

mIoU↑ mCham.↓ mACD↓

avg. pooling 28.3 0.712 1.60
w/o alignment 24.1 0.937 1.85

w/o Ltemp 29.4 0.685 3.12

REDO 31.9 0.647 1.47

Table 3: Ablation studies.

In Tab. 3, we provide an ablation study of different com-
ponents in REDO using SAIL-VOS 3D data. 1) We first
replace the temporal aggregator fagg with an average pool-
ing layer where features of different frames are averaged
and fed into the shape reconstruction and velocity field net-
work. The results are shown in the 1st row of Tab. 3 (avg.
pooling). The performance drops by -3.6 IoU, +0.065 mCham., and +0.13 mACD. 2) We then study
pixel-aligned feature representations xp, zp. We replace these two features with the feature map of
the entire input frame following OFlow [59] but still keep the transformer to aggregate these feature
maps. Results of this ablation are reported in Tab. 3 (w/o alignment). Compared to REDO, this setting
greatly hurts the results (-7.8 mIoU, +0.290 mCham., -0.38 mACD) as the network can no longer
handle partial observations and the 3D predictions don’t well align with the visual input. 3) In many
real-world tasks, ground-truth meshes of different time-steps are not corresponded. Conceptually,
REDO could adapt to this setting. This is because all components are differentiable and the flow-field
network could be used as a latent module for shape reconstruction. To mimic this setting, we train
REDO using only the shape reconstruction loss Lshape. As shown in Tab. 3 (w/o Ltemp), the model
still recovers objects at the canonical frame. However, mACD increases significantly (+1.65).

4.5 Qualitative results

Fig. 4 shows a few representative examples of REDO predictions on SAIL-VOS 3D and Deform-
ingThings4D++. Please check Appendix § F for more results on real-world data and additional
analysis. From Fig. 4 we observe that: 1) REDO is able to recover accurate geometry and dynamics
of different objects from input video frames. It completes the occluded parts and hallucinates invisible
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Appendix:
Class-agnostic Reconstruction of Dynamic Objects from Videos

In this appendix we first provide additional implementation details (§ A) before providing more
information about the datasets (§ B). We then discuss additional quantitative results including per-
class reconstruction results (§ C), the propagated per-frame reconstruction results (§ E), and per-class
zero-shot reconstruction results (§ D). Lastly, we illustrate additional qualitative results (§ F).

A Implementation Details

We provide additional implementation details in this section.

Baselines. For the baseline models, we used the released code of ONet [53], OFlow [59] and
PIFuHD [69, 70]. For the static 3D reconstruction baselines (e.g., ONet and PIFuHD), we re-train
these models on all the frames from the training set using the default setting. Note, the dynamic 4D
reconstruction baseline OFlow always utilizes the initial frame for the canonical space. Therefore,
for a fair comparison, we set OFlow’s first frame to be the center of our input clip.

ODE. To solve the Ordinary Differential Equation (ODE), we use the Dormand–Prince method with
a relative error tolerance of 1e−2 and an absolute error tolerance of 1e−4. To support batch-wise
processing in the ODE solver for the backward flow, we use the variant from OFlow [59]. We also
zero-pad the velocity network output to make it compatible with a ODE solver following OFlow [59].

Training. Our code is implemented in PyTorch. The training process takes around 30 hours on a
4 GPU machine. To ensure a fair comparison, parts of our model, i.e., the image encoder and the
reconstruction net, share the same architecture as PIFuHD.

B Datasets

We provide a detailed comparison of popular dynamic 3D dataset in Tab. S1. Among them, we
choose to use SAIL-VOS 3D, DeformingThings4D, and 3D Poses in the Wild (3DPW) because of
the dataset scale and the quality of the ground-truth labels. Besides SAIL-VOS 3D, the other two are
incomplete and miss some ground-truth labels. In below section, we introduce the details about how
we complete the datasets used in our experiments.

Datasets Type #Category #Videos RGB Depth GT camera GT mask GT mesh Misc. GT

Single-class real-world datasets

Human3.6M [29] real-world 1 (human) N/A X X X 7 7

3DPW [87] real-world 1 (human) 60 X 7 X 7 7 3D pose
D-FAUST [3] real-world 1 (human) N/A 7 7 7 7 X

Multi-class real-world datasets

KillingFusion [74] real-world 5 5 X X X X 7

VolumeDeform [28] real-world 8 8 X X X 7 X

DeepDeform [5] real-world multiple 400 X X X X 7

Multi-class synthetic datasets

DeformingThings4D++ [42] synthetic 39 1972 7 7 7 7 X

SAIL-VOS 3D [27] synthetic 10 484 X X X X X

Table S1: Summary of dataset statistics.

B.1 SAIL-VOS 3D

SAIL-VOS 3D [27] is a very challenging dataset due to the diverse appearance and complex motion.
Most observed objects are partially visible and the occlusion is often changing across time. The
dataset also has a very challenging long-tail distribution.

Data source. SAIL-VOS 3D is publicly available for research and educational purpose under a user
agreement.2 This dataset is extracted from the photo-realistic game Grand Theft Auto (GTA) V.3 The
collected data of SAIL-VOS 3D contains neither personally identifiable information nor offensive
content.

2
http://sailvos.web.illinois.edu/_site/index.html

3
https://www.rockstargames.com/games/V
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Split #Videos #Frames PO Size #Clips Class-wise distribution
Train 193 475 84% 15% - #classes = 7: person (188), car (62),

truck (10), helicopter (7), motorcycle
(10), bicycle (3), airplane (3)

Val 78 675 86% 13% 291 #classes = 8: person (61-241), car
(12-23), motorcycle (4-8), truck (2-
7), bicycle (2-5), trolley (2-3), air-
plane (1-2), helicopter (1-2)

Unseen 2 333 100% 6.4% 2 #classes = 2: dog (1-1), gorilla (1-1)

Table S2: SAIL-VOD 3D statistics. Values in parenthesis (V −C) indicate the number of videos V
and clips C for the corresponding class. For each split we report the number of videos (#Videos),
average video frames (#Frames), partial visibility ratio (PO), ratio between object area and image area
(Size), and the number of sampled clips (#Clips). Note, 1) videos are untrimmed and may contain
several objects from different classes. Therefore, #Videos may not equal the summation of V from
all classes; 2) #Clips for split train is not reported as we randomly sample clips from videos during
training.

Splits & statistics. Our network is class-agnostic and handles different dynamic objects in a unified
manner. For this purpose, we use 10 kinds of dynamic objects, i.e., human, car, truck, motorcycle,
bicycle, airplane, helicopter, gorilla, trolley, and dog. We provide detailed statistics in Tab. S2

Clips sampling. SAIL-VOS 3D contains videos whose number of frames ranges from single digits
to several hundreds. For our experiments, we sample fixed-length video clips satisfying the following
rules: 1) the average occlusion ratio of the observed object is lower than 0.75 following [27]. 2) the
average visible instance area of the object is bigger than 128× 128 pixels. In our training, we set the
number of frames to be 17 following [59]. If the length of the original video clip is shorter than 17,
we duplicate beginning and ending frames to meet this requirement.

Ground-truth. To compute the ground-truth occupancy label, we first truncate the ground-truth
mesh of each frame in the input clip to remove the vertices and faces that are never seen in this clip.
Note, the set of invisible vertices and faces can be easily identified since SAIL-VOS 3D provides the
vertices’ temporal correspondences across frames. Therefore, we just need to compute a per-frame
set of invisible vertices and faces and then take a union of those per-frame sets. We can then compute
the ground-truth occupancy label and correspondences using the converted truncated mesh.

B.2 DeformingThings4D++

Data source. The original dataset DeformingThings4D [42] is released for non-commercial research
and educational purposes under “DeformingThings4D Terms of Use”4, and the accompany code
is release under a non-commercial creative commons license. The characters in this dataset are
obtained from Adobe Mixamo5. This dataset is synthetic and contains neither personally identifiable
information nor offensive content.

Rendering. The original DeformingThings4D [42] data is composed of 1972 scenes with 1772
animals and 200 humanoids from 39 classes. Note, the number of classes isn’t 31 as listed in the
paper [42]. This is because the dataset does not contain a mapping between scene IDs and categories.
Therefore, we count classes ourselves and treat each unique object type as a class. See Tab. S3 for
more details. Each scene in the dataset contains a triangular mesh and vertices’s 3D coordinates
at different time steps, which provide ground truth motion fields. For each scene, we render with
resolution of 500× 600 and obtain the following information with several representative examples
shown in Fig. S1.

• Camera: we do not consider camera shot changes and fix the camera pose for the whole animation.
Specifically, we first render with a fixed camera pose. If the resulting animations are of low-
quality, e.g., too zoomed-in or zoomed-out, we manually adjust to a better pose.

• RGB: in order to maintain correspondences between rendered frames, i.e., same position of
an object should have same color across the whole animation, we assign an RGB value to each

4
https://docs.google.com/forms/d/e/1FAIpQLSckMLPBO8HB8gJsIXFQHtYVQaTPTdd-rZQzyr9LIIkHA515Sg/viewform

5
https://mixamo.com/
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Split #Videos #Frames PO Size #Clips Class-wise distribution

Train 1227 61 88% 8.5% - #classes = 37: bear (195), deer (170),
fox (126), humanoids (111), moose
(105), rabbit (72), doggie (45), dragon
(41), elk (41), tiger (40), procy (38),
raccoon (37), bunny (28), bucks (25),
grizz (24), canie (22), huskydog (21),
bull (13), milkcow (12), cattle (11),
hog (7), rhino (7), cetacea (6), ele-
phant (6), chicken (5), hippo (3), li-
oness (3), sheep (3), raven (2), cat (1),
crocodile (1), duck (1), goat (1), leop-
ard (1), pig (1), seabird (1), zebra (1)

Val 152 64 96% 6.9% 152 #classes = 25: bear (27-27), deer (24-
24), fox (18-18), moose (15-15), rabbit
(10-10), humanoids (7-7), doggie (6-
6), dragon (5-5), elk (5-5), procy (5-5),
raccoon (5-5), tiger (5-5), bunny (4-
4), bucks (3-3), canie (2-2), huskydog
(2-2), bull (1-1), cattle (1-1), cetacea
(1-1), chicken (1-1), elephant (1-1),
hog (1-1), lioness (1-1), milkcow (1-
1), sheep (1-1)

Test 347 65 94% 7.2% 347 #classes = 29: bear (55-55), deer (48-
48), humanoids (44-44), fox (36-36),
moose (30-30), rabbit (20-20), dog-
gie (12-12), dragon (11-11), elk (11-
11), tiger (11-11), procy (10-10), rac-
coon (10-10), bunny (8-8), bucks (6-
6), grizz (6-6), canie (5-5), huskydog
(5-5), bull (3-3), cattle (3-3), milkcow
(3-3), hog (2-2), cetacea (1-1), chicken
(1-1), duck (1-1), elephant (1-1), goat
(1-1), lioness (1-1), raven (1-1), sheep
(1-1)

Unseen 56 65 92% 7.4% 56 #classes = 1: puma (56-56)

Table S3: DeformingThings4D++ statistics. Values in parenthesis (V − C) indicate the number of
videos (V ) and clips (C) for the corresponding class. For each split we report the number of videos
(#Videos), average video frames (#Frames), partial visibility ratio (PO), ratio between object area
and image area (Size), and the number of sampled clips (#Clips). Note, #Clips for split train is not
reported as we randomly sample clips from videos during training.

vertex on the mesh and keep that RGB value for all time steps. We then utilize Blender’s
ShaderNodeVertexColor to get RGB frames.

• Mask & depth: we ray-cast from each pixel of a frame. 1) For mask, we mark a pixel as “in mask” if
its ray reaches the object’s mesh. 2) For depth, if the ray reaches the mesh, we store the z coordinate
of the intersection point between ray and mesh in the camera coordinate system.

Splits & Statistics. Note, the original dataset doesn’t provide the train/validation/test splits. We
hence create our own split following the rules discussed next: First, we discard the videos with invalid
motion values, e.g., NaN. Second, we do not use videos if there are frames where objects leave the
view frustum entirely. After filtering, we split the remaining videos into train/validation/test sets with
a rough ratio of 7 : 1 : 2: 1) We reserve one class for zero-shot experiments to examine algorithm
generalization. Specifically, we remove the class puma from the training/validation/test set as an
unseen category. 2) For validation and test sets, we consider a subset of videos that composes of at
least one rendered frame where the object is completely visible. The motivation is that if an object
appears completely, we do not need to impose any extra processing for evaluation, e.g., truncating the
ground truth mesh. In this way, we avoid inaccuracies incurred in the processing step. We sample
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(a) Deer (b) Humanoids

(c) Tiger (d) Humanoids

(e) Motion from class humanoid.

(f) Motion from class bear.

Figure S1: Examples of DeformingThings++. (a) - (d): we display the rendered RGB image (left),
mask (center), and depth (right) of 4 instances from different objects; (e) - (f): we showcase dynamics
of two objects. Note the rendered images maintain semantic consistency across frames.

152 and 347 videos from the subset for validation and test respectively. 3) For the remaining videos,
we use them as the training set. Please check Tab. S3 for detailed split distribution and statistics.

B.3 3D Poses in the Wild (3DPW)

3DPW is a real-world 3D video dataset focusing on humans. The collected videos usually contain
multiple people, which are often occluded and out of the camera view. The camera is also moving to
capture the human dynamics. Due to all these appealing and challenging properties, we adopt it in
our experiments to test the generalizability of REDO under a class-specific setting.

Data source. 3DPW is publicly available under a license.6 This dataset captures real-world human
videos with a moving camera and Inertial Measurement Units (IMUs) in complex scenes. This dataset
contains no offensive content.

Ground-truth. For training and evaluation purposes, we estimate the human mesh. Since 3D pose
annotation is given, we utilize the Skinned Multi-Person Linear (SMPL) [47] human template. Since
the same template is used across all frames in a video, we also get the ground-truth correspondences
(vertices). Note that we render an amodal mesh in this experiment under the class-specific setting,
meaning we aim to reconstruct the complete human mesh when the visual inputs are partially visible.

C Per-class results

To further analyze the performance of REDO, we provide class-specific results on SAIL-VOS 3D
in Tab. S4. Overall, REDO outperforms baseline methods in 18 out of 21 metrics. In terms of
performance across classes, REDO performs best for human and car because these two classes have
the most training examples. REDO is less effective for airplane and bicycle due to the complex
geometry and the small number of training examples.

6
https://virtualhumans.mpi-inf.mpg.de/3DPW/license.html
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F Additional qualitative results

In Fig. S3, we show additional qualitative comparisons on the real-world 3DPW dataset. In each sub-
figure we show the input frame, the estimated mask of the object of interest using Mask R-CNN [26],
the prediction of the best-performing baseline model (PIFuHD), and our prediction. From Fig. S3
we observe that REDO recovers complete and smooth prediction of the real-world human in various
poses. In contrast, the baseline method often struggles when humans are in rare poses. This is largely
due to the difference in the pre-training dataset where PIFuHD is trained on stand-still humans with
no occlusion, whereas REDO is trained on the large-scale synthetic dataset SAIL-VOS 3D which
comes with humans in challenging poses and with sever occlusions.

In Fig. S4, we demonstrate our prediction on SAIL-VOS 3D from multi-views in a single video clip.
In each chunk we show the input frames, ground truth mesh, and predicted mesh of one video clip
from top to bottom. From Fig. S4 we can see that the front-view of REDO’s prediction aligns well
with input images. Meanwhile, REDO also hallucinates decently about the side (partially observed)
and back (invisible) of the objects. The predicted meshes are relatively smooth across time.
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