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Abstract—Many storage applications such as file system check-
ers, defragmentation tools, etc. require a detailed understanding
of file systems. Such file-system aware applications play an
essential role today, but unfortunately they are error-prone. To
better understand the challenges as well as the opportunities
to address the issues, this paper presents an empirical study
of real world bugs in file-system aware storage applications.
By analyzing 59 bug cases from 4 representative applications
in depth, we derive multiple insights in terms of general bug
patterns, triggering conditions, and implications for building
effective tools to address the issues. We hope that our study
and the resulting dataset could contribute to the development
of reliability tools for building robust file-system aware storage
applications in general.

Index Terms—File system, storage system, configuration pa-
rameter, reproducibility, reliability

I. INTRODUCTION

Many storage applications require a detailed understanding
of file systems (FS). For example, FS checkers (e.g., e2fsck
for Ext4 [1], ChkDsk for NTFS [2]) scan the on-disk layout
of file systems, detect metadata inconsistencies, and serve
as the last line of defense to bring a corrupted file system
back to a healthy state [3], [4]. Similarly, FS resizers [1],
defragmentation tools [5], data recovery tools [6], etc. all need
to parse file system structures precisely. Such FS-aware storage
applications play an essential role in maintaining the storage
system reliability and performance today [7].

Unfortunately, developing FS-aware storage applications is
challenging due to the complexity of file systems, the lack
of documentation or library support, etc [7]. Consequently,
such software may contain bugs that cause system failures or
even data loss. For example, a recent NTFS ChkDsk issue
affected many Windows users [8]-[10]. Similarly, e2fsck
may generate incorrect or insecure repairs, corrupting Ext-
family file systems [7], [11]-[14].

Addressing the challenge above requires collective efforts
from multiple research directions including bug detection sup-
port [12], [13], [15], [16], programming language and library
support [7], data provenance and debugging support [17]-[19],
etc., all of which will benefit from a better understanding of
real-world bug characteristics.
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Many studies have been conducted to understand and guide
the improvement of storage software [20]-[25]. For example,
Lu et al. studied 105 bugs from 4 multi-threaded applications
(including MySQL database) and found common concurrency
bug patterns (e.g., atomicity violation) [20]. Duo et al. studied
about 310 persistent memory (PM) related bugs in the Linux
kernel and identified PM-specific issues (e.g., misaligned
NVDIMM namespace) [25]. Such efforts have generated
valuable insights for optimizing the corresponding software,
but they are not necessarily applicable to FS-aware storage
applications due to the different design patterns and tradeoffs.

In this paper, we perform an empirical study on the char-
acteristics of 59 bugs in four FS-aware storage applications
including two file system checkers [26], one file system
resizer [27], and one degragmentation tool [28]. Different from
most existing studies, we take one step further to reproduce the
bugs in our dataset, which enable us to drive deeper insights
along multiple dimensions for developing remedy solutions.

First, in terms of general bug patterns, we find that semantic
bugs is the dominant type (98.3%) in our dataset based on the
classic taxonomy proposed in the literature [20], [21], [25],
which is typically caused by incorrect design logic of the
software. Moreover, we observe a few unique subtypes among
the semantic bugs. For example, 15.3% cases are caused by
the inconsistency between the application logic and the file
system features (i.e., the application cannot handle certain
(new) features of the underlying file systems, which may lead
to unexpected abort or even file system corruptions).

Second, in terms of triggering conditions, we find that
there are four important factors for reproducing the issues in
our dataset, including (1) file system parameters, (2) appli-
cation parameters, (3) workloads, and (4) metadata corrup-
tions. Specifically, we find that the majority of bugs (96.6%)
require certain file system parameters to trigger, 30.5% re-
quire application parameters, and 27.1% depend on both.
Similarly, 39.0% and 22.0% bug cases depend on workloads
and metadata corruptions, respectively. This result reflects the
strong dependency between the storage applications and the
underlying file systems as well as the complexity for detecting
or diagnosing such issues. But interestingly, we find that 19 of
the bugs in our dataset could be detected via 2 simple rules.

Finally, based on the findings, we derive multiple implica-
tions for building effective tools (e.g., bug detection, debug-
ging, provenance tracking) to mitigate the issues. We curate



TABLE I
FILE-SYSTEM AWARE STORAGE APPLICATIONS STUDIED IN THIS WORK.

App. ID Name Description # of Bugs | Reproduced Bugs
1FSCK e2fsck the checking and repair program for Ext-family file systems 37 20 (54.0%)
2FSCK xfs_repair the repair program for XFS file system 2 0 (0%)
3SIZE resize2fs the resize program for Ext-family file systems 17 12 (70.6%)
4FRAG e2freefrag | the free space managing program for Ext-family file systems 3 2 (66.7%)
TOTAL - - 59 34 (57.6%)

our study results in a software artifact called FSAppBugs
which includes the detailed characterization of bug patterns as
well as the critical conditions and scripts to reproduce them.
We have released the artifact publicly to facilitate follow-
up research on improving the design and implementation of
storage applications and relevant tools'.

The rest of the paper is organized as follows: §II describes
the study methodology; §III presents the study results; §IV
discusses the related work; and §V concludes the paper with
future work.

II. METHODOLOGY

In this section, we describe how we collect the dataset for
study (§1I-A), how we analyze the bug characteristics (§II-B),
and the limitations of the approach (§1I-C).

A. Dataset Collection

As shown in Table I, we look into four FS-aware
storage applications including two file system checkers
(i.e., e2fsck and xfs-repair), one file system re-
sizer (i.e., resize2fs), and one defragmentation tool (i.e.,
e2freefrag). These applications are developed for main-
taining the popular Ext-family (e.g., Ext2/3/4) and XFS file
systems on Linux.

All the applications maintain their source code including
the commit history in Git repositories, which enables studying
the real bugs of the applications that have been confirmed and
fixed. Note that not all the committed patches are bug patches.
We find that the majority of the patches are for maintenance
(e.g., code re-factoring or documentation updates) or adding
new functionalities instead of fixing bugs, which is consistent
with previous studies on Linux kernel patches [21], [25].

In order to effectively identify potentially reproducible bug
cases, we first use a wide set of keywords (e.g., ‘bug’, ‘error’,
‘corrupt’, ‘reproduce’, ‘configuration’, ‘parameter’, ‘trigger’,
‘condition’, etc.) to filter the patches, and then manually
examine the remaining patches to understand their purposes.
At the time of this writing, we are able to identify 59 bug
patches which contain relatively complete information (e.g.,
steps for reproducing the issues) for study.

B. Dataset Analysis
Based on the 59 bug cases, we conduct a comprehensive
study to answer three set of questions:

Unttps://git.ece.iastate.edu/data-storage-lab/prototypes/bugbench/-
/tree/main/FSAppBugs

o General Patterns: What are the general bug patterns? Is
there anything unique compared to previous studies?

o Triggering Conditions: What are the specific conditions
required to trigger and reproduce the bugs? Are there any
general rules that can be leveraged to remedy?

o Implications: What are the implications for researchers
and practitioners for developing relevant tools (e.g., bug
detection, debugging, provenance tracking)?

To answer these questions, we manually analyzed each
patch in depth. The patches typically follow a standard format
containing a description and code changes, which enables us to
infer its logic and characterize them accordingly. For patches
that contain limited information, we further investigated rele-
vant source code and design documents. Moreover, we attempt
to reproduce the identified bug cases in our experimental
environment, which enables us to gain deep insights on the
necessary conditions for manifesting the bugs.

C. Limitations

Note that the combination of keyword search and manual
examination (§II-A) is similar to the previous studies [20],
[21], [25], though most existing studies did not perform the
reproducibility experiments. Similar to previous studies [20],
[21], [25], our study results should be interpreted with the
method in mind. The dataset was refined via keywords and
manual examination, and we only studied bugs that have been
triggered and fixed by the developers, both of which may lead
to incompleteness. Nevertheless, we believe such study is one
important step toward better understanding the characteristics
of bugs in storage applications and deriving effective solutions.
By releasing the study results publicly, we hope the work can
inspire follow up research and benefit the community.

III. STUDY RESULTS
A. Overview

As shown in the last column of Table I, we were able to re-
produce 34 bug cases (57.6%) successfully in our experimental
environment at the time of this writing, including 20 from
1FSCK, 12 from 3SIZE, and 2 from 4FRAG. Reproducing
these cases require satisfying various conditions, as will be
elaborated in §1II-C. For the remaining cases that we cannot re-
produce, we derive the necessary (but not sufficient) conditions
based on our understanding of the source code and relevant
documents. We summarize the findings based on all the
cases in this section, including the general patterns (§III-B),
triggering conditions (§III-C), and implications (§III-D).



TABLE II
CLASSIFICATION OF BUG PATTERNS. THE LAST COLUMN SHOWS THE
NUMBER OF BUGS (AND PERCENTAGE) BELONGING TO EACH SUBTYPE.

Type Subtype Description # of Bugs
(%)
Feature out of sync for 9 (15.3%)
FS feature support '
Semantic | Wrong Check ;“‘SS / wrong check of | 355 g,
(98.3%) S co/rruptlon —
. miss / wrong repair o
Wrong Repair FS corruption 13 (22.0%)
Logic other improper design 23 (39.0%)
l\zlle I,;l;or)y Null Pointer dereference null pointer 1 (1.7%)

TABLE III

MODIFICATIONS INTRODUCED BY BUG PATCHES.
App. ID | Application Code External Code
1IFSCK 37 3 (8.1%)
2FSCK 2 —
3SIZE 17 2 (11.8%)
4FRAG 3 —
TOTAL 59 5 (8.5%)

B. General Patterns

To guide the design of bug detectors and other reliability
tools, it is important to understand the types of bug occurred.
As summarized in Table II, we find that the 59 bugs in our
dataset can be classified into two major types based on the
classic taxonomy proposed in the literature [21], [25]: (1)
Semantic, which means the issues are related to the high-level
design semantics of the software; (2) Memory, which relates
to illegal memory operations (e.g., out-of-bound access).

Similar to previous studies, the Semantic type accounts for
the majority of bugs in our dataset. This reflects the complexity
of developing correct storage applications. On the other hand,
we observe a few interesting and unique patterns among the
Semantic bugs, which we discuss further below:

o Feature (15.3%): This type of bugs occurs when the stor-
age applications cannot handle certain features (newly)
added to the underlying file systems. In other words,
the applications is out-of-sync with the file systems. The
consequence is often severe: the application may abort
abruptly or even corrupt the underlying file system. This
pattern reflects the complex dependencies between the
storage applications and file systems and suggests the
need for more effective co-designs.

o Wrong Check (22.0%) and Wrong Repair (22.0%): These
patterns are specific to the file system checker bugs in
our dataset. We find that FSCK may generate wrong
checking results (e.g., missing corruptions on specific
metadata structures) or even wrong fix, which is consis-
tent with previous work on the correctness of file system
checkers [11]-[13]. More elegant design patterns (e.g.,
SQL query for checkers [11] or programming lanague
support [7]) are likely needed for mitigating the issues.
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Fig. 1. Examples of Triggering Conditions. This figure shows two specific bug
cases which (a) depends on file system parameters and metadata corruptions,
(b) depends on workloads and metadata corruptions.

To understand the impact of the bug patches further, we
measure the code modifications required by each patch. As
summarized in Table III, 5 out of the 59 cases (8.5%) require
modifications to external source code (e.g., library or file
system code) in addition to modifying their own application
code, which reflects the dependency between the applications
and their environment.

C. Triggering Conditions

Besides identifying general bug patterns, we further look
into specific conditions needed to trigger the bugs, which is
critical for developing effective tools to capture similar bugs
in practice. We find that four major factors are important
for our dataset, including: file system parameters, application
parameters, workloads, and metadata corruptions. We discuss
them in more details below:

(1) 96.6% bugs depend on file system parameters. The
configuration parameters of file systems control the specific
features or functionalities of file systems, which may affect the
behavior of the upper storage applications. As shown in the
first three columns of Table IV, 57 out of the 59 bugs (96.6%)



TABLE IV
DISTRIBUTION OF BUGS BASED ON FOUR MAJOR TRIGGERING CONDITIONS: FILE SYSTEM (FS) PARAMETERS, APPLICATION (APP) PARAMETERS,
WORKLOADS, AND METADATA CORRUPTIONS.

App. ID # of | Depend on Depend on Depend on Both Other Dependency
Bugs | FS Param. | App. Param. | FS & App Param. | Workload | Corruption
1IFSCK 37 35 (94.6%) 5 (13.5%) 3 (8.1%) 19 (51.4%) | 13 (35.1%)
2FSCK 2 2 (100%) — — — —
3SIZE 17 17 (100%) 13 (76.5%) 13 (76.5%) 4 (23.5%) —
4FRAG 3 3 (100%) — — — —
TOTAL 59 57 (96.6%) 18 (30.5%) 16 (27.1%) 23 (39.0%) | 13 (22.0%)
TABLE V TABLE VI
DISTRIBUTION OF BUGS BASED ON THEIR DEPENDENCY ON SINGLE OR TwO SIMPLE RULES AND THEIR EFFECTIVENESS.
MULTIPLE PARAMETERS
Rule Description Bugs
App. ID Depend on FS params | Depend on App. params ID Detected
pp- single multiple single multiple Ry check return code of target application 4
1FSCK 24 11 2 3 Ro compare multiple runs of FSCK 15
2FSCK — 2 — — TOTAL - 19
3SIZE 14 3 11 —
4FRAG 3 - - - that 23 bugs require specific workloads to trigger. Figure 1
TOTAL 4l 16 13 3 (b) shows an example from 1FSCK (e2fsck). The bug is

in our dataset require specific file system parameters to trigger,
including 35 from 1FSCK (i.e., 94.6% of all 1IFSCK bugs),
2 from 2FSCK (100%), 17 from 3SIZE (100%), and 3 from
4FRAG (100%). Most interestingly, we find that in two cases
an FS parameter must be enabled while another parameter
must be disabled, which reflects the complex relations in file
system configurations.

Figure 1 (a) shows a concrete example where a bug de-
pends on a file system parameter to trigger. In this case,
the Ext4 file system has the resize_inode parameter
enabled (Step I). In case of an unfortunate corruption, the
reserved_gdt_blocks field in the superblock is changed
to zero and the double_indirect_block in inode 7
(i.e., resize inode) also becomes zero (Step II). In this sce-
nario, e2fsck performs an incorrect repair by clearing the
resize_inode, and aborts with an error.

Note that a bug may depend on more than one file system
parameters. As shown in the second column of Table V, there
are 16 cases in total which depend on multiple file system
parameters for manifestation.

(2) 30.5% bugs depend on application parameters. As
shown in the fourth column of Table IV, 18 bugs in total
require specific application parameters to trigger, including 5
from 1FSCK and 13 from 3SIZE. Moreover, Table V further
shows that among the 16 cases, 13 of them depend on single
application parameter and 3 of them depend on multiple
application parameters.

(3) 27.1% bugs depend on both file system and application
parameters. Among all the bugs that depend on parameters,
16 are particularly tricky as they cannot be triggered without
specific file system parameters and application parameters.

(4) 39.0% bugs depend on workloads. Moreover, we find

dependent on the inline_data feature as well as a specific
workload. In this case, the inline_data feature is disabled
in the superblock (‘False’). The workload creates a file (inode
12) with 40B data (‘size=40B’), and the iflag (meaning
“inline_data flag”) in the inode is also unset by default
(Step I). In case of corruption, the iflag may be corrupted
(‘iflag=0x10000000’). In an attempt to fix the corruption (Step
IIl), e2fsck mistakenly enables the inline_data in the
superblock (‘True’), while disabling the i flag of the inode
(‘iflag=0x0’) and removing the data from the inode (‘size=0’),
which leads to data loss.

Such workload-dependent bugs are particularly difficult to
trigger because there are numerous ways of using file systems
in practice. Therefore, systematic approaches to generate ef-
fective workload operations are likely needed for addressing
the issue.

(5) 22.0% bugs depend on corruption. As shown in the
last column of Table IV, 13 bugs require specific corruption
for triggering the bug. In fact, both the examples in Figure 1
fall in this category. In both of the example cases, specific
corruptions are needed to trigger the bugs, i.e., corruption in
reserved_gdt_blk and corruption in iflag for Figure 1
(a) and (b), respectively. This is reasonable because file system
checkers are designed to scan and fix corrupted images, certain
functionalities (and the latent bugs) may only be triggered
when processing specific metadata corruption scenarios.

(6) 55.9% reproduced bugs can be detected via 2 general
rules. As mentioned in §III-A, we were able to reproduce
34 (57.6%) bug cases successfully in our experimental en-
vironment. Most interestingly, we find that among the 34
reproducible cases, 19 of them can be detected via two simple
rules once they are triggered.

As summarized in Table VI, the first rule (R;) means
checking the return code of application, which allows us to



detect 4 bugs in total. This is consistent with the previous
finding that error checking code is often not implemented
properly [29]. The second rule (R2) means comparing the
execution results of multiple runs of the FSCK application,
which is useful because FSCK may generate partial fixes [12].

D. Implications

Based on the findings above, we discuss multiple important
implications for researchers and practitioners to improve FS-
aware storage applications below:

Bug Detection. Great efforts have been made to detect bugs
proactively in storage applications [12], [13], [15], [16], [30].
For example, Carreira et al.use a mix of symbolic and con-
crete execution to test three FS checkers (i.e., e2fsck [26],
reiserfsck [31], fsck.minix [32]) and find bugs in all
of them [12]; Om et al.apply fault injections to test the fault
resilience of multiple file system checkers [13]; Xu et al.apply
feedback-driven fuzzing to file systems and expose various
issues including 2 bugs in e2fsck [30].

Nevertheless, our study reveals that many issues in FS-aware
storage applications require specific conditions to manifest
(e.g., specific file system parameters or corruptions), which
are agnostic to many of the existing bug detectors to the
best of our knowledge. In other words, the coverage of
many existing bug detectors are fundamentally limited because
they do not consider the necessary bug triggering conditions.
By demonstrating the general characteristics as well as the
reproducibility of bug cases, our study could potentially help
improve the coverage and effectiveness of bug detectors for
storage applications, which we leave as future work.

Debugging Tools. Once a failure symptom is observed in
practice, it is necessary to diagnose the root cause (i.e.,
the fault/bug that caused the failure), which is notoriously
difficult and time-consuming. Many debugging tools have been
developed to facilitate the diagnosis procedure [33], [34]. For
example, GDB [33] is the de facto way to debugging many
software failures, which requires substantial manual interac-
tions. Besides GDB, there are many other prototypes pro-
posed to automate the debugging procedure further, including
record-and-replay based approaches (e.g., PANDA[34]) and
program slicing based approaches (e.g., FailureSketching[17],
REPT([35], Giri [36])

Nevertheless, most existing approaches assume that the fail-
ure can be reproduced reliably and consistently, which is not
necessarily the case in practice. As demonstrated in our study,
triggering bugs in FS-aware storage applications may require
many conditions, which is essential for debugging the failures
caused by such bugs. Our results suggest that constantly
monitoring system environments (e.g., file system parameters)
and/or tracking data provenance (e.g., lineage of application
parameters) might be needed in order to provide sufficient
information for reproducing failure scenarios involving FS-
aware storage applications.

Provenance Tools. In addition to traditional debuggers, many
provenance-based approaches have been proposed for under-

standing various system behaviors including bug-induced fail-
ures [18], [19], [37]-[43]. For example, PASS & PASS v2 [18],
[37] collects file system level provenance for understanding
the transformations of data in the system transparently. More
recently, Hu er al. use provenance to help scientists debug
their workflows efficiently [19]; Lineage Stash [40] uses prove-
nance in a record & replay manner to handle distributed system
failures; Han et al. apply provenance-based fault detection in
cloud environment [41].

Our study suggests that it is important for provenance tools
to capture parameter information of the system or application.
Moreover, since FS-aware storage applications often involve
multiple programs (e.g., file systems and their utility appli-
cations), it is desirable to capture the correlation between
different programs in the provenance. This implies that con-
solidating individual provenances from different programs is
likely needed, which we leave as future work.

IV. RELATED WORK

In this section, we discuss related work that has not been
covered sufficiently in previous sections, which can be roughly
classified into two categories as follows:

Studies of Software Bugs and Storage System Failures.
Many researchers have performed empirical studies on the
characteristics of bugs in open source software [20]-[25], [44],
[45]. For example, Lu et al. [20] studied 105 concurrency
bugs and found that atomicity-violation and order-violation are
the two most common patterns; Chen et al. [23] studied 141
Linux kernel bugs and identified their security implications;
Thanumalayan et al. [46] studied application level crash-
consistency protocols and find a total of 60 vulnerabilities,
many of which lead to severe consequences; Duo er al. [25]
studied 1,350 PM-related kernel patches including about 300
bug cases and derived multiple insights in terms of patch
characterization, bug patterns, fix strategies, etc. Our study
is complementary to the existing efforts as we focus on bugs
in important file-system aware storage applications.

One recent work [45] studied the configuration issues in file
system ecosystems involving three FS-aware storage applica-
tions. Similar to our work, they also recognize the importance
of user-level storage applications. Different from our work,
they focus on deriving the configuration dependencies for file
systems instead of the reproducibility of bug cases. Therefore,
these two works are complementary.

In addition to bug studies, researchers have also studied
the failures of storage systems [47]-[52]. For example, Xu et
al. [48] studied SSD-related failures in Alibaba cloud storage.
Gunawi et al. [47] studied real-world failures of cloud storage
services and found that many root causes were not specified
well. Han et al. [52] analyzed the inconsistent checking and
repairing of parallel file systems under failures. In general,
these system failure studies are orthogonal our study as they
do not investigate the source code level bug patterns or
reproducibility of the cases. On the other hand, our study on
the bug patterns of storage software and triggering conditions



may help understand the root causes of the failure symptoms
observed in the real world.

Reliability Tools for Improving Storage Systems. Many
tools have been built to improve the robustness of storage
software systems [7], [11]-[13], [51], [53]-[61]. For example,
Spiffy [7] creates an annotation language for specifying file
system formats and facilitates creating robust storage applica-
tions; SQCK [11] proposes an elegant design for file system
checkers based on a declarative query language; RFSCK [60]
provides a transactional library to strengthen the resilience
of file system checkers; PFault [59] injects multiple types
of faults to understand the failure handling of parallel file
systems.

In general, these tooling efforts are orthogonal to ours
which focus on understanding the characteristics of bugs in
the storage applications. On the other hand, as elaborated in
§III-D, a better understanding of bug characteristics enabled by
our work will likely help improve the effectiveness of existing
and future tools further.

V. CONCLUSION & FUTURE WORK

We have presented a comprehensive study on the real-world
bug cases of representative file-system aware storage appli-
cations including two file system checkers, one file system
resizer, and one degragmentation tool. We have identified a
number of unique bug patterns including the inconsistencies
between the application logic and the file system features.
Moreover, we have found that four conditions are critically
important for the manifestation of the bugs. Based on the
identified bug patterns and critical triggering conditions, we
derived multiple implications for building relevant tools in-
cluding bug detectors, debugging tools, and provenance tools.

In the future, we plan to incorporate the insights derived
from the study into the development of effective bug detection,
debugging, and provenance tools. We hope that this study as
well as the resulting artifact could contribute to the evolution
of robust storage applications in general.
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