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Abstract

We consider the question of sequential prediction under the log-loss in terms of cumulative regret.
Namely, given a hypothesis class of distributions, learner sequentially predicts the (distribution of
the) next letter in sequence and its performance is compared to the baseline of the best constant
predictor from the hypothesis class. The well-specified case corresponds to an additional assump-
tion that the data-generating distribution belongs to the hypothesis class as well. Here we present
results in the more general misspecified case. Due to special properties of the log-loss, the same
problem arises in the context of competitive-optimality in density estimation and model selection.
For the d-dimensional Gaussian location hypothesis class, we show that cumulative regrets in the
well-specified and misspecified cases asymptotically coincide. In other words, we provide an o(1)
characterization of the distribution-free (or PAC) regret in this case — the first such result as far as we
know. We recall that the worst-case (or individual-sequence) regret in this case is larger by an addi-
tive constant % + o(1). Surprisingly, neither the traditional Bayesian estimators, nor the Shtarkov’s
normalized maximum likelihood achieve the PAC regret and our estimator requires special “robusti-
fication” against heavy-tailed data. In addition, we show two general results for misspecified regret:
the existence and uniqueness of the optimal estimator, and the bound sandwiching the misspecified
regret between well-specified regrets with (asymptotically) close hypotheses classes.

Keywords: Online learning, distribution-free PAC learning, log-loss, agnostic learning, sequential
probability assignment, misspecified models

1. Introduction

This paper considers problems of the following type:

P*(Y)} |
Q)

where © and & are some collections of distributions. The goal is to find the (approximate) value
of min max and the (approximate) minimizer (J*. There are several ways in which this abstract
problem can arise (see Section 1.2). The problem has been studied in information theory, statistics
and machine learning predominantly in the following two cases: when ® = © (well-specified or
“stochastic” case) and when ® consists of all distributions (worst-case or “individual-sequence”).
However, the natural intermediate case of when ® consists of all iid distributions (a case we des-
ignate by the name “PAC”) has not been studied as much. We report new results pertaining to the
cases of @ # ©. Such a setting has been known under the names of model-mismatch, misspecified
regret, agnostic learning or distribution-free PAC (in case @ is all iid distributions). Our paper can
be filed under either of these.

min max Eyp|lo
Q Ped,P*cO [ &
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Notation. We use P < (Q for absolute continuity of measures, dQ £ for Radon-Nikodym deriva-
tives, D(P||Q) = Epllog & ] for Kullback-Leibler (KL) divergence, I(X;Y) = D(Pxy||Px ®
Py) for mutual 1nformat10n P ® Q@ for a product measure, P®" for an n-fold product of P with
itself, y™ = (y1, ..., yn) for an n-vector, Y" for a measurable space of n-vectors, P()) for a set of
probability measures on a measurable space Y, P;;q(V") = {P®" : P € Y(Y)}, [k] = {1,...,k}
for k € Z, Leb denotes Lebesgue measure.

1.1. Defining regret under model misspecification

Fix a measurable space ) and a collection of hypotheses Py,0 € © of measures on it, which
we will call model class ©. Suppose an iid sequence Y; ~ P is observed and our goal is to
provide an estimate of its distribution that is (almost) as good as the best possible hypothesis Py-.
More specifically, suppose that having observed 1, ...,y:—1 we output our estimate distribution
Q:(-) = Q¢(-|y*~1), and then upon observing Y; experience a (relative) regret of log i 5. (Y2). Our
goal is to minimize

o
th
where supremum over 6* corresponds to chosmg the best in-model match and supremum over P
corresponds to the worst-case choice of the data generating distribution. (Non-iid models and/or
generating distributions, e.g. Markov processes, can be handled by taking n = 1 and extending ).)
The most studied case of this problem is the well-specified case, when in addition we restrict
supremum over P to P = Py for some 6 € O. In this case, it is clear that the optimal choice of

0* = 0 and we get the well-known definition of the the optimal minimax (cumulative) regret, called
the capacity of ©:

sup]E , (D

Kn

dP;
Cr({Ps,0 € ©}) = C,,(©) = inf supE’ [log
Qyn gco dQyn

o)
A simple observation shows that

Cn(©) = inf sup D(PF"(|Qyn) . )
Qyn gco
A fundamental theorem of Kemperman Kemperman (1974) states that whenever C),(©) < oo there
exists a unique ()3-» such that

Cn(©) = sup D(Py"[|Qyn) ,
0cO

and, furthermore,
Cn(©) =supI1(0;Y"), 3)

where supremum is over all (finitely supported) priors on ©. In application to sequential predic-
tion, this result is also known as the capacity-redundancy theorem Gallager (1979); Ryabko (1979);
Davisson and Leon-Garcia (1980) and its strong version is given in Merhav and Feder (1995).

Notice that, in particular, whenever C),(0) < oo there must exist a measure j such that Py <
for all 6 (e.g. one can take 1 = (7). Thus, in the sequel we fix an auxiliary measure y on ) and
assume that

Po(dy) = fo(y)u(dy),
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that is the family Py is given by its relative densities fj.
In this paper we study the misspecified case where the supremum over data-generating distribu-
tions does not have to come from the model class © (and in fact is not even required to be iid).

Definition 1 Fora given ), p, a collection of densities { fg, 0 € O} and a collection of distributions
D,, on Y" we define

" Y;
F,({f9,0 € O}, i, ®,) = inf sup supEyn_p [log Ht:lfg(t)} , 4)
9 Ped, 0€0 q(Y™)

where infimum is over all ¢ : Y" — Ry with [ qdp®" = 1. Whenn = 1 and ® C P(Y), we
shorten F1({ fp,0 € O}, u, ®) to just F(O, P).

There are three subtleties (discussed in detail in Appendix A): zeros under log, non-existence of E
and the fact that quantity F,, may depend on a choice of densities fy for representing { Py }.

In the most extreme case, we take ®,, = P(J") = {all distributions on J"}. The resulting
quantity is known as the individual-sequence regret:

I'n({fo,0 € ©},n) = inf sup SUPlogHtL{f(yt), 6))
a yreyn 9o q(y™)

A result of Shtarkov Shtarkov (1988) shows that that infimum in the definition is achieved by

gy =e Ty, f) = Sng folue), 6)
t=1

assuming that (a) f(y") is measurable; and (b) that [ fdu®" = el < oco.
From the learning point of view, the most interesting case is perhaps ®, = P;q(J") £
{all iid distributions }, which corresponds to the fully distribution-free regret (or agnostic learning).

We denote this special case by FPAO ({fo}, ). Note that we always have

C, < F\PA0) <1,
The main motivation for this work was to understand whether FT(LPAC) is closer to C,, or I';,. All
of the results in this paper suggest the former, thus providing certain justification for the classical
focus on the well-specified case.
Our first such result is the following.

Theorem 2 Let Y = RY 1 = Leb and fo(y) = (ZW)_ge_%”y_enz, © — a compact subset of R?
with Leb(©) > 0. Then we have

F{PAY) = C,(0) + (1),

whereas 'y, = C,(©)+ % +o0(1). The estimator we construct simultaneously achieves C,(0)+o(1)
in the PAC setting and T, + o(1) in the individual-sequence setting.
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There are several surprises about this result (see Section 2.1 for details). First, the Shtarkov dis-
tribution (6) only achieves a suboptimal regret of I';,. Thus, this means that there exist an online
predictor which is able to exploit the special structure of the iid generated data and therefore re-
duce the regret compared to the fully adversarial case of I',;. Second, the distribution )y~ that is
(asymptotically) optimal for C,,, namely, the Bayes average over the Jeffrey’s prior' similarly does
not achieve Fr(LPAC). Third, our proof strongly suggests that the optimal predictor should provide
some robustification against the cases when Y is heavy tailed.

Our next result concerns collections ®,, slightly smaller than P;;4()"™). We only need to state
the n = 1 result.

Theorem 3 Suppose that & C P(Y) is such that for every P € ® we have

D(P||©) £ inf D(P||Py) < o0 (7
0O
Suppose F({ Py}, u, ®) < oo, then there exists a unique distribution Q* < p with density q* such
that v
F({fo},n,®) = supsupEy.p [log ff( )] :
Ped 9O a*(Y)

Furthermore, for every P € ® we have D(P||Q*) < F' + D(P||0) < co.

To appreciate weakness of the condition in the preceding theorem, notice that D(P||©) = oo
means that average loss of the oracle estimator is infinite, since infy D(P||Py) = oco. However,
as Theorem 2 shows even when both losses are infinite in expectation, their difference may still be
bounded (just notice that D(P||®) = oo < Ep[|| X||?] = oo and thus there are plenty of such P).

Our final result is about a further smaller collections ®.

Theorem 4 Suppose that & C P () is such that a) P < p for every P € ®; b) Cp,(P) = myn,
T, — 0. Then for every e, > 1, we have

Fo(©,9%") < Fu(0,02") +o(1),
where O, = {P € ® : D(P||©) < ¢}, %" = {P®" : P € ®} and similarly for O2".

The meaning of this last result is the following. Since F,,(©,0%") < C,(0O.), we conclude
that for any € > 0 we have

Cn(©) < F,(0,0%") < Cn(0,) +o(1). (8)

Since O is a very small enlargement of the model class ©, in many cases we will have C),(©,) —
Cn(©) as e — 0 (but not always — see example in Section F.1). In such cases, taking ¢ — 0
sufficiently slowly will recover F, (0, ") = C,,(0) + o(1) — the same result we have shown in
Theorem 2 but for a much larger misspecfication (® used there certainly has C),(®) = 00).

The practical implication of Theorem 4, thus, is that the optimal misspecified regret equals
to, and (almost) optimal estimators can be constructed by reducing to the well-specified case with a
slightly enlarged model class O (to which one is free to apply Shtarkov or Jeftreys prior estimators).

1. Explicitly, Qyn (-) = [ Leb(df) P ().
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This last message can be demonstrated heuristically via the following chain (we ignore all rigor and
appeal to the intuition here). Define ¢(P) £ infy D(P||Py) and consider

F,(9,0%")

R [1 P®"(Y")] . . PP™M(Y™) PE(Y™)
= inf su i og —— = | = inf su piid o)
T avn pg VP [P Que(Yn)| T Qv e P |8 Que (V) PER(YT)

= inf sup D(P||Qyn) — ninf D(P||Py) = inf sup D(P||Qyn) — nc(P)
Qyn p 0 Qyn p

= inf sup Egr [D(Py[|Qyn) — nc(Py)] = sup Jof Egeor [D(P||Qyn) — ne(Py)]

Yyn w

=supI(¢;Y™") — nEr[c(P)], ©)

where for clarity we introduced index ¢ indexing over all distribution P, € ®, and a prior 7 on
the random variable ¢ on ® and used the fact that min-max equal max-min for convex-concave
functions. Suppose, furthermore, that F,,(©, ®*") < T',(0) = o(n). Then, this implies that the
least-favorable prior  in the final equation above must satisfy E[c(P)] < iI',(©) — 0. This

. . . . . jid . . .
means that while the misspecified setting permits Y ~° P for any P € ®, in reality restricting P
to those with D(P||©) = o(1) results in a vanishing influence on regret. This last statement can be
taken as a summary of our work.

Structure of the paper. In the next Section 1.2 we present motivation for studying F'(O, ®).
Section 2 proves Theorem 2 and discusses the surprises mentioned above. Appendices are devoted
to the proofs of the two other Theorems. Finally, Appendix G lists some of the open questions we
consider interesting.

1.2. Motivation and literature

Motivation. Why would one consider quantity like F'(©, ®)? The distinguishing property of the
log-loss is that the same quantity appears simultaneously in three conceptually very different tasks:
sequential prediction, online density estimation and model selection.

First, consider the sequential prediction, we think of © as hypothesis class, and the learner’s
goal is to predict Y” % pas good as the best hypothesis in the class, which is given by Py« =

arg mingeg Ep log - - The cumulative regret of the learner Q;(-|Y*~1) with respect to the hypoth-
esis class © becomes

1
Reg({@t} @ (b - Sup ZE de log

1
— —log —.. 10
g QYY) 8 By (10

And, clearly, the problem F,,(©, ®®") corresponds to searching for a learner that minimizes this
regret. See (Cesa-Bianchi and Lugosi, 2006, Chapter 9) and Merhav and Feder (1998) for more.
Second, let us replace both numerators in (10) with P(Y}) to get

Reg({Q:},0,®) = SupZ{ i [D(P]|Q0)] —gggD(pnpg)} (11)

We see that now regret of the learner (); corresponds to a problem of density estimation. Indeed,
consider first the case of ® = ©, in which case the last term is zero and the regret becomes simply
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the cumulative KL-divergence loss. Thus, the problem F,,(©, ®®") = C,(0©) is merely a cumu-
lative version of the (improper) density estimation of the class ©. This observation leads to sharp
results in statistics, as pioneered by Haussler et al. (1997); Yang and Barron (1999).

The misspecified case of ® # © corresponds, then, to the competitive optimality variation of
the density estimation. Importance of this problem was highlighted by the influential Orlitsky and
Suresh (2015), who considered estimating large-alphabet discrete distributions. They noted that
estimators achieving minygy maxpee E[D(P||Q)] are empirically rather uninteresting. However,

by selecting a natural class © and seeking to minimize (11) one does discover interesting estimators.

. . . . . itd
Third, in model selection, one seeks to compare two models ©1 vs ©2 given observations Y ~

P. In the spirit of maximum likelihood (or minimal KL-divergence), a natural way to decide which
model fits the data better would be to compare

sup Eypllog Py(Y)] < sup Ey.pllog Py(Y)].
0€O, USSP

However, this requires computing population averages w.r.t. P. Attempt to fix this issue by re-
placing Eyp[log Py(Y)] with % > i, log Py(y;) results in well-known significant biases for large
models ©. The idea behind the minimum description length (MDL) principle Griinwald and Grun-
wald (2007) is to associate with each model ©; a certain “composite likelihood” log Q;(y™), where

each Q); is chosen to satisfy for all P € ® and Y" ud P

L Ellog Qu(Y™)] ~ sup Eflog Py(Y)] .
n 0cO;

Clearly, the @; that makes this ~ the tightest is the one to minimize Reg({Q:}, ©;, ). We note
that in the classical incarnation of the MDL, one uses either ® = ©; or & = {all distributions} for
defining Q;. Following the results in this paper, we propose that taking ® to be all i.i.d. distributions
would result in model selection criteria much more robust to outliers and deviations.

In all, we suggest that a robustified MDL should be implemented as follows: To compare two

model classes ©; and O», one (a) finds good predictors (closely) attaining F,EPAC)((%,-) for i =
{1,2}; (b) runs each predictor against the sequence y1, ..., yn; and (c) the winning model is the

one whose predictor incurred smaller log-loss.

Literature. We do not survey the enormous literature available on well-specified C', and individual-
sequence I';, problems and refer to Cesa-Bianchi and Lugosi (2006); Merhav and Feder (1998).

For the misspecified case, the most directly relevant paper we are aware of is Takeuchi and
Barron (1998), which focuses precisely on F,,(0, ®,). However, the methods there are purely
applicable to finite-dimensional parametric models and restricted classes ®,,, which certainly do
not include the case of F#LPAC) 2

Another relevant work Griinwald and De Rooij (2005) studied the plugin maximum-likelihood
(ML) predictors Q;(-]Y*™!) = Pj yt-1y Where (Y1) is a (slightly modified) ML esti-
mate of . They showed that in a 1-parameter exponential families the model misspecification leads

Varp[Y]

to a regret §logn + O(1), where ¢ = Varp,, [Y]"
0*

So compared to the optimal scaling (of e.g.

2. Note that Takeuchi and Barron (1998) only contains proof sketches, and furthermore different versions we found
online state different conditions on ®. One of the authors of Takeuchi and Barron (1998) confirmed to us that the
more complete version is still in preparation.
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Shtarkov’s predictor) plugin ML estimator can be suboptimal by an arbitrarily bad factor. Subse-
quently, Grinwald and Kotlowski (2010) showed that replacing 6, above with any other function
9(Y*~1) (different for all t), results in exactly the same scaling of regret.

A notable alternative to a plug-in ML estimator is the sequential normalized ML (SNML) esti-
mator, which is simply a conditional Shtarkov distribution Rissanen and Roos (2007), and a close
relative of the last-step-minimax algorithm of Takimoto and Warmuth (2000). Regarding these es-
timators, it was shown Kottowski and Griinwald (2011) that the SNML does achieve the correct
g logn + O(1) regret in the well-specified case. It turns out that SNML and the Bayes estimators
with Jeffreys prior coincide whenever they are optimal Bartlett et al. (2013).

The space of questions and amount of literature dramatically expands once we incorporate re-
gressors X; into the picture, so that prediction of Y; 1 is done on the basis of (X1, ..., Xy41, Y1,...,Y?).
Here, the gap between the PAC-misspecified and worst-case is very easy to demonstrate (take
Y; = 1{X; < 6} with 6 € [0,1] — the 1D-barrier — which cannot be predicted, I';, = oo, in
the worst case, but is easy in the iid case). For increasingly more general losses, Rakhlin et al.
(2010); Rakhlin and Sridharan (2014, 2015a) show that regret can be sharply characterized by the
metric-entropy type quantites (sequential Rademacher complexity). However, for the log-loss it
turns out that the entropic characterization is not possible, cf. Bilodeau et al. (2020) building on the
predictor from Rakhlin and Sridharan (2015b). Other recent results about non-parametric models
under log-loss can be found in Fogel and Feder (2018); Griinwald and Mehta (2020), which study
non-cumulative (batch) regret under the misspecification.

The SNML idea was extended to the case of regressors in Fogel and Feder (2018) under the
name of predictive NML (pNML). Subsequently, Rosas et al. (2020) demonstrated that the role of
training is to focus attention to a smaller subclass of ©, on which one may perform the NML.

2. Proof of Theorem 2

Let us now restrict attention to the special case of a compact set © C R? and the following model
class (Gaussian Location Model, GLM):

poly) = (2m) 427 Iw=0I%/2, (12)
Define also
d n
I, = 3 In oo +InLeb(O). 13)
Standard results, e.g. Xie and Barron (2000), show that
d
Cn=1,+0(1), Fn:In+§+o(1). (14)

Proof [Proof of Theorem 2] Since it is clear that F;, > C;, we only need to prove an upper bound.
We will, thus, prove that for any 6 > 0 there exists an ng = n(d) such that for all n > ngy we have

F,<I,+9.

For any set A C R we define d(z, A) = inf{||z — y|| : y € A}. For each 7 > 0 we define
compact sets O, = {x : d(x, ) < 7} and the projector on ©, as

A .
cr(y) = argmin ||z —y||,
$€@T
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with ties resolved in such a way that the resulting function is measureable (that this is possible
follows from the measurable selection theorem (due to Kuratowski and Ryll-Nardzewski): indeed
for any open U the set {y : d(y,U N ©;) = d(y,©;)|} is measurable).

Fix v € Ry and 7 > 0 and define the Shtarkov distribution Pg on Y™ with density

1 n
ps(y") = 7— sup (2mv) 220 B Il (15)
v,T 6E€O+

where Z, ; is the normalization constant, which satisfies In Z,, » ~ I,, + % (whenv — 1,7 — 0
and n — oo) as shown in Lemma 6 (Appendix B).

Remark 5 An important point of our analysis is the following. The Shtarkov distribution (with
v = 1 and 7 = 0) achieves both the C,, (up to o(1)) and T',, (exactly). However, even for'Y ud
N(0,0%1,) with 0 < 1 it yields a suboptimal regret. The choice v = 1 — n™! fixes this problem
and makes Shtarkov optimal for a class of all O(1)-subgaussian Y. However, for heavy-tailed Y
Shtarkov remains suboptimal (Section 2.1) and we need to incorporate some robustification into the

estimator. This was surprising to us.

We will freely use the following change of coordinates on ™. Let Vi = {¢y" :y1 = ... = yn €
R4} be a d-dimensional subspace and V| its orthogonal complement. We denote by 3, the orthog-
onal projection of 4™ onto V. We then have the following convenient orthogonal decomposition:

1 n
n _ = 1 go—
=yl + @1, U n;yt

where 1 is the all-1 vector in R” and for a € R%, b € R" the (¢ ® D)y, = G mod dbfm/a) 1s the
standard Kronecker product. Note also that for any function f(y"™) = ¢(y ., yn) we have

f(y™)Leb(dy™) = n¥/? / Leb(d) / Leb(dao)(x1, 22) - (16)
Rnd R(n—=1)d R4
It is easy to see that we have
ps(y™) = Zl (2m0) /2= 35 (I [Pl —e- (30) ) 17
po(y™) = (QW)*nd/Qefé(llyLH2+"||?Jn*9H2) ] (18)

Next fix @ > 0 and define distribution Pg on R™ with density3

d
pi(y™) = (2m)~ (D2 =Sl <2\0;ﬁ) el

where [|v]|; = Z;-lzl lvj| for any v € R?. Using (16) we can check that this is indeed a valid
probability density.

3. Instead of ||§n||1 we could equally well use ||g» || but then normalization constant would be more complicated. This
is the only reason for using the 1-norm.
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Finally, fix A > 0, set A = 1 — X and define the estimator’s density:

ay»(y") = Aps(y™) + Ape(y") . (19)

We complete the proof by showing the following statement: For every 6 > 0 we can select suffi-
ciently small 7, A > 0 and sufficiently large ng and 5 > 0 so that for all n > ng by setting

1
v:vnzl—*%-% (20)
non
we have
supE_ ... [R(Y™;0)] <I,+9, VPy 21)
pco Ye~by
where R(y";0) = In %, which we will upper bound as
R(y";0) < min(Ri(y";0), Ra(y";0)), (22)
9) & (") 9) & ")
where R;(y";0) = 1n % and R2(y";0) = 1n /\I;eEz(/yn).
First, we show that without loss of generality we may assume that E[||Y]|?] < co. We have
~ _ n _
Ro(y";0) = b + al|ullt = 5117 — 0,
where by, = 9In 522, — In X. From (22) and || |1 < Vd|| 7| we get
~ n -
R(y":0) < by + 0]l + aVd|gn — 0] = [|¥n — 0]
Note that for any random vector X with E[|| X |l2] = oo and any constants a,b > 0 we must
have Ela| X|| — b||X||?] = —oo. Thus, if E[||Y,]|?] = oo then the expectation in (21) equals

—oo and there is nothing to prove. Consequently, we assume E[||Y,,||?] < oo, which by Lemma 7
(Appendix B) implies E[||Y]|?] < oo, as claimed. We denote 1 £ E[Y] and V = E[||Y — ul?].
For Y with finite two moments we can decompose

sup E[R(Y™;0)] = const + sup E[——||V;, — 0]
9 ae) 2

and thus the supremum over € is attained at = co(u). Fixing 6 = () we have

1 1 nd
Ri(y";0) = an + 3 Zt: e = er@)l” = llye = o), an 2 S nvtIn
n ~
Ra(y";0) = an + by + a|gnll1 — 5”??71 - CO(H)HQa by = bn — an

We transform expression for R; using the following identities valid for arbitrary 2 € R%:

_ ~ ~ 1 _
S IYe—al? = nllYu - af]? + ¥, VeSS Y- Yl
t t
_ 1% ~ n—1
E [[¥n —2l?) = — + o — ul%, E[V] -2V,
n n
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Applying these to R; we get

. N, - 2 . n - — 2 n _1 ~ _
min(Ry, Be) = an — 5| Yo = eo()|[? + min (5-[1¥ = er (V) 2+ S0 = DV, b+ al Va1 )
(' = 1)V + R, (23)

n
2
~ ) n . - - S

B2 min (5 [¥ = (Vo) |2, b+ 0 Fally )

n. —
< an — S1¥a = co)| +

We now consider separately i € ©, and 1 ¢ ©,. Suppose the former and consider |7, — p|| <
7. Then denoting = = co(u) + §n — 1 € O, we have from the definition of ¢, that

19n = er (@)l < N19n — 2ll = Nl = co()] - 24)
Also observe that 32 = sup,, b, and 83 = sup,,cq. |14l are both finite. Thus, for some 34 > 0

_ _ 1%
E[(bn + ol Val)U{IIYn — pll > 7] < Bag- . (25)

Indeed, notice that ||V, ||1 < Vd||[Vy|l2 < Vd||Ys — ull2 + V/dB3. From Chebyshev we have then
P[||Ys — pol| > 7] < -%. On the other hand,

_ _ 1 - Vv
B[ % — 1% — ull 2 7} < B[ — ) = .
Combining these two estimates yields (25).

We now bound E[R,,] by retaining the first term of the minimum if ||Y;, — p| < 7 (and invok-
ing (24)) and the second term otherwise. This results in a bound

~ V. n
E[R,] < Bs— + —|lu— 2,
[F] < B + 5= lln = o)
Plugging the latter into (23) we have shown that for all u € ©;
. n _ 1
Efmin(R, ("), Ra(Y")] < ay + Flln = co(u) [P0~ = 1)+ 3V,

where 7, = (™! — 1)(n — 1) + 2+ — 1. Recall that due to (20) we have

e e Y 26)
v n 1-14+5 n -1 n

Consequently, we have ,, < % By chosing 5 = 34 we obtain
. n _
Elmin(B(Y"), R2(Y"))] < an + Sllp — co(@)|?(0™" = 1).

Again applying (26) we further upper bound %(v_1 — 1) < 1 for all sufficiently large n, and finally
obtain

Efmin(Ry(Y"), Ro(Y™))] < ay + [l1 — col) > < an + 77,

10



SEQUENTIAL PREDICTION UNDER LOG-LOSS

since p € ©,. The proof of (21) in this case is completed after noticing that
d _
an =—5 +InZ,, —InA+o0(1)

and that by Lemma 6 (Appendix B), sufficiently small 7 and A > 0 yield a,, + 72 < I, + 0.
Next consider ¢ & ©.. In this case

E[[|Yall1] < VAE[Yn — pll] + [l — colp) ]| + lleo(r)]]) (27
< f([+ e = co(p)|| + Bs) (28)

Noticing that by = %lnn 4 O(1) and denoting &@ = v/da we get for some large constant S5: the
bound

d V V n ~
B[Ry (Y™ 0)] < glnnt B — o + & — = Gl = co)|* + alln = colw)|
Note that sup,, 1/~o —V/2 + a@y/V/n < oo. Hence, the third and fourth terms can be absorbed
into the second. For sufficiently large n the function —%tQ + at is monotonically decreasing on

t € [1,00) and thus we have shown

lnn—l—ﬁ5—ET +ar.

E[R2(Y";0)] < 5

l\')\&

Clearly, for sufficiently large n the right-hand side of the last inequality is < I,,. This concludes the
proof of (21).

Finally, to show the claim about gy~ also achieving I',, + o(1) we have to only notice that
optimal A in (19) tends to 0 as n — oo and thus log E ng O(A) — 0, implying that density gyn
also attains I';, + o(1) regret in the individual sequence setting. |

Interestingly, a similar technique can be used to show a certain curious robustness result for
maximum entropy. See Appendix C for details.

2.1. Discussion

Suboptimality of Shtarkov’s estimator. As we remarked above, the Shtarkov distribution (which
simultaneously achieves C,, + o(1) in the well-specified setting and I',, in the worst-case one),
surprisingly, is suboptimal for the distribution-free misspecified case.

First, let us focus on the case of d = 1 and © = [—b,b]. By dividing (18) and (17), we can
derive that Shtarkov’s distribution (v = 1,7 = 0) achieves:
po(Y")

sup Eflog | =log Z10 + gE[(Yn — (V)2 — (Y — ¢(E[Y])?],

ps(Y™)

n(y)|y| N b and assumed that Y ~ % p with E[lY]] < oo. If

where we defined c(y) = co(y) = sig
—b, b} the we get

we furthermore, assume E[Y] €

maxElog P20 ) _p %Var[Y] + g}E[(c(Yn) ~¥,)3. (29)
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Notice that if Y} YN (0,1) with @ € (—b,b) then the third term is o(1) and we conclude that
Shtarkov’s distribution attains C,,(©) + o(1) in the well-specified case*. However, in the misspeci-
fied case the situation is different. Consider, the following heavy-tailed distribution

— 07 WP 1 4()2712 (30)
+2bn, w.p. 8b2n2
This has E[Y] = 0 and Var[Y] = 1, but notice the following issue. We have that with probability
~ const

out of n iid samples exactly one is going to take the value 2bn, achieving Y,, = 2b. Thus,
while E[Y] = 0 we have P[Y;, — ¢(Y,,) > b] > <25t and, therefore, 3E[(c(Yy) — Y5)?] > const.
Consequently,

sup max E lo > Cp(0) 4+ const 4+ o(1),
Peg 0 gpS(Yn) (©) 1)

(PAC)

implying that Shtarkov distribution does not achieve the optimal value of Fj, =Ch+o0(1).

Suboptimality of Bayes estimator based on Jeffreys prior. Next, we want to show that the

(PAC)

Jeffreys prior based estimator also does not achieve Fj, . We consider the following density

1 b _ 1 _
pJ(yn):%/bdepe(yn) zb\f@”) (017262 gy g, 31)

where we applied (18) and denoted the single-variate function
QQ(y) :PHy"i_Gn‘ <b]7 GNNN(Ov 1/”)

Dividing (18) by (31) we obtain :

sup Slog P20 —tog 2N gt (Y, - 02~ og (V).

or assuming that E[Y] € [—b, ] and Var[Y] = 1 we get (cf. (13))

p@(Yn)] _

=1, —E[l Y,)]. 32

sup E[log
o

When Y; YN (6,1) (or any subgaussian distribution), we have ¢o(Y;,) = 1 — e~(") with high

probablhty and thus, the last term in (32) is o(1) and we see that indeed Jeffreys prior estimator
achieves (), + o(1) regret in the well-specified case.

However, when Y} “op Witll distribution (30) the problem occurs. As we argued above,
with probablity > const we get ¥, = 2b, which implies —log¢2(Y,) = Q(n), and in turn
E[—1log ¢2(Y},)] > ¢ > 0. Hence, the regret of p is suboptimal as well.

4. To handle 6 = +b, we need to consider Shtarkov for an infinitesimally enlarged domain [—b — 7, b + 7]. In the case
of mismatched variance, i.e. when Var[Y] < 1, weneed tosetv =1 — % instead of v = 1.

12
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The nature of the gap between FT(LPAC) and I';,. As a final remark, we discuss the meaning of
Fy(lPAC) < T'y,. First, it is easy to show that if we take ®,, = {exchangeable distributions on )"}
in (4) then the resulting regret F;, = I';,. One may be tempted to infer from this that the PAC-
optimal estimator is able to somehow exploit the inherent structure of the iid data (even adversarially
generated) and improve prediction compared to the worst-case / exchangeable data. We argue,
however, that it is not the quality of the estimator that deteriorates upon relaxing the iid assumption,
but rather the quality of the oracle predictor increases.

More exactly, notice that when supremum in (4) is evaluated over all (or all exchangeable)
distributions, then the maximum is attained at the extremal point, corresponding to a single known
sequence y" (or its permutations) as evidenced by (5). This, in turn, gives the oracle more freedom
as it can adapt to the realization Y™ as opposed to just the distribution of it. This extra freedom is
what results in the % increase in regret, not an iid structure per se. Indeed, let us redefine the regret
in a well-specified case as follows:

= d Py«
Cn(0) £ infsupE_ .. |suplog 4 Y™y,
Q ¢ Y~ 0

dQ

corresponding to oracle-estimator ng" that is chosen given the knowledge of Y. In Appendix D
we argue that in most cases (and certainly in the GLM model of Theorem 2) we have

Py

Cn(©) =T, +o0(1). (33)

This demonstrates that even in the well-specified case if we give oracle the power to adapt to real-
ization we do get the same regret as I';,, thus clarifying the nature of the gap between FT(LPAC) and

I,.
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Appendix A. Technical remarks on the definition of /'(O, ®)

Unlike the well-specified case, where definition (2) is elegant and rigorous, the regret in the mis-
specified case, the F}, and I';,, is more subtle. We list some of the issues in this section.
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In (4) and below we adopt the following rules for evaluting log of the ratio: For any ¢ > 0 we
set

0 0
log — = —o0, logE = +o0, log—=0. (34)
c 0 0

In the infimum over densities ¢ in (4) we only consider admissible g, i.e. those ¢ such that
for every P € ® and every € O the expectation of the log-likelihood ratio is well-defined (but
possibly infinite) If no such ¢ exist then we take F' = oo.

A crucial subtlety concerning quantities F;, and I'), is that they are not necessarily functions
of the distributions { Py }. Rather they depend on the particular chosen representative densities fjp.
In some cases, corresponding to the same family Py one can choose densities fy such that I';, is
increased by an arbitrary amount. (One example is to take Py = Uniform[f, 1 + 0] and compare
densities fp(z) = 1{0 < 2 < 1+ 6} with fy(x) = 1{0 < = < 1+ 0} + 1{z = 6}.) For this
reason, we write Cy,({Pp}) but T';, ({ fa}, u).°

Similarly, whereas for the well-specified case we can think of predictor as submitting at each
step a distribution Q;(-|Y*~1), in the misspecified case we insist that the predictor submits a density
a(ly).

Finally, note that none of these difficulties apply to the case when ) is countable.

Appendix B. Technical results for Section 2

Lemma 6 For any compact © with Leb(©) > 0 we have

d
mmﬁz§mé%+mum@g+dn,

where Z,, ; is the normalization constant from (15). Furthermore, as T — 0 we have Leb(©;) —
Leb(O).

Proof Let us define a function d(z, B) = inf,/cp ||z — 2’| which is continuous for any set B. We
have

Leh(0,) = /R 1{d(2,0) < T)dz.

Notice that as 7 — 0 the sequence of functions 1{d(z, ©) < 7} converges pointwise to 1{z € ©}.
By compactness of ©, the set O is bounded and hence we have from the dominated convergence
Leb(©,) — Leb(0) as 7 — 0. This proves the second assertion.

To prove the first assertion we apply identity (16) to (17) to get

270\ ~Y/? —ad(2,0:)? AT
Zyr=|— e Prlidz, a= —. (35)
Rd 2v

n

5. Recall that in Lebesgue integration theory we set E[X] = E[min(X, 0)] + E[max(X, 0)] unless the two summands
are —oo and +o0, in which case the expectation is undefined.

6. This suggests that perhaps a more sensible definition of I, would be to replace sup, fo(y™) with the definition of
supremum common in the theory of Banach lattices (Meyer-Nieberg, 2012, Section 2.6), namely bsup, fo(y") is
defined as any function g such that fy < g (u-a.e. for all 0) and if fo < h (u-a.e. for all 0), then g < h (u-a.e.). The
advantages of bsup are that a) I';, becomes insensitive to p-negligible modifications of fy’s, and b) bsup, fo(y") is
automatically measurable if p is o-finite, cf (Meyer-Nieberg, 2012, Lemma 2.6.1).
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From here the result follows since for any bounded set B we have
/ead(z’B)de — Leb(B), a— 0.

Indeed, since B is bounded we can include it into the ball of radius  and thus d(z, B) > (||z|| — ),

2
for some finite r > 0. Since e~ (121775 g integrable over Leb in R?, it dominates all integrands for
« > 1 and we have from the dominated convergence theorem

lim [ e =B’ gy = / lim e 4 =B) gy = Leb(B) .

Lemma7 Let X; be iid random variables and let X, = 2357 | X;. Then E[X2] < oo iff
E[X?] < oo.

Proof We only need to prove that E[(X,,)?] < oo implies E[(X7)?] < oo. To that end, let ¥(t) =
E[e?X1] be the characteristic function of X;. From the conditions we know that the complex-valued
function f(t) = W(t/n)"™ is twice continuously differentiable for all £ € R and f(0) = 1. In a small
neighborhood of z = 1 on the complex plane there exists an analytic function f;(z) satisfying
fi1(2)™ = z. We have then ¥ (¢) = f1(f(nt)) in a small neighborhood of ¢t = 0. In particular, ¥ (¢)
is differentiable at 0 and thus X has a finite second moment. |

Appendix C. Robustness of maximum differential entropy

For any random variable X with pdf fx let us define h(X) = —Ellog fx (X)] to be its differential
entropy. It is well known that

sup{h(X) : X € [-b,b]} = log(2b),

showing that uniform distribution has maximal entropy among all distributions with a given support.
The following shows a certain kind of robustness result.

Lemma 8 As ¢ — 0+ we have
1
sup{h(M + Z) : M € [=b,b], E[Z] = 0, Var[Z] < €} = log(2b) + O(¢*/*log -)..
€

where in the supremization we do not require M and Z be independent, but do require the distribu-
tion of M + Z to have density.

Proof Since for any density g and d@) = gdLeb we have D(Py4z||Q) > 0, or in other words
hM + Z) < —Ellogq(M + Z)], (36)

Similar to the proof of Theorem 2 we make the following choice (7, A, & > 0 are to be chosen later):

- 1
A 1{|z| < b+7}+ %O‘e—a\w' .

a(2) 2(b+ 1)
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The analysis of the RHS of (36) proceeds similar to the proof of Theorem 2: we consider two cases

separately: |Z| < 7 and |Z| > 7 and bounding log m accordingly on each. Indeed, we have

2(b+ 1) .

E[1{]7] < 7} log o

O1+2) ='*

For the other case, denote p = P[|Z| > 7] and notice that E[|M + Z|1{|Z| > 7}] < bp+1E[Z?] <
bp + £ yielding

Qe

2
E[1{|Z 1 < p(log — —.
112] > 7 log - | < pllog 1 +ab) +

(M +2)

1/3

Taking here a = 1, A = 7 = ¢/° we obtain the result. |

Appendix D. Justification of (33)

Recall that we are interested in checking

_ . d Py~ ?

Cn(®) £ inf sup By niap, [S;l*p dQ(Y”)} =T'n +o(1)
under some regularity assumptions (say smooth finite-parameter families). To that end note that the
inner optimization can be solved explicitly yielding the Shtarkov density Pg = supy pg(y™) exp —I',.
With this in mind we obtain:

~ @ : ps(y")
Ch(©) =T, + 1gf sgp EY”@PG {log ]

q(Y™)
-1, + igfsup D(PS"||Qyn) — D(P{™||Ps) -
0

Now extending the inner supremum to supremum over priors on § and lower-bounding inf sup >
supinf’, we get

Cp(©) > T, +sup I(6;Y"™) — Egr[D(P| Ps)] .

Notice also that I(6; Y™)—Eg~[D(Py|| Ps)] = —D(Px| Ps), where we denoted Pr = [ m(df)P;"".
In other words, we have shown that

0 < T, — Co(©) < inf D(PyPs),

i.e. the gap between the two corresponds to how well the Shtarkov distribution can be approximated
by a Bayes mixture. In the GLM case, a simple explicit computation taking 7 to be uniform on
[—b, b] (so that P, = Py in (31)) yields

Ty — Ca(©) = O(1/ V).

(See also (Griinwald and Grunwald, 2007, Appendix to Chapter 8).)

7. In fact, there is always equality inf sup = sup inf, argued same as for (3), but we do not need this extension.

18



SEQUENTIAL PREDICTION UNDER LOG-LOSS

Appendix E. Proof of Theorem 3

The idea of the proof is best illustrated by looking at the heuristic derivation (9), which concluded
with
F(©,®) = sup I(P;Y) — Ex[c(P)], 37
K

where supremum is taken over all prior distributions 7 on ®, and the joint distribution of P, Y is
given by
P[P =a,Y =b] =m(a)P(b).

The expression (37) is just a (Langrangian version of the ) cost-constrained channel capacity calcu-
lation.® Thus, a theorem of Kemperman Kemperman (1974) implies that if we take any sequence 7y,
of priors attaining supremum in (37), the sequence of corresponding induced distributions Py, con-
verges, in the sense that D(Py, ||Q*) — 0 (and hence in total variation), with limit )* independent
of the sequence 7. This unique Q* is what also achieves optimality of F'(®, ©).

Unfortunately, the argument above is very informal. The function P — ¢(P) may not be
measurable, the stochastic transformation taking element P € ¢ and outputting a random element
Y ~ P may not be a Markov kernel, etc. We proceed, thus, in a rather different way.

Lemma9 Let P,QQ,R < pand fp, fq, fr denote their densities. Then (with log of the ratio
evaluated according to (34))

Ep [log fjj — D(P|Q) - D(PIR), (38)

whenever not both divergences are infinite.

Proof First, suppose D(P||Q) = oo and D(P||R) < co. Then that P[fr(Y") = 0] = 0, and hence
in computation of the expectation in (38) only the second part of convention (34) can possibly apply.
Since also fp > 0 P-almost surely, we have

IR IR fp
log fo log fp + log fo’ (39)
with both log’s evaluated according to (34). Taking expectation over P we see that the first term,
equal to —D(P||R), is finite, whereas the second term is infinite. Thus, the expectation in (38) is
well-defined and equal to 400, as is the LHS of (38).

Now consider D(P||Q) < oo. This implies that P[g(Y") = 0] = 0 and this time in (38) only the
first part of convention (34) can apply. Thus, again we have identity (39). Since the P-expectation
of the second term is finite, and of the first term non-negative, we again conclude that expectation
in (38) is well-defined, equals the LHS of (38) (and both sides are possibly equal to —oo). |

Lemma 10 Let P,Q < pand fp, fg be their relative densities. Then (with convention (34) for
the log) we have

Ip )] > _loge (40)

Ep [max(log —.,0
fa e

Consequently, the expectation Ep [log %} is well-defined and non-negative (but could be +0).

8. Incidentally, this point of view also suggests a non-trivial method for finding the optimal Q*: the Blahut-Arimoto
algorithm.
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Proof Let g(x) = max(zlogz,0). It is clear —%8¢ < g(x) < 0 for all 2. Since fp(Y) > 0 for
P-almost all Y, in convention (34) only the % case is possible, which is excluded by the max(-,0)
from the expectation in (40). Thus, the LHS in (40) equals

frly) , fp(y)
/{fp>fQ>0} fp(y)log fo(y) = /{fp>fQ>o} fow) fo(y)

S Gat)?

loge

fP(y)d

lo
& Toly)

14

e

Since the negative part of Ep {log %} is bounded, the expectation is well-defined. If P[fg = 0] >
0 then it is clearly +o00. Otherwise, the said expectation equals D(P||Q) > 0. [ |

Below we will freely use two facts about well-defined integrals (and expectations). If f = g + h
and [ |h|dp < oo the [ fdp and [ gdy are defined or undefined simultaneously. If u = po + 11
and [ fdp is well-defined, then so are [ fduo and [ fdp (the opposite is note true, since we can
have [ fduy = +oc and [ fdp = —o0).

Let us introduce a collection of distributions IT on © x ) as follows:

m
II = {Zpk(Sgk XPk3pk20,2pk:1,9k€@7pk€‘1>} .
k=1

Note that II is convex. We give Il any topology under which linear operations are continuous (e.g.
topology of total variation). For each element = € II we denote by my = > ;" | pj P the marginal
induced on the second coordinate. By constraint (7) we have 7y < p and thus we denote f, = dg’{—;

the relative density of y-. On I, let us define the following functional:

J(m) =

~ {IE;r [log J{i((};))} , [E[] is well-defined @)

—00, o/w.

We remind of the convention (34) for the log, and observe that f(Y") > 0 almost surely, implying
that only the first clause of the convention can possibly apply.
Letdom J = {7 : J(7) > —o0}.

Lemma 11 (Properties of J) The set dom J is convex. The functional T J (m) is concave.
Furthermore, J satisfies for all my, 1 € dom J and X\ € [0, 1] the bound

JAm + (1 = N)mo) < ANJ(m1) + (1 = N)J(mo) + h(N), (42)
where h(z) = —xlogz — (1 — x) log(1 — x) is entropy of Ber(x) random variable.
Proof

Indeed, consider 7 = Am; + (1 — A)mg. Then mp-almost surely we have fr,(Y) > 0 and
f=(Y) > 0. Thus, even under convention (34) (first clause) we have mp-almost surely:

fo¥) _ o, fo¥) o fro(Y)
L) ) T ey

log
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Consequently, we get

fo(Y) fo(Y) + log fro(Y) = N(Tro) + D(mo,y||my) . (43)

fx=(Y) fro(Y) fr

Since D(mo,y||Ty) < log 125 we conclude that the expectation in the LHS of the last display is
well-defined and > —oco. Similarly, the expectation over 7 is also well-defined and > —oo. Since
Er = AE;, + (1 — X\)E,,, we conclude that 7 € dom J.

Next we prove concavity of J (+). Indeed, from non-negativity of KL divergence and iden-
tity (43) we conclude

Er, [log ] =E,, [log

J()\7T1 + (1 - )\)ﬂ'o) > )\J(T('l) + (1 — )\)J(ﬂ'o).

To prove the last claim, consider m = Am + (1 — A)mp and, explicitly, 7 = >_}" | ppdg, X Px.
This implies that

=Y pukPrx by, ue{0,1}
i

where Apy i + (1 — A)por, = pi, for all k& € [m]. Next, define a joint distribution on four random
variables: for all k € [m],b € {0,1},y € Y set

P[B=b,0=0,¢=FkY €dyl = (1 - A= (1—2\)b)ppxLi(dy) - (44)
If 7 € dom .J then we have B
J(m) = 1(¢;Y) — E[c(o, )], (45)
where ¢(¢, 0) = D(Py||Py) € [0,+00] and both terms are finite. Indeed, we have

J(m) =Y prBy~p, [log o, (Y)] :
k

fx(Y)

Now, let f, = %. Clearly, P;[fx(Y) = 0] = Pi[f=(Y) = 0] = 0 and thus, we have (under
convention (34) for all logs) Px-almost surely

fek (Y)

g ka (Y) fk(Y)
f=(Y)

fo 8 T )

=lo

. (46)

From Lemma 10 the Py-expectation of each term is well-defined, and since log ;—fr < log pik’ the
second expectation is finite. Thus, overall we can take Pj-expectation of (46) and conclude

f9k (Y)
f=(Y)

EYNPk [log :| = D(PkHﬂ'y) — D(PkHP@k) .

Summing over k£ we obtain (45). Note that I(¢;Y") < logm and thus for any 7 € dom J we must
have D(Py|| Py, ) < oo for any k with p;, > 0.

Similarly, we show that J(m) = I(¢; Y |B = b) — E[c(¢, 8)|B = b] for b = 0, 1. Finally, since
¢ 1L B|Y and the chain rule for mutual information we obtain

I(¢;Y) = 1(¢,B;Y) = I(¢;Y|B) + I(B;Y) < I(¢; Y|B) + h(A),
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where in the last step we used the fact that B ~ Ber(\). [ |

We next define the following functional: For every 7 € Iland ¢ : Y — Ry with [ gdpu =1 we
define

q(Y)

E, [log 220 | E[]is well-defined
s = ] s
+00, o/w.

Again, we remind of the convention (34). We claim that

F(©,9) =inf sup Ji(m,q). 47)

nedom J
Indeed, by agreement made in Appendix A for any inadmissible ¢ we have that its regret is de-
clared to be +00. Recall that ¢ is inadmissible if for any pair § € © and P € ® the expectation

Ey.plog J;‘)(%) is undefined. But then taking m = Jy x P, shows that for such a ¢ we must have

SUD__ dom jJ1(7r, q) = +oo as well. For admissible ¢’s it is clear that only the regular case in the
definition of .J1 (7, ¢) applies and thus 7 ~ Ji (7, q) is affine on I1. Consequently, supremum over
7 € II coincides with the supremum over special 7 = dy x P. Note that 1 = d9 x P € dom J iff
D(P||Py) < oo. Therefore, proof of (47) is completed once we can show

sup Ep[log E] = sup Ep|log ];0] . (48)

0cO,Pcd q 0€0©,Pcd:D(P||Pp)<oo
To show (48), we first prove the following lemma:

Equipped with Lemma 9, we can argue (48) as follows. Suppose for some P € ® we have
D(P||Q) = oo, where d@Q = qdp. Bu then, by assumption (7) there exists 6y such that D(P|| Py,) <
oo. Thus (38) implies both sides of (48) evaluate to +co. Next, suppose for every P € ® we have
D(P||@) < oo. Then again from (38) we see that pair (P, 6p) with D(P||Py,) = oo yield —oco
values in the RHS of (48) and can be excluded.

Lemma 12 For any m € dom J and any q we have

Ji(m,q) = J(m) + D(ny||Q) > —o0. (49)
In particular, for any m € dom J we have
J(x) = min Jy (7, q) = (7. fx).
Proof As before, under 7 measure on (6, Y') we have that f,(Y) > 0 almost surely. Since J () >

—o0, we see from (41) that 7[fp(Y) = 0] = 0 and thus fp(Y) > 0 almost surely as well. Thus,
under convention (34) for all logs we have almost surely

fo¥) _y , foY) \  fx(Y)
(V) =By Ty

Denoting the two terms as A and B. By assumption E[A] = J(7) > —oo. On the other hand,
from Lemma 10 we know E;[max(B,0)] > —oo and thus the expectation E,[X] is well-defined
(and > —00). Consequently, the value J; (7, q) = E;[X]| = E;[A] + E[B], completing the proof
of (49). m

X £ log

We next establish the saddle-point property of .J1 (7, ¢) on finite-dimensional subsets of II.
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Lemma 13 (Saddle point) Let 71, ..., be any elements in dom J with max; J (m;) < oco. Let
Iy = co(my, ..., m). Then the function w +— J(m) is continuous on 11y, and achieves its maximum
F = max e, J(m). For any maximizer ©*, set ¢* = fr«. Then the pair (7*,q*) is the saddle
point: For all m € 11}, and all ¢ > 0, f qdp = 1 we have

Jl(ﬂ-aq*) Sszl(W*aq*) < J1(7T*,Q) (50)
The density q* with the property F' = max, Jy (7, ¢*) is unique.
Proof Let us take gy = % Zle fr; and denote dQ)y = qodt. Then from (49) we have

J(r) = Ji(m,q0) — D(ny]|Qo) -

Notice that the map 7 — D(7y||Qo) is continuous on IIj (since 0 < ‘;% < k, so bounded-
convergence theorem holds). On the other hand, 7 — Jy(7,qo) is affine and continuous on IIj
(since it is finite at extremal points 7y, ... 7). This proves continuity of J(7) on IIx. (Note that
continuity on the interior of II;, automatically follows from concavity.)

The right-hand inequality in (50) follows from (49) and non-negativity of divergence. For the
(key) left-most inequality fix 7 € IIj and define for each A € [0, 1) the density ¢y = (1—X\)¢*+ A fx

and m\ = (1 — A\)7* + Ax. Then, we have

F > J(my) = Ji(my, qp) = (1= XN)Ji(7", qn) + Ai(m,q0) > (1= XNF + AJi(m,q)) .

This implies, J; (7, ¢\) < F for all A > 0. From (49) we have:

F > Ji(m,qz) = J(m) + D(ry[|QA) -
Taking limit as A — 0 and using lower-semicontinuity of divergence
lim D(my |Qx) = D(my||7y)
A—=0

results in

F = J(m) + D(ry|lmy) = Ji(m, ¢%)

where the last step is by (49). This completes the proof of (50).
To prove uniqueness of ¢* suppose there is ¢* (density) and Q* (measure) such that sup,. J (7, ¢*) =
F. Plugin 7 = 7* in this identity and observe:

F > Ji(x*,q") = J(x*) + D(n3|Q") = F + D(n3/|Q"),
implying 7y = @* |

With these preparations we proceed to the main subject of this section.
Proof [Proof of Theorem 3] Identity (47) implies that

F(©,®) =inf sup Ji(m,q).
a m€dom J

From (49) we have then

F2 sup j(ﬂ') = supinf Ji(m, q) < infsup Ji(m,q) = F(O,P) < 0. (51)
n€dom J T 4 ¢ m
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Thus, consider any sequence 7, such that .J(})  F. Let us now denote IT;, = co(}, ..., })
and choose B
T € argmax J (7).
ﬂ'GHk
Denote the sequence of induced densities gy, = fr,.. (Lemma 13 shows such 7;,’s exist and g;, only

depends on II;, but not 7;.) We will prove the following facts:

1. The sequence of densities g; converges to a density ¢* in the sense of D(Q||Q*) — 0 (and,
thus, in total variation).

2. Forevery 7 € II;, we have J; (7, ¢*) < F.
3. F = F(O,®) and, furthermore,
Ji(m,¢*) < F(©,8)  VredomlJ. (52)

This proves a convenient characterization (analog of (3))

F(©,®) =sup J(n) (53)

and completes the proof of the Theorem. Indeed, from (52) taking supremum over 7w we obtain
optimality of ¢*. Had there existed another ¢* with the property (52) then we would have from (49)

J(mp) < J(m1) + D(Q4|IQ*) = Ji(m,§*) < F(©,9).

Since J(7,) * F(©, ®) we conclude that D(QkH@*) — 0, and thus @}, converges to Q* in total
variation. But @y converges to Q* as well, so Q* = @ and ¢* = ¢* p-almost everywhere.

To prove the first statement, we apply Lemma 13 as follows. Let F,,, = J(m,,) and notice since
7 € gy, for m > 0 that

Fy, + D(Qkl|Qktm) = J1 (Th, @) < Fipm < F.

Thus, D(Qp||Qrsm) < F — Fy and sup,, D(Qp||Qr+m) — 0 as k — co. This implies that Qj,
form a Cauchy sequence in total variation and thus have a limit point )*. From lower semicon-
tinuity of divergence we also have D(Qg||Q*) < limy,—oo D(Qkl|Qrtm) < F — F), and thus
D(Qr||Q*) — 0 as k — oo.
To prove the second claim, note that by Lemma 13 for any 7 € II; we have
Jl(ﬂ',qm)SFmgﬁ VYm > k.

On the other hand, Ji(7,¢n) = J(7) + D(my||@m) and taking m — oo and applying lower
semicontinuity yet again, we get

Ji(m,q") = J(r) + D(ny||Q*) < F. (54)

Finally, to prove (52) for an arbitrary 7 (not necessarily € UgIl;), we can simply reapply the
previous argument with I, 2 co(m,m1,...,m) D I, to obtain sequence g, — ¢*. Since 7 €
11, for this new density we have B

Ji(m, @7) < F.

But Jy (14, %) = J(mx) + D(Qk[|Q%) = Fi + D(Q4[|Q"), implying D(Qx[|Q*) — 0 and, thus,
Q" = Q7, and in particular, (54) holds. Taking supremum over 7 in (54) and comparing with (51)
we get F' = F/(©, ®). This establishes (52). |
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Appendix F. Proof of Theorem 4

First, we show the following result.

Lemma 14 Ler ® be such that Cy(®) < oo and every P € ® satisfies P < . Let g = {P € & :
D(P|©) < oo}. Then
F(Ga (I)) = F(Ga @0)

Proof We only need to show F/(©,®) < F(0O, ®y). To that end, fix ¢ > 0 and consider any ¢ such
that

sup sup Ep[log Jo ] < F(0,%) +
Ped 0eO q

In addition, denote ¢q; = 41 _ density of the (unique) distribution ()1 attaining the minimum
du y q g

min sup D(P||Q1) = C1(P) < 0.
@1 peo

Similarly, for any P € ® we denote by fp = %. For any 6 and P we have

Epllog @1 D(P||Q1) — D(P|Fy).

Indeed, almost surely (with convention (34)) we have log g—i’ = log J; log . Denoting ¢\ =
Aq1 + (1 — N)g, we have

fo Jo

Epllog 2] < log § + Epflog 2] = log £D(P|Q1) ~ D(P|P).

Thus, for any P ¢ &g the above evaluates to —oo. On the other hand, we have

1
Ep[log fa] <log T + Epllog fe]
And thus taking supremum over P € ® and § € © we get
f —00, P g (I)O
sup sup Ep[log —} 1
Ped ¢ ar F(©,®0) +e+log—, P€d

Taking A, ¢ — 0 completes the proof. |

The Theorem follows as a special case of the following result.

Lemma 15 Let ® be suchthata) Py € ® forall§ € ©,b) P < pforevery P € @, c) C1(P) < oc.

Then, we have for any € > 0 such that A\g = Cl( ) <1

h(Xo)

F(6,) < F(6,0,) + 20
1—Xo
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Proof By preceding Lemma, we can assume further that D(P||©) < oo for all P € ®. Therefore,
Theorem 3 applies, and in particular (see (53)):

F(©,0) = sup J(r).

Since © C ®, we have that F'(©,®) > C(0) > 0. Thus, there exist 7 such that J(7) > 0, and for
any such 7 we have (see (45))

0<J(m) = 1(¢;Y) — E[e(g, 0)] < C1(®) — Ele(¢,0)]

This implies via Markov inequality that

C1(®
Ple(¢,0) > €] < 1£ ).
This means that we can represent 7 = Am + (1 — A\)mp with mg = >, po s X g, and Py, € O
whenever pg ;. > 0. Furthermore, A < G@®) By the bound (42) we have

€

J(m) < h(A) + AT (1) + (1 = X)J(m0) < h(\) + AF(0,®) + (1 — \)F(6,0,).
Taking supremum over m we obtain (after rearranging terms)

F(O,) < F(6,0,) + m .

The proof is completed by noticing that x — ?(fa‘z is increasing on [0, 1). |

Proof [Proof of Theorem 4] If we apply previous theorem with ® replaced by ®®" and e replaced
by ne we obtain:

where A\ = Cnl®) ™ If € = €, > 7, then \g — 0 and the proof is complete. |

F.1. On difference between C,,(0) and C,,(0)

As we discussed in (8), the meaning of Theorem 4 is to sandwich the misspecified regret between
two well-specified ones: C),(©) and C,,(©,). In this section, we demonstrate by a simple example
that the growth rates of C),(©) and C,,(O) could be very different.

We consider an extension of the Gaussian location model, where a single measurement Y is
produced from ¢ = (¢, . ..) as

Vi=¢+2,  Z~N(0Iy).

(i.e. each of Y1, Y5, ..., Y, is itself an infinite sequence). We will take as ¢ the Hilbert brick:

o0

®={p:0<¢; <27 j=0,...}=]]l0.27].
j=0
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(It is known that ® is compact in {5, for example). Let © = {¢ : ¢1 = ¢po = --- = 0}.
Denote by C,,([0, a]) capacity of the 1D-GLM model. Then, from (14) we have

Cu(©) = Cu([0,1]) = 3 In(n/(2m)) + o(1)

For ® we have -
Co(®) = 3 Cul([0,277]).
=0

Indeed, since the conditional transformation € — Y has structure of a parallel memoryless channel,
the optimization in (3) can be reduced to 7 that are independent across coordinates of 6, cf. (Polyan-
skiy and Wu, 2012-2016, Theorem 5.1). (The fact that there are countably-infinite number of

coordinates does not cause any complications due to a certain continuity of mutual information:
I(Ay,...;By,...) =lim, o I(A™; B™).)
To compute C),(P), we note that from a special case of (35) (with © = [0,a] C R, 7 = 0,

v =1) we get
T,([0,a]) = log <1 +ay /27;> . (55)

Call0.al) < Ta(l, o) = logtay /3= + 1),

We can also show that 3 72 log(ap2™7 + 1) < (log ag)? within absolute constants. Thus, we have

Shtarkov (55) we get

Cp(®) = O(log?n) .

(In fact, the argument below also shows C,,(®) = O(log?n).)
Next, note that C, ([0, a]) = C1([0, v/na]) and from the asymptotics we know that C1 ([0, a]) =
In(a/(27)) + o(1), implying that we always have

Ci([0,a]) >Ina — 1
for some constant ¢; > 0. Thus, we conclude
Cn(]0,a]) > In(y/ncaa) ,

for some 0 < ¢co < 1.
Observe that

_j _3_
e )2_14 k.

Jjzk
Therefore, any O, always contains a sub-brick:
(0,2 x {0} x {0} x [0,27"] x [0,27F 7] -
where k7 is minimal such that

3
1

1
4_k1 S 56 .
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That is k1 = § logy L 4+ O(1). Thus, we get that

Cn(0c) = Cn(©) + > Cn([0,27]) (56)
i>k1

> Cn(©) + > max(In(y/nez2 ), 0) (57)
Jj=>0

> Cn(0) + c(ln(ne))2 , (58)

for some constant ¢ > 0. Overall, we see that for any ¢ > 0 the order of C),(©) < logn whereas
C(©,) < log?n.

Appendix G. Open questions

Are there examples where C,, < FV(LPAC) =TI, < oo ? What about ), < F,S,PAC) < T'y?
Assumptions in our Theorem 3 unfortunately rule out the PAC case of & = P;;4(Y"). Can
we extend it to this case? Even in the special case of the setting of Theorem 2, can we prove
existence and uniqueness of the minimizer?

In Theorem 2 what is the order of the difference between FéPAC) and C),?

In the context of Theorem 2 can it be shown that no Bayes mixture is able to achieve optimal
F,gPAC) + o(1) regret? (Perhaps it can even be shown that no estimator with Gaussian tails

can do so.)
Extend Theorem 2 to (a) exponential families, (b) general smooth families.

(closed) Consider )) = Z and { Py} to be the class of all distributions on ) with first moment
bounded by 1. It is easy to show that C),, < oo, while I';, = FT(LPAC) = oo (Shtarkov sum
is unbounded). We note, cf. Jia et al. (2021), that restricting ®,, to a subset ®,, = {P®" :
D(P||®) < oo}, still results in F,,(0, ®,,) = oo (note that with this restriction on the data
generating distribution the oracle loss is always finite, although unbounded). We also mention
that for this model class the results of Boucheron et al. (2008) show C;, = w(n®) for any

a < 1/2, and a more detailed analysis Jia et al. (2021) shows C,, = O(y/n).
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