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Successful linguistic communication requires conversants to mean at least
approximately the same thing by the same words. But how is this alignment achieved?
One possibility is that participants have pre-existing concepts to which verbal labels
are mapped. Alignment is then a matter of ensuring that in members of the same speech
community, the same word points to the same concept. But how do the underlying
conceptual representations become aligned in the first place? One source of alignment
is shared sensory experiences mediated by similar perceptual systems. But is this
enough? We test the possibility that language itself serves to align conceptual
representations. Participants were asked to sort novel shapes and we measured the
similarity between people’s sorts. By separately manipulating previous perceptual
experience with the shapes, and exposure to (entirely redundant) category labels, we
tested (1) the role of shared perceptual experience and (2) the effect of labels on
representational alignment. The results showed that shared experience with labels
increased representational alignment more than shared perceptual experience alone.
We consider the implications of this finding for the cognitive functions of language
and for how language may be used to enable coordination in the face of non-shared

perceptual experiences.

Introduction

The possibility of communicating by directly transferring mental states between
minds—telepathy—has been a popular trope in science fiction for over a century.
It has now has become the subject of empirical investigation, e.g., Rao et al. ask
“Can information that is available in the brain be transferred directly in the form
of the neural code, bypassing language altogether?” (2014). A common thread in
science fiction treatments of telepathy and its modern revival is that natural
language obscures communication because it is ambiguous, imprecise, and slow.
For example, Yan LeCun, the chief Al scientist at Facebook, recently asserted
that “Language is an imperfect, incomplete, and low-bandwidth serialization
protocol for the internal data structures we call thoughts” (LeCun, 2021).
Bypassing language is hence seen as a way of improving, or at least speeding up,
communication.



The work we describe here is motivated by challenging a core assumption
behind the telepathy trope: that our mental states are naturally aligned such that
one person’s thought is syntactically and semantically homologous to another
person’s. In the absence of this prior alignment, transferring neural patterns that
constitute mental states between people—even if technologically possible—
would not lead to successful communication in the absence of conceptual
alignment produced by learning and using natural language. What is at stake is
important to the study of language evolution because understanding the evolution
of a trait is greatly helped by understanding the range of its functions (Griffiths,
1993). At present, work on the functions of language is curiously under-
represented in the study of language evolution (cf. Dessalles, 2007).

Conceptual alignment and language: what is the connection?

Everyday communication seems to require conceptual alignment (e.g., Pickering
& Garrod, 2021). When one person says “Pass the salt please” and another person
passes them the salt, the two have achieved some amount of alignment: one
person’s request was successfully represented by the other. But where does this
alignment comes from? Might language play a role in establishing it?

The idea that linguistic communication is possible only because our thoughts
are already sufficiently aligned is a basic premise of philosophical positions such
as Fodor’s language of thought (Fodor, 1975). It is also a common starting point
in theories of language learning that view children as mapping words onto pre-
existing (and largely shared) concepts (Bloom, 2002; Pinker, 1994; Snedeker &
Gleitman, 2004).

But another possibility is that alignment is achieved—in part—through
language itself (e.g., Casasanto & Lupyan, 2014; Dingemanse, 2017; Gomila,
2011; Lupyan & Bergen, 2016). On this view, learning and using the syntax and
semantics of a natural language helps people to structure and convey their
thoughts in ways that are (more or less) understandable to others. Rather than just
a device for conveying our thoughts, language provides an interface between
minds (e.g., Clark, 1998; Gentner & Goldin-Meadow, 2003; Lupyan, 2012). If
true, then telepathy could in principle be possible by transferring neural
representations of words from one person to another, but such a scheme would
not be the language-bypassing telepathy we’ve been promised, but rather an over-
engineered form of texting.

The idea that language may play a causal role in promoting conceptual
alignment is supported by several lines of evidence, some circumstantial, others
more direct. First, there is the simple fact of substantial cross-linguistic diversity



in all aspects of language (Evans & Levinson, 2009). If our conceptual
representations were naturally aligned—either due to our shared biology, shared
environment, shared goals, or all three—one might expect lexicons to show more
similarity than they do. And although it is clear that the lexical systems of natural
languages occupy a small space of all possible systems (e.g., Zaslavsky et al.,
2018), it is striking that finding universal basic units of linguistic meaning has
been so difficult. Even in the domain of perception, where one might find
vocabularies to be most constrained by shared biology, one finds tremendous
diversity of naming schemes (Majid, 2020; Majid et al., 2018). Diversity within
a language is smaller (Forder & Lupyan, 2017) although it can depend on the
measure one uses (Kuehni, 2004). Second, experimental evidence suggests that
verbal labels can increase conceptual alignment across people, in both
communicative (e.g., Markman & Makin, 1998) and non-communicative contexts
(Suffill et al., 2016, 2019).

Current study

Here we tested a strong version of the prediction that language promotes
conceptual alignment. We exposed people to novel shapes grouped into two
distinct categories (Figure 1). We then computed alignment among participants
assigned to each of group using a sorting task. Our design allowed us to compare
how conceptual alignment is affected by shared labels compared to alignment
achieved through shaped perceptual experiences. Using materials with a clear pre-
existing category structure allowed us to test whether labels help to align
categories even when the existence of the categories is made plain by perceptual
discontinuities (Fig. 1). This makes the current experiment substantially different
from work examining the ways that labels can help mark distinctions in
perceptually equidistant continua such as colors (Davidoff, 2001) and shapes
(Plunkett et al., 2008) as well as from past work showing that labels facilitate the
learning of new categories (Lupyan et al., 2007).

Methods

Participants

We recruited 129 (85 female, ages 18-22) psychology students from
University of Wisconsin-Madison. Participants were randomly assigned to a
Baseline (N = 45), No Labels (N = 43) or With Labels (N = 41) condition.



Materials

We constructed two visual family-resemblance categories designed to be
easy to distinguish and difficult to name. We began by generating two prototype
shapes by creating a random collection of points and connecting them with a
spline (Fig 1A, 1B). We then generated 18 exemplars per category by perturbing
the points and fitting a new spline, creating low, medium, or high distortions (e.g.,
Fig. 1 bottom).
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Figure 1. Category A (left) and B (right) prototypes with examples of

”

“low”, “medium” and “high” category exemplars.

Procedure.

Pre-exposure. Participants assigned to the With Labels or No Labels
conditions began with a match-to-sample task designed to familiarize participants
with the stimuli and have them repeatedly contrast within-category and between-
category stimuli. On each trial, participants saw one of the shapes (the standard)
for 1 sec followed by a 1 sec blank screen. Two shapes then appeared side by side.
One of these was identical to the standard (targef) and the other was a foil—a
shape from the contrasting category. Participants had to choose which of the two
shapes exactly matched the standard, i.e., on each trial they had to choose the
target and not the foil. In the With Labels condition, the standard was presented
with its corresponding nonsense label; half the With Labels participants heard
category A4 shapes labeled as “a talp”; half heard them labeled as “a gek”. Notice
that the label is completely unnecessary for making a correct response and is
therefore informationally redundant. Errors were signaled with a short buzzing
sound. Participants assigned to the Baseline condition did not complete this phase
and proceeded directly to the free sort.

Free sort. We quantified alignment by measuring how participants in the
three conditions arranged the shapes in a free sort—a common method for



assessing people’s conceptual representations (Goldstone, 1994; Kriegeskorte et
al., 2008; Malt et al., 1999). Participants were shown 20 shapes (10 A shapes and
10 B shapes) arranged around the perimeter of the screen. These included 3
previously seen exemplars, 6 novel exemplars, and the previously unseen
prototype. Participants were asked to cluster the shapes together in way that made
sense to them, creating as many or as few clusters as they needed.

Analytic approach

We computed alignment between people’s item arrangements as follows: For
each participant, we take the pairwise distances between all item pairs (20*19/2
=190). We then compute the rank correlations between that participant’s pairwise
item distances and the pairwise item distances of the other participants in the same
condition. The Fisher’s z-transformed mean of these correlations represents the
participant’s average alignment to other participants. These are the values shown
in Fig 2A. To statistically compare the groups in an unbiased way we counted
each participant pairing as a single observation, but attributed the variance
associated with this observation to both participants in the pairing using
ImerMultiMember (van Paridon et al.,, 2022), an R package that allows for
specifying multiple membership random effects. In addition, we computed for
each participant a measure of categoricality, the median Euclidean distance
between exemplars from different categories (e.g., A1 and B2) minus the median
distance between exemplars from the same category (e.g., A1 and A»).

Results

Pre-exposure. Accuracy on the delayed match-to-sample task was nearly
identical for the No Labels (M = 0.98) and With Labels groups (M= 0.98). Given
the task’s simplicity, this was expected, and confirms that the categories were
trivially easy to distinguish, regardless of labels.

Categoricality. Participants in all groups grouped within-category items
closer together than between-category items: Categoricalitybaseiine=151 pixels,
Categoricalityno-labels=171 pixels, Categoricalitywith-labes=264 pixels. All three
values were significantly greater than 0, £’s> 5, p<.0001, confirming that even
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Figure 2. A. Mean alignment for the three tested conditions. B. The relationship between
alignment and categoricality for each condition.

Baseline participants—who had no prior experience with seeing or contrasting the
shapes—were still sensitive to the designed category structure. Categoricality was
not significantly different between the Baseline and No Labels groups, <1. In
contrast, participants exposed to the nonsense labels produced more categorical
sorts than those who had identical experience seeing and contrasting the shapes,
but without being exposed to their names (b=93, =2.4, p=.02).

Alignment. Average alignment for each group is shown in Fig. 2A. Those in
the Baseline condition were as similar to one another in their shape arrangements
as those who encountered the shapes several hundred times, but without the
accompanying labels (b=.02, =1.1, p=.24). In contrast, participants who were
exposed to category labels, sorted shapes more similarly to one another than those
in the Baseline condition (b=.09, =4.9, p<.0001) and those in the No Labels
condition (b=.07, t=3.7, p=.0004). The increase in alignment caused by labels was
significantly greater than that caused by shared perceptual experiences (=2.27,
p=.03).

Relationship between categoricality and alignment. Why did labels
increase alignment? One possibility is that alignment was mediated by
categoricality: labels increased categoricality, producing sorts with larger
segregation among within-category and between-category items, and these more
tightly-clustered sorts were easier to align. Participants in the label condition
indeed had more categorical sorts than participants in the no-label [stat] and
baseline [stat] conditions. And, as shown in Fig. 2B, there was a strong positive
relationship between categoricality and alignment (overall =.83, p<.0001). As



the figure makes clear, there was a condition-by-categoricality interaction
(=7.71, p<.0001): the with-label slope was significantly steeper than the slope of
the other two conditions. Accounting for categoricality, there was no longer a
significant difference in alignment between the with-label and no-label conditions
suggesting that the relationship was largely mediated through categoricality.

General Discussion

Language allows one to activate thoughts, old and new, in other people. The
promise of telepathy—a direct exchange of mental states that bypasses natural
language—is predicated on the assumption that thoughts are entirely independent
of language; language is merely a medium by which the thoughts are transmitted.
This assumption, however, may be wrong. The study we describe here provides a
very limited, but nevertheless strong test of the hypothesis that even very stripped-
down forms of language—redundant and seemingly uninformative verbal
category labels—can increase conceptual alignment and do so to a greater extent
than shared perceptual experiences alone. Our finding that verbal labels increase
conceptual alignment, largely by making our representations more categorical is
just one result using specific stimuli and task. Our hope is that future
investigations can map out the generality of this result and the mechanisms by
which labels achieve this effect.

The technology to transfer mental states may one day exist. Will it enable
telepathy? The present results offer an early hint that however “imperfect and
incomplete” language may be, attempts to bypass it may lead to a semantic
disconnect and communicative failure. It may be possible to devise a system for
re-aligning our thoughts into a mutually understandable form. Natural language
is just such a system and the role natural language plays in aligning our thoughts
may be another piece in the puzzle of its evolution.
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