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Abstract

Recently, there is a growing interest in developing learning-based
models as a surrogate of the High-Level Synthesis (HLS) tools,
where the key objective is rapid prediction of the quality of a can-
didate HLS design for automated design space exploration (DSE).
Training is usually conducted on a given set of computation kernels
(or kernels in short) needed for hardware acceleration. However,
the model must also perform well on new kernels. The discrep-
ancy between the training set and new kernels, called domain shift,
frequently leads to model accuracy drop which in turn negatively
impact the DSE performance. In this paper, we investigate the pos-
sibility of adapting an existing meta-learning approach, named
MAML, to the task of design quality prediction. Experiments show
the MAML-enhanced model outperforms a simple baseline based
on fine tuning in terms of both offline evaluation on hold-out test
sets and online evaluation for DSE speedup results!.
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1 Introduction

HLS aims to ease the design efforts for FPGA programming by
raising the abstraction level. Nevertheless, a designer must explore
more design candidates to achieve the optimal micro-architecture
since the combination of different pragmas (compiler directives)
create a larger solution space. A promising solution is to automate
DSE using a deep learning based performance model that mimics the
HLS tool [7, 14]. Such a model relies on training data, collected from
a set of FPGA accelerator kernels, in the form of designs labeled
with their performance metrics such as latency and resource usage.
Once trained, models such as GNN-DsE [14] can be used to predict
the quality of designs either from the same set of training kernels,
or similar unseen kernels. A domain shift happens when the unseen
kernel is very different from the kernels used for training, which
may result in a significant accuracy drop.

In this paper, we investigate the possibility of adopting ideas from
meta-learning (or learning-to-learn [16]) to address the domain
shift issue. The objective of meta-learning is to obtain a model
that can eventually generalize across many tasks with good data
and computation efficiency [4]. For example, the K-shot image
classification has been extensively studied recently [2], where the
goal is to learn a classification model that can quickly adapt to a
new class based on only K images from that class. In our case, we
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treat each kernel as a task. Thus, the model is trained on a set of
kernels, and given a new kernel, we let the trained model adapt to
only K designs of that kernel.

Following the K-shot framework, we formalize our problem as
a K-shot regression problem. Given a training dataset P (train) —
{(X;, Yi)}ﬁl, we wish to learn a model Y = fp(X) with a good
initialization parameter 6 that can quickly adapt to a new ker-
nel, where K data points are provided, denoted as P ew) K

{(Xénew), Yk(new))}llf: . We further want to have a good prediction

power on other test data points of the new kernel.

Among different meta-learning approaches, optimization-based
methods such as MAML [3] and Reptile [9] are attractive to us as
they are model-agnostic, i.e., they are not restricted to a certain type
of learning model. Different from the traditional training scheme
where the entire training dataset 2 (/7% js used to learn the model
parameter 0, we mimic the setting where only K examples will be
shown for a new kernel. In this paper, we show how MAML can be
adapted to our task of a K-shot design quality prediction. In addition,
at a higher level, we propose a new training-adaptation-evaluation
workflow for learning-based accelerator design automation. It has
the advantage of quickly adapting a learning model to any new
kernel that is unseen during training. We experimentally evaluate
the efficacy of the proposed approach using a recent model, GNN-
DsE, as an example, and name our MAML-enhanced version as
GNN-DSE-MAML.

In summary, our contributions can be summarized as follows:
e We propose a new workflow to train and adapt a learning-based

DSE model for automated accelerator optimization based on

meta-learning to address the domain shift problem.

e We adapt the MAML algorithm to GNN-DsE, specifically, in the
training and adaptation stages, to obtain a trained model, named
GNN-Dse-Mawmt, that can be quickly adapted to different kernels.

e The experimental results demonstrate adaptation is necessary
for a trained GNN-DsE model to perform well on unseen kernels
with a domain shift, and that MAML leads to higher accuracy
and speedup results on such kernels under 3 out of 5 cases.

2 Background and Related Work
2.1 Learning-based DSE

Despite the recent success of domain-specific accelerators over
general-purpose CPUs (e.g., [5]), quickly obtaining the optimal
design for a particular kernel remains a challenge. This is due to
not only the time-consuming evaluation of the designs using the
commercial tools, but also the large combinatorial search space of
a given kernel consisting of the different design candidates. The
former challenge has recently been tackled with modern machine
learning and deep learning techniques [7, 14] to assess a design’s
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Figure 1: The workflow of GNN-Dse-MaMmL.

Algorithm 1 Training procedure of GNN-DSE-MaML

Require: p(P(t741"). distribution over kernels (programs) for
training
Require: a, f: step size hyperparameters
1: randomly initialize 8
2 while not done do
3. Sample batch of kernels P; ~ p(P(train))
for all P; do
Sample K datapoints D = {X;,Y;} from P;
Evaluate Vg Lp,(fp) using D and Lp, in Equation 1
Compute adapted parameters with gradient descent: 9; =
0 —aVy “E'P: {ﬁ?}
8: Sample datapoints D] = {x ), YU )} from P; for the meta-
update
9. end for
10:  Update 6 « 6V Loy, p(p) Lp; (fo;) using each D; and
Lp, in Equation 1
11: end while

quality in milliseconds. We use our prior work, GNN-DsE [14], to
demonstrate the proposed techniques for addressing the domain
shift in this paper. The core component of GNN-DsE is a Graph
Neural Network (GNN)-based model for predicting the quality of a
design. The goal of the model, Y = f3(X), is to make predictions
as accurate as possible so that the DSE process can explore more
design points by replacing the time-consuming HLS tool. However,
quickly adapting a trained model to new kernels has yet to be
researched.

2.2 Meta-Learning for domain shift

The problem of adapting machine learning models across tasks and
domains has long been studied in computer vision [12], natural
language processing [8], graph-related tasks [18], etc. Here, we
focus on our specific task of the K-shot design quality regression,
and discuss exsiting approaches to deal with the distributional shift
across kernels.

One simple approach is to apply a relatively simple technique
known as fine-tuning. As its name suggests, one can further tune
fo(X) by performing several steps of the gradient update, e.g., back-
propagation for neural network models such as GNN-DsE, on several
labeled design points of that new kernel. Since the input kernels
are represented the same way across different kernels, and the
output regression targets bear the same meanings, no new learning
component is needed for our task.

Despite the simplicity of such a fine-tuning method, more ad-
vanced methods are shown to be more effective to address the
domain shift problems [19, 21]. For that purpose, we adopt the

Model-Agnostic Meta-Learning (MAML) [3] (presented in Algo-
rithm 1) approach proposed in the meta learning community. As
mentioned previously, meta learning deals with the higher level
problem of learning to learn, where we utilize one of its most pop-
ular tasks, K-shot prediction problem, to formulate our problem.
Numerous approaches have been proposed through the years [4].
One category, for example, is based on metric-learning, where the
model tries to match the new K data points with some existing data
points in the training set [17]. In this work, however, we turn to
the optimization approach such as MAML, which can be applied to
any learning-based fy(X), including GNN-DsE.

3 Our Proposed Methodology

Fig. 1 depicts a high-level diagram of GNN-Dse-MaML which op-
erates in four stages: training, adaptation, offline testing, and DSE.
We begin with a collection of kernels forming the training dataset,
p(train) The randomly initialized GNN-DSE model is trained on
P (train) g5, many epochs using the MAML algorithm. Then, the
trained model is adapted to K designs that we sample from the new
kernel. Finally, the adapted model is used as a surrogate to the HLS
tool to run the offline testing and DSE stages on the new kernel,
measuring the accuracy of the updated model on the hold-out test
set and searching for the Pareto-optimal design points, respectively.

3.1 Training via Meta-Learning

The purpose of training GNN-DSE-MAML is to learn a general model
parameter 8 that can quickly adapt to new kernels. We adapt the
original MAML algorithm for our task. To get started, we assume
a learning-based model, fy, which takes a kernel X as input, and
outputs a set of design quality metrics, such as latency, resource
utilization, etc., which we denote as Y. We use GNN-DSE as an exam-
ple to illustrate the training technique, but in practice, any model
following the same setup can be used. The readers are referred
to the original paper of GNN-DsE [14] for a more comprehensive
description of the input, output formats, and the architecture. GNN-
DsE performs the normal supervised training whose loss function
takes the following form:
Le,(f=

Xj,Yj"‘P“mm]
However, GNN-DsE-MaML performs the following training within
each epoch: First, a batch of N kernels are sampled (line 3); then
MAML loops through each kernel, samples K labeled designs from
the kernel (line 5), updates the model to obtain a temporary model
with parameter ] (line 7), and further samples another K designs
from the kernel forming a validation set D; (line 8). At the end
of the loop, MAM obtains N copies of the model together with N
validation sets, each corresponding to the updated version of the
model using one kernel.

15 (X) = Y;lI3. 1)



The key step is to aggregate these N models together to produce
the final updated model for this epoch (line 10). Specifically, the
aggregation step (line 10) evaluates each updated model fg; on
its earlier sampled validation set D; by computing the gradient
Vo Zp~p(#) Lo, (fo). The gradients from N models are accumu-
lated to perform a final update of the original model with step size
B. Intuitively, this ensures each updated model fyp has a chance
to update the original model fy by being evaluated on another
validation set D/ that is different from the set used for training
D. This helps to reduce the chance of over-fitting fg; to D. The
readers are referred to the original paper of MAML[3] and various
follow-up papers (.g., [1, 6, 11]) for a more detailed analysis and
understanding of MAML.

3.2 Adapting the Trained Model for a New Kernel
The next stage of GNN-Dse-MAML is to adapt the trained model for
a new kernel, which is likely to be very different from the kernels
used for training, causing the domain shift issue. The high-level idea
here is to select as few design points as possible from the new kernel,
since each design point requires running the time-consuming HLS
tool to obtain its label for adapting the model.

There are two challenges in the adaptation stage. The first one is
how to smartly select only K designs, where K is typically 10 or 20,
out of the very large design space with many candidate designs as
the labeled designs, D ™¢")K for adaptation. We leave the topic as
future direction and use random sampling in this work. The second
challenge is how to adapt the model to these K new designs of
the new kernel. Thankfully, MAML, by its design, allows for the
easy adaptation of a trained model to K data points sampled from
another kernel via lines 5-7 in Algorithm 1.

3.3 Testing the Adapted Model via Offline and

Online Stages

The last two stages of GNN-Dse-MAML are to test the efficacy of
the adapted model on the new kernel. For the offline testing stage,
we hold out a certain percentage of labeled designs from the new
kernel, evaluate the adapted model on these designs in the same
way as the original GNN-DsE, and report the root mean-squared
error (RMSE) on the design’s objectives However, the ultimate goal
is to find the Pareto-optimal design points. Therefore, we feed the
adapted model to the DSE process (as described in the original
GNN-DsE paper) which essentially ranks the design points based
on their quality predicted by the adapted model. It then evaluates
the top-ranked design points using the HLS tool to determine their
true objectives and whether they form the Pareto-optimal design
points.

4 Evaluation

4.1 Experimental Setup

GNN-Dse-MaMmL follows the same model architecture as GNN-DSE,
and to ensure fair comparison, we also use the same 9 training
kernels as the original paper of GNN-DSE, as detailed in Table 1,
which includes kernels from the MachSuite [13] and the Polyhe-
dral (Polybench) [20] benchmark suites. The database is generated
employing both AutoDSE [15] and GNN-DsE with the Xilinx Virtex
Ultrascale+ VCU1525 as the target FPGA. Our model predicts the
latency in the form of cycle counts, and the resource utilization

in the forms of DSP, BRAM, LUT, and FF. All the models are trained
using the PyTorch [10] library. All models are trained for 5000 it-
erations, and the best model with the lowest validation error is
selected for the adaptation stage.

To demonstrate the ability of GNN-DsSE-MaML to adapt to differ-
ent kernels, we choose the following 5 kernels from Polybench [20],
which are new to GNN-DsE and it does not perform well on them,
suggesting a domain shift compared to the training set.

e jacobi-1d: Jacobi-style stencil computation over 1D data with
3-point stencil pattern.

o fdtd-2d: Simplified Finite-Difference Time-Domain method for
2D data consisting of three stencil operations.

e gemm: A scalar matrix multiplication followed by a matrix mul-
tiplication calculating fC + aA - B.

o 3mm: Three matrix multiplications calculating (A - B) - (C - D),
which creates a solution space with more than 17 trillion design
points.

e gemver: Multiple loop sections with vector-vector and matrix-
vector multiplications.

Although we have one stencil operation in the training set, the
stencil window size and the number of stencil operations are differ-
ent compared to the ones in jacobi-1d and fdtd-2d. The last three
kernels cause a domain shift due to the increase in the number of
different operations compared to other matrix-vector operations of
our training set. In other words, the Pareto-optimal design point of
each operation separately may not create an overall Pareto-optimal
design point. This is because not only increasing the number of
operations restricts the on-chip resources for the others, these op-
erations also share matrices/vectors which need consistent array
partitioning.

A key difference between the set up of GNN-Dse-MaML and
GNN-DsE is the split of the dataset into training and testing kernels.
In GNN-DsE, 80% of the labeled designs within each training kernel
is used for training, while in GNN-DSE-MAML, we test the ability of
the model to adapt to different testing kernels. In order to evaluate
the trained model on the 5 testing kernels, we have the following
three settings for the offline and online evaluation stages:

o GNN-DsSE-UNADAPTED: The trained GNN-DsE model.

o GNN-Dse-FINETUNE: The trained GNN-DSE model adapted to K
sampled designs.

o GNN-Dse-MamL: The model is trained using the MAML algo-
rithm, and the trained model is adapted to K sampled designs.

To ensure a consistent comparison for both, GNN-DSe-FINETUNE

and GNN-DSe-MaML, we run 5 gradient steps on the K designs.

4.2 Model Evaluation

We pre-process the dataset the same way as GNN-DsE. For each
one of the 5 new kernels, we take the trained model and perform
adaptation by sampling K = 20 design points of that kernel and
getting their labels by running the HLS tool. We argue that the
choice of K should be small enough, since otherwise, it would take
too much time to obtain the labels. For the offline evaluation stage
though, we run AutoDSE [15] up to 20 hours to report the total
root mean-squared error (RMSE) on a larger set of data (referred
to as the hold-out set). The best design found by AutoDSE is also
used as a baseline to measure the speedup of each of the models.



Table 1: Design space and the database of the 9 kernels used for training and the 5 kernels for testing. For each testing kernel,
we restrict ourselves to using only 20 labeled designs to adapt the trained models.

Training Testing
Kernel gemm- | gemm- spmv- | spmv- . . .
aes | atax | oo 0| neubed | TV crs ellpack stencil | nw | jacobi-1d | fdtd-2d | gemm | 3mm | gemver
# pragmas 3 5 9 7 8 3 3 7 6 5 16 8 21 13
Database Size ||\, 1145 | 159 199 | 255 | 52 60 295 | 103 20 20 20 20 20
(# Valid)

4.3 Results of Design Space Exploration

For testing our approach, we collected 5 new kernels that the un-
adapted model of GNN-DSE [14] was not successful in finding their
Pareto-optimal design points. GNN-DSE has shown that it can per-
form well on new kernels with a similar domain to its training set.
Therefore, when it fails to produce comparable results as those by
AutoDSE, it is likely there is a domain shift that needs adaptation.
Table 2 summarizes the performance of the unadapted model of
GNN-DSE and the adapted models as explained in Section 4.1 when
they have used in the DSE process for up to 1 hour. The results show
that the MAML-based adaptation can achieve great performance
for 3 of the new kernels. In fact, it can get a significant speedup
for 3mm compared to AutoDSE. The solution space of this kernel
consists of more than 17 trillion design candidates that AutoDSE
got to explore only 149 of them after 20 hours since it relies on the
HLS tool for evaluating each candidate. However, the model-based
DSE can explore about 80K candidates after a 1 hour search. This
helps it to find a better design point given an accurate-enough
model.

For two of the kernels, ftdt-2d and gemver, the MAML results
lead to Timed Out, as the HLS tool cannot finish the synthesis
after 3 hours. Manual inspection shows that both examples have
multiple sections of nested loops, but with shared array variables.
The MAML-based model uses high degree of parallelization for
each section of the loop nests, requiring complex and extensive
array partitioning of the shared array variables that overwhelm
the HLS tool. Unfortunately, such cases were not covered in the K
samples, highlighting the importance of sample selection, which
will be further investigated in the future.

Table 2: The DSE speedup with respect to AutoDSE [15] after
20 hours.

Method [[ jacobi-1d fdtd-2d gemm 3mm gemver
GNN-DsE-UNADAPTED 0.44% 0.06x 0.87% 0.30x 0.20x
GNN-Dse-FINETUNE 0.54x 0.04x 0.18%x 1.00x 0.22%
GNN-Dsg-MaML 1.00x TO 1.21x 64.52x TO

TO: Timed Out
4.4 Results of Offline Testing
Table 3: Offline evaluation results. RMSE (the lower, the bet-

ter) is used to evaluate each model’s error on the hold-out
test set of each new kernel.

Method [[ jacobi-1d  fdtd-2d gemm 3mm gemver
GNN-DsSE-UNADAPTED 4.2496 6.7047 7.5337 9.1584 4.4717
GNN-DsE-FINETUNE 3.2611 4.0831 1.7342 62930  3.1600
GNN-Dsg-MaML 2.3898 2.4912 2.1116 5.9670 3.0303

We report the offline evaluation results in Table 3. The results show
that adaptation is necessary for the unadapted model to obtain lower
error on the hold-out sets, and comparing between fine-tuning and
MAML, under 4 out of 5 kernels, MAML leads to a more accurate
adapted model. This suggests the importance of training the model

under the meta-learning framework, and the better accuracy of
MAML can be attributed to its ability to provide a better model
parameter 6.

5 Conclusion and Future Work

We investigate the use of meta-learning, in particular, the MAML
algorithm, to enhance the training of deep learning based predic-
tion models, such as GNN-DsE, for HLS performance prediction and
automated DSE. Our MAML based model GNN-DsSe-MAML shows
advantages over both GNN-DsE and its adaptation based on fine tun-
ing when there is domain shift. Although GNN-DsE-MaML produces
promising results, it also reveals further research opportunities, es-
pecially on design sample selection of new kernels for MAML-based
adaptation, and the possibility of further online adaptation during
DSE.
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