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Abstract
Average-linkage is one of the most popular hierarchical clustering algorithms. It is well
known that average-linkage does not scale to large data sets due to the slow asymptotic
running time. The fastest known implementation has running time quadratic in the number
of data points.

This paper presents a technique that we call cluster embedding. The embedding maps
each cluster into a point in slightly higher dimensions. The pairwise distances between
the mapped points approximate the average distance between clusters. By utilizing this
embedding we scale the task of finding close pairs of clusters, which is a key step in
average-linkage clustering. We achieve an approximate, sub-quadratic time implementation
of average-linkage. We show theoretically the algorithm proposed in this paper achieves a
near-linear running time and scales to large data sets. Moreover, its scalability empirically
dominates average-linkage and typically offers 3-10x speed-up on large data sets.
Keywords: Hierarchical Clustering, Average-linkage, Scalable Clustering

1. Introduction

Hierarchical clustering is popular across many scientific disciplines, exemplified by its incor-
poration in many undergraduate curriculums and its inclusion in various popular machine
learning libraries such as scipy, scikit-learn and Spark MLLib Jones et al. (2001–); Pedregosa
et al. (2011); Meng et al. (2016).

Hierarchical clustering’s input is a set of n data points with a similarity or dissimilarity
function D(x, y) between each pair of points x and y. The output is a tree with all n data
points as leaves. Each internal node of the tree represents a cluster containing the data
points of the leaves of the subtree rooted at the node.

If two data points are relatively similar, their least common ancestor (LCA) should be
lower in the tree. If points are dissimilar, then their LCA should be higher in the tree. In
this way, clusters corresponding to internal nodes become more refined at lower levels of the
tree. Moreover, looking across the tree at any fixed depth will reveal a partitioned clustering1

of all data points at that fixed level of detail.
There are many different types of hierarchical clustering algorithms. See Xu and Wunsch

(2005) for an overview. This paper focuses on one of the most popular hierarchical clustering

1. In a partitioned clustering, each data point belongs to one cluster (e.g. the solution produced by k-means).
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algorithms, average-linkage. This algorithm belongs to the class of agglomerative hierarchical
clustering algorithms. Agglomerative methods initializes all data point to be singleton
clusters, i.e. the leaves of the final tree. They then iteratively merge the most similar pair
of clusters to produce new internal nodes in the hierarchy tree. The entire tree has been
formed once all clusters have been merged into one. There are different ways to measure the
similarity of pair of clusters at each step. Average-linkage calculates the average distance
over all pairs of points across the clusters. The greater this average distance is, the less
similar these two clusters are. This average distance is called the distance between the two
clusters. Single-linkage and complete-linkage, two other agglomerative algorithms, define the
distance between two clusters to be the smallest and greatest distance between all pair of
points across the clusters, respectively.
Scalability of Average-Linkage: Average-linkage has scalability issues. Introductory
guides on hierarchical clustering often state that average-linkage should only be used on small
to modestly sized data sets due to the inherent large running time and the sequential nature
of the algorithm. This limits the applicability of hierarchical clustering on large datasets Xu
and Wunsch (2005). Therefore, there is interest in making average-linkage more scalable.

The fastest known implementation of average-linkage runs in Θ(n2) time Mullner (2013).
To compute the exact average-linkage output, this running time is intuitively necessary
because the algorithm must inspect all of the Ω(n2) pairwise distances between data points
to find the first pair to merge.

This quadratic running time becomes quite prohibitive as data sets increase in size.
Recently, there has been breakthroughs with improving the scalability of average-linkage.
The work of Cochez and Neri (2015) and Abboud et al. (2019) broke through the quadratic
barrier by relaxing the algorithm. In both works, the idea is to allow the algorithm to
iteratively merge clusters that do not necessarily have the smallest average distance. Cochez
and Neri (2015) found a sub-quadratic time algorithm for a restricted class of distance
functions that includes Jaccard distance, but excludes all `p-norm distances. Despite being
scalable in implementation, the methods in Cochez and Neri (2015) cannot be directly used
for any `p-norm distances. Abboud et al. (2019) shows that for input with `1 norm distances,
one can also break the quadratic bound by allowing the algorithm to merge clusters with
average distance within a factor of 1 + ε of the average distance between the closest clusters.
However, the algorithm design heavily relies on properties of the `1 norm and the work does
not directly apply to other `p norms2. Further, the algorithm emphasizes the near-optimality
of every merge performed, leveraging sophisticated data structures to quickly find clusters
to merge. The construction and maintenance of such data structures incurs additional
computational cost for this adaptation of average-linkage, which is likely to have significant
overhead in practice.
Research Challenges: Previous work does not directly give a scalable, easily implementable
adaptation of average-linkage for general `p norms. Nevertheless, it suggests the exciting
possibility of developing such an adaptation with new algorithm designs. The new algorithm
design should be supported by similar theoretical guarantees, i.e., it should iteratively choose
two clusters to merge, whose distance is up to a constant of the smallest average distance
among all clusters. In particular, an intriguing open question is to find an efficient adaptation
of average-linkage for the `2-norm distance, the most popular distance function.
Results: This paper designs an algorithm that finds an approximation of average-linkage,
which applies to `p norm distances with p ∈ [1, 2], with sub-quadratic running time guarantees.

2. Note it is possible to embed `p norms into `1 though an additional data processing step which significantly
increase the dimension of the data points.
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Empirically, we give a scalable implementation with near-linear running time. Our results
are as follows.

• The algorithm runs in near linear time. The algorithm requires Õ(dn1+ρ) time and
Õ(dn1+ρ) space for arbitrarily small ρ > 0 when the input points belong to d-dimensional
Euclidean space.3

• The tree constructed is a relaxation of average-linkage that ensures that any pair of clusters
merged have average distances within a constant factor of the closest cluster pair.

• We perform experiments with our algorithm and compare it to the most popular imple-
mentations of average-linkage such as scikit-learn, sci-py, and fastcluster. These represent
the fastest average-linkage packages used by data scientists across industry and academia.
Our algorithm: (1) Constructs trees that are similar to what standard libraries achieve. In
particular, the trees constructed have almost the same value for a popular hierarchical
clustering objective. (2) Achieves asymptotically faster running times than the standard
algorithms for large data sets, matching the theoretical guarantees. The running time of
our implementation is near linear in the input size, as opposed to the quadratic baselines.

• The algorithm is easily parallelizable and can be used in parallel and distributed environ-
ments. There is much previous work on scaling clustering methods such as single-linkage
(Bateni et al., 2017). However, fundamental differences in the problem prevent these
methods from extending to average-linkage. In contrast, most recent work on fast average-
linkage clustering, such as Abboud et al. (2019), do not extend easily into parallel and
distributed settings.

A New Algorithmic Technique - Cluster Embeddings: This paper introduces a new
technique that is of interest beyond average-linkage, cluster embeddings.

Consider a collection of clusters C = {C1, C2, . . . , Ck}. Each cluster is a subset of the
input data points. A cluster embedding finds k points v1, v2, . . . , vk where vi corresponds to
Ci. These points exist in some Euclidean space and the distance between vi and vj should
approximate the average distance between points in Ci and Cj . Formally, the embedding
should be low-distortion (Indyk, 2001) with respect to the average `p distance. Ideally, the
points v1, v2, . . . , vk are located in a space with dimension not much larger than d and the
embedding can be computed quickly.

To see the applicability of cluster embeddings, consider a single step of average-linkage.
At each step, there is a current collection of clusters C1, C2, . . .Ck and the goal is to find the
clusters Ci and Cj that minimizes the average distance between Ci and Cj . That is, clusters
whose points are closest on average. Notice that for any pair of clusters it can take quadratic
time just to find their average distance depending on the sizes. However, with the embedding
in place, we would only need to find the `p distance between the two embedded points.

The embedding allows us to leverage data mining techniques that apply to points in
Euclidean space. Coupling the cluster embedding with Locality-Sensitive Hashing (LSH)
functions yields a method to quickly find pairs of clusters with small average distance. Such
a task is called near cluster search. Given a set of points in Euclidean space, LSH functions
partitions the points into “buckets”, where points in the same bucket are likely to be closer
to each other, thus filtering out potential near neighbors without inspecting all pairwise
distances between clusters. Such techniques leverage properties of `p distances in a Euclidean

3. The Õ(·) notation hides factors of logc(n) for constant c > 0.
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space and cannot be directly used to do near cluster search, since the cluster distance, defined
to be the average distance over all pairs, is a more general metric where LSH may not
exist. However, an embedding into Euclidean space makes such a technique applicable for
near-cluster searches. Iteratively using the embedding coupled with LSH to find clusters that
are close gives a new approach to efficiently approximate average-linkage.

Our cluster embedding has the following properties.

• The embedding is sparse. Clusters of points in d-dimensional Euclidean space are embedded
into vectors with at most d + 1 non-zero entries. Hence only one additional non-trivial
dimension is required to store the embedding of each cluster.

• The embedding preserves the average distances well. The `p-norm distance between vi
and vj is guaranteed to approximate the average distance between pairs of points in Ci
and Cj . In particular, we prove this is bounded in the worst case. Experimentally, they
are nearly the same.

• The embedding is oblivious, i.e. there is a function φ : C → Rd′ such that vi = φ(Ci),
where the computation of φ(Ci) depends only on the cluster Ci itself and no other cluster
of C. Insertion, deletion, and modification of other clusters doesn’t affect φ(Ci). Here d′ is
the dimension of the embedded space.

• Constructing the embedding takes linear time, O(nd). This is faster than comparing the
average similarity between two (large) clusters (quadratic time).

Paper Organization: The paper is organized as follows. We begin by introducing pre-
liminary definitions. Then in Section 3, we discuss the technique of cluster embedding -
our main technique for speeding up average-linkage. We first showcase the application of
cluster embeddings on the problem of near cluster search in Section 4. This is the key step
in average-linkage. Afterwards, we give an overview of the average-linkage algorithm in
Section 5. This overview gives a skeleton of the key algorithmic ideas. The full algorithm
with strong theoretical guarantees is more technical and we defer its full analysis to Appendix
A in the supplementary material. In Section 6 we give experimental evaluations. Appendix B
in the supplementary material gives the proofs for technical lemmas introduced in Section 3.

Related Work: There has been consistent interest in finding efficient algorithms to
cluster data in large databases Guha et al. (2001); Cochez and Neri (2015). Additionally, there
has recently been increased interest in scaling hierarchical clustering algorithms Yaroslavtsev
and Vadapalli (2018); Bateni et al. (2017); Abboud et al. (2019); Monath et al. (2019);
Menon et al. (2019). Kell et al. Kull and Vilo (2008) and Cochez et al. Cochez and Neri
(2015) speed-up algorithms by relaxing the criteria on when clusters can be merged. The
work of Yaroslavtsev and Vadapalli (2018) and Lattanzi et al. (2019) considered parallelizing
hierarchical clustering algorithms in the Massively Parallel Model of computation Karloff
et al. (2010); Andoni et al. (2014). Other Spark and MapReduce algorithms have been
developed Jin et al. (2015b,a). This prior work on scaling hierarchical clustering focused on
other hierarchical clustering algorithms and not average-linkage.

As mentioned, recently there are breakthroughs in designing sub-quadratic adaptations of
hierarchical clustering algorithms Cochez and Neri (2015); Abboud et al. (2019) which do not
directly lead to a scalable average-linkage implementation for general `p norms. Method-wise
both papers used Locality-Sensitive Hashing (LSH) and other related techniques. The work
of Cochez and Neri (2015) was the first to show that one can speed up near cluster search
with LSH, but the algorithm design assumes the input distance metric belongs to a restricted
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class of distance functions. The work left open the problem of generalizing the ideas to
other distances like `p-norm where LSH is known to exist. Abboud et al. (2019) designed an
approximate average-linkage algorithm for the `1-norm distance. A crucial building block
in Abboud et al. (2019) is to leverage properties of `1 to construct a sophisticated data
structure based on LSH functions, where every cluster is represented as a multi-dimensional
point. This is similar to our work, except their representation of a cluster increases the
dimension by a factor of Ω( 1

ε6
log3 n) for constant ε > 0 and critically uses properties of `1

that do not hold for other `p norms. The original paper does not include an average-linkage
implementation. There remains the question of finding a more concise way of embedding
clusters into potentially low-dimensional points and designing a practical adaptation of
average-linkage based on this embedding.

Embeddings are widely used and there are many types with different properties. See
Goodman and O’Rourke (1997) for reference to different types of embedding. Much prior work
has focused on low-distortion embeddings Indyk (2001). These embeddings are orthogonal
to that considered in this paper. These are used for reducing dimension and ours is used to
represent average cluster distances.

This paper uses an objective function for hierarchical clustering Cohen-addad et al. (2019)
to evaluate our algorithm. There has been recent interest in developing good objectives
for hierarchical clustering Dasgupta (2016); Wang and Moseley (2017). The objective in
Cohen-addad et al. (2019) is the most suitable for the setting we are considering - a point
set with pairwise distance metric. Average-linkage is a constant approximation algorithm for
the objective in Cohen-addad et al. (2019) when pairs of points have distances representing
dissimilarity scores and the objective considered in Wang and Moseley (2017) when pairs of
points have similarity scores.

2. Preliminaries

Here we define cluster embeddings, average-linkage, near cluster search, hierarchical clustering
objective function and Locality-Sensitive Hashing (LSH).
Notation: We use lower case letters e.g. x, y to denote points in Euclidean space and
use subscripts to index their coordinates e.g. xi, yi. We will use ‖x‖p := (

∑
i x

p
i )

1/p to
denote the `p-norm of x. ‖x‖ will be shorthand for the `2-norm. For a finite set X in
d-dimensional Euclidean space Rd, let ∆(X) and δ(X) be the maximum and minimum
distances within X, that is, ∆(X) := maxx,x′∈X ‖x− x′‖ and δ(X) := minx,x′∈X ‖x− x′‖. If
X is a finite set of points let µ(X) :=

∑
x∈X x/|X| be the centroid of X and let gm(X) :=

arg miny∈Rd

∑
x∈X ‖y − x‖/|X| be the geometric median of X.

Average-Linkage: Let A,B be disjoint finite sets of points in a metric space with dis-
tance D(·, ·). The average-linkage between A and B is defined as follows: Avg(A,B) :=

1
|A|·|B|

∑
x∈A

∑
y∈B D(x, y). If C = {C1, C2, . . . , Ck} is a collection of pairwise disjoint finite

sets of points, then Avg(·, ·) induces a metric on C where we take Avg(Ci, Ci) := 0. In our
setting we have each Ci ⊂ Rd and D(x, y) = ‖x− y‖p for some p ∈ [1, 2].
Cluster Embeddings For Average-Linkage: Let S ⊂ Rd be a point set and let C =
{C1, C2, . . . , Ck} be a clustering of S. Let φ : C → Rd′ be an embedding of C into d′-
dimensional Euclidean space. We say that φ is an embedding of C into `d′p with distortion α
if the following holds for all Ci, Cj ∈ C: Avg(Ci, Cj) ≤ ‖φ(Ci)− φ(Cj)‖p ≤ α ·Avg(Ci, Cj).
Ideally we want to embed into a space of dimension ≈ d. In lieu of that, we ask for a sparse
embedding in a high dimensional space. We say that an embedding φ is s-sparse if the
number of non-zero entries in φ(Ci) is at most s for all Ci ∈ C.
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Near Cluster Search: Given a set of clusters C and a query cluster Q, the near cluster
search problem with respect to average-linkage is to find a cluster C ∈ C that is the closest
to Q in average-linkage. The α-approximate near cluster search problem is to find a cluster
C ∈ C such that Avg(Q,C) ≤ α ·minC′∈C Avg(Q,C ′).
Approximate Average-linkage: Our algorithms make approximate decisions so we define
the notion of approximation here. Sets A,B are α-approximate for clustering C if Avg(A,B) ≤
α ·minA′,B′∈C Avg(A′, B′). An algorithm is α-approximate if it only merges α-approximate
clusters.
Global Objectives for Hierarchical Clustering: Recently there has been work on
objective functions for hierarchical clustering Dasgupta (2016); Roy and Pokutta (2017);
Charikar and Chatziafratis (2017); Cohen-addad et al. (2019); Wang and Moseley (2017);
Charikar et al. (2019a,b). We consider the objective defined in Cohen-Addad et al. Cohen-
addad et al. (2019) for dissimilarity-based inputs. A slight modification of the proof of
Theorem 4.6 in Cohen-addad et al. (2019) shows that any α-approximate algorithm for
average linkage is an O(α)-approximation for this objective. We will use this objective to
empirically assess the quality of the clustering.

The formal definition of the objective in Cohen-addad et al. (2019) is as follows. Let
T be a hierarchical clustering tree. For data points x, y let leaves(x, y) be the number of
leaves in the subtree rooted at the least common ancestor of x, y in T . For each internal
node of T let A→ (A1, A2) be the split into two clusters at that node. Given dissimilarities
D : S × S → R+ defined on each pair of input points and a hierarchical clustering tree T ,
define the objective rev(T ) as follows:

rev(T ) :=
∑

A→(A1,A2)

|A| ·D(A1, A2) =
∑
x,y∈S

D(x, y) · leaves(x, y) (1)

where D(A1, A2) :=
∑

x∈A1,y∈A2
D(x, y). The goal is to find a tree T maximizing rev(T ).

Solving this maximization problem is NP-hard (Dasgupta, 2016; Cohen-addad et al., 2019),
but average-linkage is 2

3 -approximate (Cohen-addad et al., 2019).
Locality Sensitive Hashing (LSH): LSH is used in our algorithm to construct ANN
queries of the embedded points. Thus, this will be used to find pairs of clusters to merge.
Intuitively, LSH partitions a space into buckets so that nearby points are more likely to
lie in the same bucket and far away points are less likely to land in the same bucket. Let
X be a metric space with distance function D and U a universe of buckets. A function
family H = {h : X → U} is said to be (r1, r2, p1, p2)-sensitive for D if for any x, y ∈ X
and h drawn uniformly at random from H: D(x, y) ≤ r1 =⇒ PrH[h(y) = h(x)] ≥ p1, and
D(x, y) > r2 =⇒ PrH[h(y) = h(x)] ≤ p2. We require p1 > p2 and r1 < r2. A family can
also be defined by giving a random process which outputs a function from H. LSH families
have been constructed for distances induced by `p norms for all p ∈ (0, 2] (Datar et al., 2004).

Technical Assumptions: We assume that ∆(S)
δ(S) = O(poly(n)), i.e. the ratio of the

maximum to minimum distance is bounded by a polynomial in the number of points. Up to
scaling, we may also assume that δ(S), the minimum distance, is 1.

3. Sparse Cluster Embeddings for Average Distance

In this section we present our embedding of clusters to points in Euclidean space such that
the distance between embedded points approximates the average `p-distance between clusters.
The embedding enables the algorithm to approximately calculate the average distance between
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any two clusters in O(d) time regardless of their sizes. Later in the discussion on algorithm
design, we will show how to use it to facilitate the search for clusters with small average
distances. We focus on the case when p = 2 and show the following theorem.

Theorem 1 Given a clustering C of S ⊂ Rd, there is an embedding φ : C → Rd′ into `d′2
with distortion α. We have d′ = d+ |C|, α = 5

√
3 and φ is (d+ 1)-sparse.

We give a formula which approximates the average-linkage between two clusters A and B.
The formula is written in terms of the distance between the centroids of A and B plus two
correction terms which only depend on A and B, respectively. This will be used to define
the embedding.
Squared Euclidean Distance: We first examine a simpler case to motivate our ideas. Sup-
pose that dissimilarities are given D(x, y) = ‖x− y‖2. Thus Avg(A,B) =

∑
x∈A,y∈B

‖x−y‖2
|A|·|B| .

The goal is to express the average-linkage between clusters A,B as the distance between
their centroids plus correction terms. Since ‖µ(A)− µ(B)‖2 can potentially be small relative
to Avg(A,B) , we need the correction terms to capture the rough variance in each cluster.
For a finite set of points X define Var(X) :=

∑
x∈X

‖x−µ(X)‖2
|X| , resembling the definition of

“variance” in statistics. The next proposition is the formula whose proof can be found in
Appendix B in the supplementary material.

Proposition 2 For any clusters A and B, Avg(A,B) = ‖µ(A)−µ(B)‖2 +Var(A)+Var(B).

Euclidean Distance: Now we consider dissimilarities given by the Euclidean distance
between points. Recall that Avg(A,B) =

∑
x∈A,y∈B

‖x−y‖
|A|·|B| . We would like a decomposition

similar to Proposition 2 expressing Avg(A,B) as the distance between centroids and some
correction terms.

Let Dev(X) :=
∑

x∈X
‖x−µ(X)‖
|X| be the average deviation of X from its centroid. It is

perhaps intuitive that f(A,B) := ‖µ(A)− µ(B)‖+ Dev(A) + Dev(B) should suffice based
on the results above. However, there are examples where f(A,B) 6= Avg(A,B)4. Instead,
we show that the two are always within a constant factor of each other.

Lemma 3 For any two clusters A and B we have Avg(A,B) ≤ f(A,B) ≤ 5 Avg(A,B).

The lower bound Avg(A,B) ≤ f(A,B) is a simple application of the triangle inequality.
To show the upper bound we must relate Dev(A) and Dev(B) to Avg(A,B). Recall that for
a cluster X, its geometric median gm(X) minimizes RX(y) := 1

|X|
∑

x∈X ‖y − x‖. The value
of RX(y) is the average distance of points in X to y. We show that for any two clusters A,B,
both RA(gm(A)) and RB(gm(B)) lower bound Avg(A,B). Then we show that for any cluster
X, Dev(X) ≤ 2RX(gm(X)). Combining these two facts with ‖µ(A)− µ(B)‖ ≤ Avg(A,B)
implies the upper bound. The full proof of this lemma is in Appendix B.
Constructing the Embedding: We now define the embedding and prove Theorem 1.
Let C = {C1, C2, . . . , Ck} be a clustering of a point set S ⊂ Rd. We define the embedding
φ : C → Rd+|C| for each Ci ∈ C as follows.

φ(Ci) :=
√

3(µ(Ci), 0, . . . , Dev(Ci)︸ ︷︷ ︸
d+i’th coordinate

, . . . , 0) (2)

4. Consider the corners of a rectangle with width w and height h, letting A be the left side points and B
the right side points. Then Avg(A,B) = (w +

√
w2 + h2)/2 6= w + h = f(A,B)
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In other words we set the first d coordinates to be the centroid of Ci, the d+ i’th coordinate
to be Dev(Ci) and all other coordinates to be 0. Observe that the embedding is oblivious,
meaning that computing φ(Ci) only depends on the cluster Ci and none of the other clusters.
Given this embedding we have that the distance between the embedding of clusters Ci and
Cj , ‖φ(Ci)− φ(Cj)‖, is equal to

√
3
√
‖µ(Ci)− µ(Cj)‖2 + Dev(Ci)2 + Dev(Cj)2 (3)

To finish the proof, we use some easy to verify inequalities.

Proposition 4 For all a, b, c ∈ R+, we have: (1/
√

3)(a+ b+ c) ≤
√
a2 + b2 + c2 ≤ a+ b+ c

Proof [Proof of Theorem 1] Let C = {C1, C2, . . . , Ck} be a clustering of S and consider
the embedding φ : C → Rd+|C| defined by (2). The distance between embedded clusters
‖φ(Ci) − φ(Cj)‖ is given by (3). Combining this with the respective lower/upper bounds
from Proposition 4 and Lemma 3, we have: ‖φ(Ci)− φ(Cj)‖ ≥ f(Ci, Cj) ≥ Avg(Ci, Cj) and
‖φ(Ci)− φ(Cj)‖ ≤

√
3f(Ci, Cj) ≤ 5

√
3 Avg(Ci, Cj). Finally, φ being (d+ 1)-sparse follows

directly from (2).

The main idea for the proof can be easily extended to work for general `p-norm where
p ∈ [1,∞], where the distortion will be 5 · 31−1/p. See Appendix B for complete arguments.

4. Near Cluster Search

In the section we consider the key subproblem solved in average-linkage to showcase the
cluster embedding idea. At each step, average-linkage finds the pair of cluster that are the
closest. We abstract this to the following near cluster search problem. The goal is to find
an approximately nearest cluster in a clustering C to a query cluster Q with respect to the
average distance metric. This subproblem is of its own interest, because data scientists often
seek to find pairs of clusters that are very similar.

The naive approach for finding the cluster C ∈ C minimizing Avg(Q,C) requires Θ(d|Q| ·∑
i |Ci|) time. Our cluster embedding can be used to give an asymptotically faster but

approximate algorithm for this task, taking O(d(|Q|+
∑

i |Ci|)) time.

Theorem 5 There exists a data structure supporting 5
√

3 approximate near cluster search
queries in time O(d(|C|+ |Q|)). Construction takes time O(d(|Q|+

∑
i |Ci|)).

Proof Let C′ = C ∪ {Q} and let φ be the embedding given by Theorem 1 for C′. Start by
computing φ(Ci) for each Ci ∈ C, taking time O(d

∑
i |Ci|). Note that φ is oblivious so this

step can be done without knowing Q. The data structure stores the embedded points. To
answer a query Q, compute φ(Q) and then compute the distance from φ(Q) to φ(Ci) for
each Ci ∈ C and return Ci with the smallest embedded distance. Since φ has distortion 5

√
3

the approximation guarantee follows. Since φ is (d+ 1)-sparse, answering the query takes
time O(d|Q|+ d|C|).

Theorem 5 speeds up near cluster search for any cluster Q enormously, as is shown
in Section 6. Further, coupling the embedding with ANN techniques allows us to query
Q in sublinear time, while only losing an additional constant factor in the approximation.
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We consider the LSH family H defined by Datar et al. (2004). When points are in `d′2 , i.e.
distances are given by the `2-norm, a hash function h ∈ H is constructed by the following
procedure. Let r > 0 be given. Sample a vector g ∈ Rd′ , where each gi is an i.i.d. standard
Gaussian, and a real number b uniformly from [0, r]. For a point x ∈ Rd′ , its hash is
h(x) = b(〈g, x〉 + b)/rc. It’s known that this family of hash functions is (R, cR, p1, p2)-
sensitive for any c > 1, where p1, p2 depend on c. These hash functions can be combined
using well-known techniques to amplify collision probabilities and increase accuracy. See
Datar et al. (2004) for details. Here we summarize this result.

Definition 6 (ANN Query Datar et al. (2004)) Let S be a set of points and D a dis-
tance function on S. Given a new point q, the query either returns a point y with D(q, y) ≤ cR
or reports that there is no point y′ with D(q, y′) ≤ R.

Theorem 7 (Theorem 1 in Datar et al. (2004)) Let H be a (R, cR, p1, p2)-sensitive fam-
ily of hash functions for distance function D. Given a set S of n points there exists an
algorithm which constructs a data structure L by sampling multiple times from H which
supports (R, c)-ANN queries. The time to construct L and to answer a query from L is
dominated by Õ(n1+ρ) distance computations and Õ(nρ) distance computations, respectively.
Here ρ = ln 1/p1

ln 1/p2
∈ (0, 1) depends on c. The bigger c is, the closer ρ is to 0.

Using this, we can construct the point set S′ consisting of the embedded points φ(Ci) for
all Ci ∈ C. We apply the above to obtain a data structure L supporting efficient approximate
near neighbor search queries in the embedded space. The sparse nature of the embedding
also implies that L can be computed very efficiently in practice. When given query Q, we
compute φ(Q) and then apply the algorithm from Theorem 7 to process the query. We get
the following result.

Theorem 8 For any constant ε > 0, there exists a data structure which supports 5
√

3c-
approximate near cluster search queries in time Õ(d(|C|ρ + |Q|)). Constructing the data
structure takes time Õ(d(

∑
i |Ci|+ |C|1+ρ)). Here ρ ∈ (0, 1) is a constant depending on c.

5. Fast Approximate Average-Linkage

The main application of our cluster embedding is to get fast approximate algorithms for
average-linkage. In this section we give the main structure for our fast implementation of
average-linkage that highlights the key ideas. The idea is to embed the current set of clusters
into points and then partition the embedded points into buckets (sets) using LSH. The
number of buckets is not fixed. We can use the hash family described in Section 4 for this.

Say we want to merge all pairs of clusters with average distance approximately δ. The
algorithm draws hash function h randomly from H, where H is the LSH family given in
Datar et al. (2004), and applies it to φ(A) for each cluster A ∈ C. Let the i’th bucket be
Bi = {A ∈ C | h(A) = i}5. Suppose bucket Bi is small: |Bi| ≤ O(nρ) for some ρ ∈ (0, 1).
We run vanilla average-linkage inside Bi to the point where there is no pair of clusters with
average distance smaller than (1 + ε)δ. Here we crucially treat each cluster in a bucket
Bi as a single point via the cluster embedding, which allows us to replace computing the
average-linkage between pairs of clusters with a distance computation in the embedding.

5. We use h(A) as a shorthand for h(φ(A)) since we will always be implicitly working in the embedded space
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This takes Õ(dn2ρ) time. Moreover, assuming all buckets are small, the cost over all buckets
is Õ(dn1+ρ). We call this the “local merging” step.

Once all buckets have completed their “local merging” step, the algorithm repeats the
above steps with the given value of δ for O(log n) iterations. Provably, no two clusters will
have average-linkage ≤ (1 + ε)δ with high probability. At this point the algorithm recurses
with δ ← (1 + ε)δ. The number of such iterations is bounded by the number of δ’s considered
between the minimum and maximum possible distances, which is O(log n) by our technical
assumption. See Algorithm 1 for pseudocode. Given the above discussion, we see that the
running time should be Õ(dn1+ρ), near linear time for small constant ρ.

Algorithm 1 Fast Approximate Average-Linkage Algorithm
1: FastAverageLinkage(S, α, ε)
2: C ← {{x} | x ∈ S} {Make leaf clusters}
3: for k = 1, 2, . . . ,Θ(log n) do
4: δ ← (1 + ε)k−1

5: Cfinal ← ∅ {Tracks clusters that won’t get merged again for this value of δ}
6: for t = 1, 2, . . . ,Θ(log n) do
7: h← random hash function from H
8: Compute h(A) for each A ∈ C
9: Let Bi = {A ∈ C | h(A) = i}

10: if |Bi| ≤ O(nρ) for all i then
11: for each Bi do
12: Run vanilla average-linkage on Bi until no merges w/ average-linkage ≤ α(1+ε)δ
13: end for
14: Update the embeddings
15: else
16: C, Cfinal ← RobustMerging(C, Cfinal, δ, α, ε)
17: end if
18: end for
19: C ← Cfinal
20: end for
21: Return the resulting tree

There are two unaddressed challenges. First, what should be done when there are buckets
Bi with |Bi| > nρ. Second, maintaining the embedding can be expensive if done in a naive
manner. We briefly address these challenges here, but note that a variant of the above
procedure works in experimentation.
Challenge 1 - Large Buckets: In the worst case, it is possible that LSH can produce
buckets of size larger than nρ, resulting in a poor running time for the local merges. Notably,
empirically most buckets have small sizes after LSH. For the few buckets whose sizes are
large, we use a more robust merging procedure that uses the ANN search method mentioned
in Section 4. This procedure is described in Appendix A. For any cluster, this technique only
checks Õ(nρ) clusters that got hashed into the same bucket and gives theoretical performance
guarantees.
Challenge 2 - Updating the Embedding: If one wants to update the embedding after
a single merge, this requires computing the distance of each point to the new centroid. This
is potentially a complex and expensive operation we wish to avoid. To do so we carefully
make additional merges before updating the embedding and applying LSH again. This is
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Blog Shuttle Covertype Higgs (L) Susy (L)
k Embed Base Embed Base Embed Base Embed Base Embed Base

128 0.17±0.003 25.1 ±28.2 0.09±0.002 34.2±44.7 0.11±0.001 32.5±9.1 0.11±0.001 22.3±5.4 0.10±0.001 24.5±10.5
256 0.17±0.002 9.5±9.7 0.09±0.001 18.6±17.8 0.11±0.002 10.5±4.5 0.11±0.001 11.5±2.2 0.10±0.002 11.2±4.2
512 0.17±0.005 14.2±33.4 0.09±0.002 6.3±6.9 0.12±0.004 6.3±2.4 0.11±0.002 4.8±1.9 0.10±0.002 4.9±3.3
1024 0.18±0.01 3.2±3.4 0.09±0.002 2.0±1.8 0.12± 0.002 2.9±1.2 0.12±0.002 3.3±0.7 0.11±0.002 2.9±1.0
2048 0.18±0.02 1.8±2.8 0.11±0.012 0.79±0.5 0.13±0.02 1.3±0.6 0.13±0.01 1.4±0.5 0.11±0.002 1.0±0.6
4096 0.19±0.003 0.82±0.3 0.12±0.01 0.45±0.21 0.14±0.003 0.62±0.3 0.15±0.01 0.53±0.2 0.13±0.002 0.52±0.4

Table 1: Run time results for Near Cluster Search in seconds. We report the results as µ± σ,
where µ is the average run time at each value of k and σ is the standard deviation. Note
that our technique consistently has a small run time with minuscule variance compared to
the highly variable baseline.

Dataset Approx.
ratio

Embedding
ratio

Shuttle 1.003 1.072
Blog 1.009 1.053

Covertype 1.022 1.059
Susy (L) 1.019 1.032
Higgs (L) 1.012 1.016

Table 2: Approximation Results for
Cluster Search. Note that these ratios
tend to be very close to 1, indicating the
accuracy of our algorithm.

Algorithm Blog
32768

Blog
52397

Shuttle
32768

Shuttle
43500

scipy 221.76 732.43 125.27 307.43
sklearn 247.88 754.16 127.55 305.45

fastcluster 245.49 689.19 96.43 228.02
Our method 129.88 205.70 48.98 78.76

Table 3: Run time results for average-linkage
clustering. Each column is labeled by the data
set and input size considered. Our algorithm
consistently sees a speed-up at moderate input
sizes over all baselines tested.

done to ensure that enough clusters have been involved in a merge so that the total cost due
to updating the embedding is small. The robust merging procedure alluded to in Algorithm 1
is also designed to handle this. See Appendix A for details. In practice, we use reservoir
sampling to reduce the cost of updating the embedding by approximating it using a set of
O(log n) samples maintained during the merges.

6. Experiments

We evaluate the performance of the cluster embedding for two applications: near cluster
search and average-linkage hierarchical clustering. The goal is to establish the following:
• Our algorithms which use cluster embeddings are scalable for both applications. Their

running time drastically outperforms standard implementations on large data sets.
• The running time of our average linkage implementation is only slightly super-linear in

the input size.
• Distances in the embedding closely approximate the average distance for all data sets.
• Our algorithm for near cluster search returns a cluster with approximately the smallest

average distance. In fact, it returns the exact best cluster at least 90% of the time.
• Our average-linkage hierarchical clustering algorithm closely approximates the standard
average-linkage algorithm. The vast majority of the merges made by the algorithm have
average distances below a factor 1.5 of the minimum average distance between clusters.

• The objective value of trees produced by our new average-linkage algorithm has negligible
loss compared to baseline algorithms.

Experiment Specifications: We implemented our algorithms in Python and used 3 baseline
implementations of average linkage available in the SciPy, Scikit-Learn, and Fastclustering
libraries. Experiments utilized Google Cloud Platform virtual machines (VMs), specifically
n1-highmem-4 type VMs, each with 4 virtual CPUs and 26 GB of memory.
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We further compare to the work of Abboud et al. (2019). For this comparison, we used
the `1-norm distance, a requirement of their algorithm. Our method and the baselines were
superior in all experiments. While their algorithm has near linear run time like ours, their
method runs in time O( 1

ε6
n1+ρ log3 n). The 1

ε6
log3 n factor makes this algorithm slow in

practice. See Table 10 in Appendix C.
Datasets: We use datasets from the UCI ML repository Lichman (2013) : Shuttle, Blog,
Covertype, Susy, and Higgs. Number of dimensions range from 8 to 281. Datasets are
listed in Table 4. Some datasets contained extra features which are a function of the other
features. These were preprocessed to create two datasets: “Large” (L) with all features and
"Small" (S) without the extra features. If the dataset contained a class column for supervised
learning, that column was removed. Euclidean distance was used as the dissimilarity between
datapoints.

Dataset Number
of Points

Number
of Features

Pre-
processed?

Shuttle 43500 8 N
Blog 600021 281 N

Covertype 581012 54 Y
Susy (L/S) 5000000 18/8 Y
Higgs (L/S) 11000000 28/21 Y

Table 4: Data sets tested

Implementation Details: For near
cluster search, we implemented the algo-
rithm based on Theorem 5. Our imple-
mentation of average-linkage is similar
to Algorithm 1 but include a few minor
changes for practical efficiency.
Merging procedure for large buckets: in
practice, if the partition induced by a
round of LSH has a large bucket with
more than

√
n points, we split it into

several small buckets of size at most
√
n.

Then we run average linkage within each
small bucket.
Reservoir sampling to approximate deviation terms: we estimate the deviation Dev(A) term
in the embedding φ(A) by sampling a small set of points uniformly from the points in this
cluster: if x is a uniformly random point from A, then E[‖x− µ(A)‖] = Dev(A). A set of
Θ(log n) samples is maintained for every cluster, and updated using reservoir sampling when
merging two clusters. This makes it easy maintain estimates of the deviation term.

Algorithm Covertype
65536

Covertype
262144

Higgs (L)
65536

Higgs (L)
262144

Higgs (S)
65536

Susy (L)
65536

Susy (L)
262144

Susy (S)
65536

fastcluster 584.06 - 667.10 - 673.86 649.74 - 610.90
our method 465.15 3220.69 233.80 1684.17 230.89 112.87 799.91 63.82

Table 5: Running time results in seconds for average-linkage clustering. Columns indicate
data set and input size considered. Missing entries indicate a failure due to a memory error
on this input size. All other baseline algorithms fail on these large sizes.

Near Cluster Search: To test our near cluster search algorithm we considered the following
setup. First, for each dataset we constructed a clustering using a subsample 50k points6. To
get a collection of clusters and a query, we ran (k + 1)-means and took one of the clusters to
be the query cluster Q and the remaining k clusters to be the clustering C. For our algorithm
we measured running time of constructing the embedding plus answering the query. This is
compared with the running time of the baseline method which answers a query by computing
the average distance of Q to each cluster. We compared the quality of the cluster returned
by our algorithm to the cluster returned by the baseline algorithm. Finally, we compared

6. The Shuttle dataset was used in its entirety as it has less than 50k points
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Data Set Average 95-percentile Max
Shuttle 1.079 1.268 1.894
Blog 1.070 1.238 2.515

Covertype 1.081 1.330 3.535
Susy (L) 1.143 1.481 2.698
Susy (S) 1.132 1.444 2.465
Higgs (L) 1.194 1.652 8.260
Higgs (S) 1.188 1.632 9.859

Table 6: Embedding ratio stats, with Dev(·) approximated with reservoir sampling, at sample
size 16384
Data Sizes 64 128 256 512 1024 2048 4096 8192 16384 32768 43500
Shuttle 99.79 99.61 99.78 99.67 99.63 99.76 99.81 99.79 99.62 99.67 99.79
Blog 92.74 95.72 95.84 96.96 97.88 98.32 99.19 99.28 99.59 99.74 /

Covertype 89.67 89.95 92.58 94.52 95.56 96.72 97.65 98.63 99.48 99.57 /
Susy (L) 98.98 98.92 99.26 99.11 98.46 98.47 98.56 98.56 98.32 98.08 /
Susy (S) 98.81 99.23 99.26 98.80 99.00 98.65 98.69 98.41 98.56 98.41 /
Higgs (L) 98.61 98.36 98.32 97.67 97.69 97.78 97.65 97.75 97.21 97.37 /
Higgs (S) 98.21 97.99 98.18 98.04 98.00 97.91 97.57 97.56 97.73 97.48 /

Table 7: Mean objective approximation ratio of average-linkage, in percentage

the embedded distance of the returned cluster to the true average distance. The parameter
k was ranged in powers of 2 from 128 to 4096, and 10 trials were done for each value of k.

The running times of cluster search are in Table 1. Our algorithm utilizing the embedding
outperforms the baseline method in both average run time and variance. The run time of
the naive method varies drastically across different instances, being quadratically dependent
on the size of the query cluster and the number of points. Our method has very stable run
times, consistent with the theoretical justification, as the run time only depends linearly on
the size of the query cluster and the number of given clusters.

We display the accuracy of our near cluster search algorithm in Table 2. Here, Approx.
ratio refers to the ratio of the average-linkage distance of the returned cluster for each query
to that of the actual closest cluster. Embedding ratio is the ratio, for the returned cluster,
of its distance from the query cluster in the embedding compared to their actual average
distance. We report the worst such ratio encountered in all instances we tested. Our method
has an error rate of about 2% for all data sets, and we observe less than 10% difference in
the embedded distances. Near cluster search with the embedding yields very accurate results,
much better than the theoretical bounds.
Average-linkage Hierarchical Clustering: Running time wise, our average-linkage
algorithm is faster than all the baseline algorithms on large datasets. See Tables 3 and 5 for
details. All baseline algorithms also begin to fail once sizes reach 32k to 64k points due to
memory requirements. Recall that they require Ω(n2) memory for memoization, whereas we
need slightly super-linear memory.

Figure 1 compares the growth rate of running time versus input size for our implementation
and the three baselines. Both running time and input size are plotted on a logarithmic scale.
Notice that any polynomial function y = cxρ becomes a linear function on the log-log plot,
thus the slope of a curve equals the exponent ρ. Our algorithm has a slope that is close to 1,
showing it to have near linear running time. The three baselines share a similar growth rate.
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Dataset Mean 95th

percentile Max

Shuttle 1.008 1.031 1.090
Blog 1.008 1.032 1.123

Covertype 1.008 1.032 1.101
Susy (L) 1.005 1.019 1.088
Susy (S) 1.006 1.020 1.075
Higgs (L) 1.003 1.012 1.058
Higgs (S) 1.003 1.012 1.077

Table 8: Embedding ratio stats using
true Dev(·) term at size 16384

Dataset Mean 95th

percentile Max

Shuttle 1.13 1.33 1.58
Blog 1.30 1.85 4.12

Covertype 1.56 2.19 3.65
Susy (L) 1.28 1.61 2.02
Susy (S) 1.25 1.52 1.87
Higgs (L) 1.33 1.65 2.01
Higgs (S) 1.34 1.66 1.99

Table 9: Closeness ratio stats, size 1024

The curve “FastCluster Regression Model” is a linear regression fitted to the running times
of FastCluster, the fastest of the baselines. We report the fitted slope to be near 2, showing
all three baselines to have quadratic running time. Figure 1 focused on Susy (L) but the
results are similar for all datasets.
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Figure 1: Comparison of how running time grows with input size, both axis in log scale, on
data set Susy(L)

The embedding gives very accurate estimates of the average distance between clusters.
See Table 8 for detailed statistics on the embedding ratio. Further, Table 6 shows negligible
loss in using sampling to approximate the deviation term in the cluster embedding (2).

Closeness ratio: to test accuracy, in each step of the algorithm, we measure how well
the merge our algorithm makes approximate the current minimum average-linkage. The
approximation ratio is the ratio of the average distance of the chosen pair of clusters to the
minimum average distance. To measure this, we find the minimum average distance δ∗ only
at the start of each round of LSH. Then, for each merge of A and B in this round we compute
Avg(A,B)/δ∗, giving an upper bound on the approximation ratio, named the closeness ratio.

Table 9 includes more detailed statistics on all subsamples of size 1024. The merges
picked by our algorithm are close to the minimum.

We compare our implementation and the standard implementation of average-linkage
on the objective in Cohen-addad et al. (2019). See Table 7. We observe a negligible loss in
overall tree quality compared to vanilla average-linkage.
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7. Conclusions and Future Work

This paper introduces a sparse cluster embedding that approximately preserves the average
distance between clusters. The embedding can be computed in linear time and, after the
embedding, pairwise average cluster distances can be computed in O(d) time.

The embedding enables a sub-quadratic average-linkage algorithm. In experiments, the
algorithm scales better than current popular implementations of average-linkage.

An interesting direction for future work is to explore cluster embeddings further and
determine whether they can be leveraged in other data mining tasks.
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