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Abstract

Min-max optimization is emerging as a
key framework for analyzing problems of
robustness to strategically and adversari-
ally generated data. We propose the ran-
dom reshuffling-based gradient-free Opti-
mistic Gradient Descent-Ascent algorithm
for solving convex-concave min-max prob-
lems with finite sum structure. We prove
that the algorithm enjoys the same conver-
gence rate as that of zeroth-order algorithms
for convex minimization problems. We de-
ploy the algorithm to solve the distribution-
ally robust strategic classification problem,
where gradient information is not readily avail-
able, by reformulating the latter into a finite-
dimensional convex concave min-max problem.
Through illustrative simulations, we observe
that our proposed approach learns models
that are simultaneously robust against adver-
sarial distribution shifts and strategic deci-
sions from the data sources, and outperforms
existing methods from the strategic classifica-
tion literature.

1 INTRODUCTION

The deployment of learning algorithms in real-world
scenarios necessitates versatile and robust algorithms
that operate efficiently under mild information
structures. Min-max optimization has been used
as a tool ensure robustness in variety of domains
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e.g. robust optimization [Ben-Tal et al., 2009],
robust control [Hast et al., 2013|, to name a few.
Recently, min-max optimization has emerged
as a promising framework for framing problems
of algorithmic robustness against adversaries
[Goodfellow et al., 2014, Steinhardt et al., 2017,
Madry et al., 2017|, strategically generated data
[Dong et al., 2018, Brown et al., 2020], and distribu-
tional shifts in dynamic environments [Yu et al., 2021].

Despite this, recent works in machine learning
and robust optimization on designing and analyz-
ing stochastic algorithms for min-max optimiza-
tion problems have largely operated on a num-
ber of assumptions that preclude their applica-
tion to a broad range of real-world problems
e.g., access to first-order oracles that provide ex-
act gradients [Yang et al., 2020, Nouiehed et al., 2019,
Jin et al., 2020] or restrictive structural assump-
tions such as strong convexity [Liu et al., 2020,
Wang et al., 2020, Sadiev et al., 2021]. Moreover, the
developed theory is often not well-aligned with the
practical implementation of these algorithms in real-
world machine learning applications. For example,
[Beznosikov et al., 2020] propose zeroth-order methods
for convex-concave problems but the proposed algo-
rithm may not be suitable for machine learning ap-
plications where the objective function is a sum of
large numbers of component functions (depending on
the size of dataset). Indeed, in order to compute the
gradient estimate at any iteration Beznosikov et al re-
quires perturbing all the functions which might not
be suitable/possible for many applications. Further-
more, stochastic gradient methods are often used with
random reshuffling (without replacement) in practice,
yet their theoretical performance is usually character-
ized under the assumption of uniform sampling with
replacement [Bottou, 2009, Jain et al., 2019].

In this work, we do away with these assumptions
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and formulate a gradient-free (zeroth-order), random
reshuffling-based algorithm with non-asymptotic con-
vergence guarantees under mild structural assumptions
on the underlying min-max objective. Our conver-
gence guarantees are established by balancing the bias
and variance of the zeroth-order gradient estimator
[Bravo et al., 2018], using coupling-based arguments
to analyze the correlations between iterates due to the
random reshuffling procedure [Jain et al., 2019], and
exploiting the recent connections between the Opti-
mistic Gradient Descent Ascent (OGDA) and Proximal
Gradient algorithms [Mokhtari et al., 2020b].

One of the primary problem areas in which such
an algorithm becomes necessary is in learning from
strategically generated or decision-dependent data,
a classical problem in operations research (see,
e.g., [Hellemo et al., 2018] and references therein).
This problem has garnered a lot of attention of
late in the machine learning community under the
name “performative prediction” [Perdomo et al., 2020,
Miller et al., 2021, Brown et al., 2020] due to the grow-
ing recognition that learning algorithms are increasingly
dealing with data from strategic agents. In such prob-
lems, assuming access to the response map of strategic
agents is often too restrictive, and the introduction of
agent’s strategic responses into a convex loss function
can often result in non-convex objectives.

As an example of such a decision-dependent problem,
consider a scenario in which a ride-sharing platform
seeks to devise an adaptive pricing strategy which is
responsive to changes in supply and demand. The
platform observes the current supply and demand in
the environment and adjusts the price to increase the
supply of drivers (and potentially decrease the demand)
as needed. Drivers, however, have the ability to adjust
their availability, and can strategically create dips in
supply to trigger price increases. Such gaming has
been observed in real ride-share markets (see, e.g.,
[Hamilton, 2019, Youn, 2019]) and results in negative
externalities like higher prices for passengers. Impor-
tantly, in this situation, the platform does not observe
precisely the decision making process of the drivers,
only their strategically generated availability, and must
learn to optimize through these agents’ responses. This
lack of precise knowledge regarding the data generation
process, and the reactive nature of the data, motivate
the use of game theoretic abstractions for the decision
problem, as well as algorithms for finding solutions in
the absence of full information.

Previous work analyzing this problem studies this phe-
nomenon through the lens of risk minimization in which
the data distribution is decision-dependent, and seeks
out settings in which the decision maker can optimize
the decision-dependent risk [Miller et al., 2021]. These

works, however, do not account for model misspeci-
fication in their analysis. In particular, if the data
generation model is incorrect, the performance of the
optimal solution returned by their training methods
may potentially degrade rapidly, something we explore
in our experiments.

We show that the decision-dependent learning (perfor-
mative prediction) problem can be robustified by taking
a distributional robustness perspective on the original
problem. Moreover, we show that, under mild assump-
tions, the distributionally robust decision-dependent
learning problem can be transformed to a min-max
problem and hence our zeroth-order random reshuffling
algorithm can be applied. The gradient-free nature of
our algorithm is important for applications where data
is generated by strategic users that one must query; in
these scenarios, the decision-maker is unlikely to access
the best response map (data generation mechanism) of
the strategic users, and hence will lack access to precise
gradients.

Contributions. In this paper, we analyze the class
of convex-concave min-max problems given by

i ax L 1
min max (z,y), (1)

where X ¢ R%, Y C R%, and L : R% x R% — R
has the finite-sum structure given by L := 13"  L;,
where L1,...,L, : R%* x R% — R denote n individ-
ual loss functions. This formulation is ubiquitous in
machine learning applications, where the overall loss
objective is often the average of the loss function eval-
uated over each data point in a dataset.

The contributions of this paper can be summarized as
follows.

I) We propose an efficient zeroth-order random
reshuffling-based OGDA algorithm for a convex-
concave min-max optimization problem, without
assuming any other structure on the curvature
of the min-max loss (e.g., strong convexity or
strong concavity). We provide (to our knowl-
edge) the first non-asymptotic analysis of OGDA
algorithm with random reshuffling and zeroth-
order gradient information.

II) As an important application, we formulate
the Wasserstein distributionally robust learn-
ing with decision-dependent data problem as a
constrained finite-dimensional, smooth convex-
concave min-max problem of the form (1). In par-
ticular, we consider the setting of learning from
strategically generated data, where the goal is to
fit a generalized linear model, and where an am-
biguity set is used to capture model misspecifica-
tion regarding the data generation process. This
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setting encapsulates a distributionally robust
version of the recently introduced problem of
strategic classification [Hardt et al., 2016]. We
show that this problem, under mild assumptions
on data generation model and the ambiguity set,
can be transformed into a convex-concave min-
max problem to which our algorithm applies.

IIT) We complement the theoretical contributions of
this paper by presenting illustrative numerical
examples.

2 RELATED WORK

Our work draws upon the existing literature on zeroth-
order methods, random reshuffling-based methods,
decision-dependent learning, and distributionally ro-
bust optimization.

Zero-Order Methods for Min-Max Optimiza-
tion. Zeroth-order methods provide a computation-
ally efficient method for applications in which first-order
or higher-order information is inaccessible or impracti-
cal to compute, e.g., when generating adversarial ex-
amples to test the robustness of black-box machine
learning models [Liu et al., 2020, Chen et al., 2017,
Ilyas et al., 2018, Tu et al., 2019]. Recently, Liu et
al.  (2020) and others [Gao et al., 2018] provided
the first non-asymptotic convergence bounds for
zeroth-order algorithms, based on analysis meth-
ods for gradient-free methods in convex optimiza-
tion [Nesterov and Spokoiny, 2017]. However, these
works assume that the min-max objective is ei-
ther strongly concave in the maximizing variable
[Liu et al., 2020, Wang et al., 2020] or strongly con-
vex [Gidel et al., 2017] in the minimizing variable, an
assumption that fails to hold in many applications
[Dong et al., 2018, Yu et al., 2021]. In contrast, the
zeroth-order algorithm presented in this work provides
non-asymptotic guarantees under the less restrictive as-
sumption that the objective function is convex-concave.

Random reshuffling of data sets. In single-
variable optimization problems, first-order stochastic
gradient descent algorithms are empirically ob-
served to converge faster when random reshuffling
(RR, or sampling without replacement) is de-
ployed, compared to sampling with replacement
[Recht and Ré, 2011, Bottou, 2009].  Although con-
siderably more difficult to analyze theoretically,
gradient-based RR methods have recently been shown
to enjoy faster convergence when the underlying objec-
tive function is convex [Shamir, 2016, Jain et al., 2019,
HaoChen and Sra, 2019,  Safran and Shamir, 2019].
Recently, these theoretical results have been extended
to first-order methods for convex-concave min-max

optimization problems [Yu et al., 2021].

Distributionally Robust Optimization. Dis-
tributionally Robust Optimization (DRO) seeks
to find solutions to optimization problems (e.g.,
supervised learning tasks) robust against changes in
the data distribution between training and test time
[Madry et al., 2017, Yu et al., 2021]. These distribu-
tional differences may arise due to imbalanced data,
sample selection bias, or adversarial perturbations
or deletions [Candela et al., 2009, Madry et al., 2017],
and are often modeled as min-max optimization
problems, in which the classifier and an adversarial
noise component are respectively modeled as the
minimizer and maximizer of a common min-max
loss objective [Bagnell, 2005, Bertsimas et al., 2010,
Rahimian and Mehrotra, 2019]. In particular, the
noise is assumed to generate the worst possible loss
corresponding to a bounded training data distri-
bution shift, with the bound given by either the
f-divergence or Wasserstein distance. [Yu et al., 2021,
Ben-Tal et al., 2013, Namkoong and Duchi, 2016,
Hu et al., 2018, Shafieezadeh-Abadeh et al., 2015].
While these works consider adversarial noise in
generated data, largely in a worst-case context, it has
yet to capture strategically generated data wherein
a data source generates data via a best response

mapping.

Strategic Classification and Performative Pre-
diction. Strategic classification [Hardt et al., 2016,
Dong et al., 2018, Sessa et al., 2020] and performative
prediction [Perdomo et al., 2020, Miller et al., 2021,
Drusvyatskiy and Xiao, 2020] concern supervised
learning problems in which the training data distri-
bution shifts in response to the deployed classifier or
predictor more generally. This setting naturally arises
in machine learning applications in which the selection
of the deployed classifier either directly changes the
training data (e.g., decisions based on credit scores,
such as loan approvals, themselves change credit
scores), or prompts the data source to artificially
alter their attributes (e.g. withdrawals during bank
runs spur worried clients to make more withdrawals)
[Perdomo et al., 2020, Miller et al., 2021]. Here, the
learner accesses only perturbed features representing
the strategic agents’ best responses to a deployed
classifier, and not the true underlying features
[Dong et al., 2018|. This is a recently introduced for-
mulation to machine learning; the results in this body
of literature (to our knowledge) have not introduced
the concept of robustness to model misspecification or
the data generation process, in the same manner as we
capture in this work.
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3 PRELIMINARIES

Recall that in this paper, we consider the class of
convex-concave min-max problems given by:

i L(z,y), 2
minmax L(z,y) (2)

where X C R%, Y C R%, and L:= £ 3" | L;, where
Li,...,L, : R% x R% — R denote n individual loss
functions. For convenience, we denote d := d; + dy.

Assumption 3.1. The following statements hold:

(i) The sets X C R% and Y C R% are convex and
compact.

(ii) The functions Ly,...,L, : R? — R are convex in
x € R% for each y € R%, concave in y € R% for
each © € R%, and G-Lipschitz and (-smooth in
(z,y) € R? (which implies that L : RY — R, by
definition, also possesses the same properties).

For ease of exposition, we denote u := (z,y), My, :=
SUPyex xy |L(u)|7 D := SUPy w/exxy Hu - u/H?v and
define the operators F, F; : R? — R?, for each i € [n],
by:

ro = | Soit] A0 =[] @

Observe that under Assumption 3.1, M, D < oo, and
F and each F; are monotone!. Finally, we define the
gap function A : R — [0, 00) associated with the loss
L by

A(z,y) == L(z,y*) — L(z*,y) > 0, (4)

where v* := (2*,y*) € X x Y denotes the min-max
saddle point of the overall loss L(x,y), and (z,y) € X x
Y denotes any feasible point. This gap function allows
us to measure the convergence rate of our proposed
algorithm. To this end, we define the e-optimal saddle-
point of (2) as follows.

Definition 3.1 (e-optimal saddle point solution).
A feasible point (x,y) € X x Y is said to be an e-optimal
saddle-point solution of (2) if

A(z,y) = L(z,y*) — L(z",y) <.

4 ALGORITHMS & ANALYSIS

In this section we introduce a gradient-free version of
the well-studied Optimistic Gradient Descent Ascent
(OGDA) algorithm, and provide non-asymptotic rates
showing that it can efficiently find the saddle point in
constrained convex-concave problems.

'A function F : R? — R? is called monotone if
(F(x) — F(y),z —y) >0 for all 2,y € R%.

4.1 Zeroth-Order Gradient Estimates

In our zeroth-order, random reshuffling-based variant of
the OGDA algorithms, we use the one-shot randomized
gradient estimator [Spall, 1997, Flaxman et al., 2005].
In particular, given the current iterate u € R? and a
query radius R > 0, we sample a vector v uniformly
from unit sphere S~1 (i.e. v ~ Unif(S¢71)), and define
the zeroth-order estimator F(u, R,v) € R? of the min-
max loss L(u) to be:

F(u; R,v) = %L(u + Rv)v (5)

Properties of this zeroth-order estimator are stated in
Proposition A.4 in supplementary material.

4.2 Optimistic Gradient Descent Ascent with
Random Reshuffling (OGDA-RR)

In this subsection, we formulate our main algo-
rithm, Optimistic Gradient Descent Ascent with Ran-
dom Reshuffling (OGDA-RR). In each epoch t €
{0,1,--- ,T — 1}, the algorithm generates a uniformly
random permutation of := (of,--- cl) of [n] =
{1,---,n} independently of any other randomness.
This is what is referred as random reshuffling (or sam-
pling without replacement) where within every epoch
we do not re-sample and this naturally gives rise to cor-
relations between different iterations within an epoch.
Furthermore, the algorithm fixes a query radius R? > 0
and search direction v! € R? in every epoch t. Note that
query radii only depends on epoch indices ¢, and not
on sample indices {c!}" ;. For each i € [n],t € [T —1],
we compute the OGDA-RR update as follows:

t ; t_tf ot pt ot
Uiy = Projy.y (uz -n Faf(uia R, vy)

=0 Fpe_ (ufs RY,0)) 40" Fye (ul_y; Rt,vf_l)),

(6)

where the terms 13'0? and 13'07_:71 are the zeroth-order
estimators of gradients F,+ and F,:  (defined in (3)).

After repeating this process for T epochs, the algorithm

returns the step-size weighted average of the iterates,

al = ﬁ ST ntul. The following the-
"2it=0

orem states that if we run Algorithm 1 long enough

then @7 will be close to the saddle point.

Theorem 4.1. Let L(u) denote the objective function
in the constrained min-max optimization problem given
by (1), and let u* = (x*,y*) € X' x Y denote any saddle
point of L(u). Fiz e > 0. Suppose Assumption 3.1
holds, and the number of epochs T, step sizes sequence
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Algorithm 1: OGDA-RR Algorithm

Input: stepsizes nt, R, data points
{(xs,y:) 1y ~ D, u(()o), time horizon duration T’
fort=0,1,---,7T—1do
ot = (at, -+, 0!) + arandom permutation of
set [n];
fori=0,...,n—1do
Sample vf ~ Unif(S4~1)
Uiy < (6)
end
ug%{)

AL

end
T .

.~ o 1 T—1 n + ¢
Output: 4" := ST 2t=0 Yoy mtul.

(Y5, and query radius sequence {R'Y[Z" satisfy:

=0 (E4 1) 73/ vte{0,1,--- T -1},

R' =R (t+1)"V/4, vte{0,1,--+ T -1},
1( 3 5 U
“(=2p+2c. R%,n°,n°R°

> e4<16n 1 max{ T R (RO)?

4
1 T—4x
<1+*) )
X

or some initial step size n° € (0,4 ), initial query
n 20

radius R® > 0, parameter x € (0,1/4), and constant
C = O(nd?D). Then the iterates {ul} generated by the
OGDA-RR Algorithm (Alg. 1) satisfy:

E[A@@")] <e.

There are three main components to the proof of The-
orem 4.1: First, we bound the bias introduced due to
random reshuffling (or sampling without replacement)
by Wasserstein distance between two appropriate dis-
tributions that characterize the correlations introduced
between iterates because of random reshuffling. Sec-
ond, we bound the aforementioned Wasserstein distance
by constructing an appropriate coupling between iter-
ates generated with and without random reshuffling
[Jain et al., 2019]. The coupled iterates thus obtained
are then bounded by exploiting the recent connections
between OGDA method and proximal point methods
[Mokhtari et al., 2020a], which is one of the main con-
tributions of our proof technique. Third, we balance
the bias and variance introduced due to zeroth-order
gradient estimator by suitably choosing the step size
sequence {7’} and the perturbation radius sequence
{R'}. The details of the proof of Theorem 4.1 are
deferred to Appendix A.2.

Remark. Note that one can obtain better convergence
rates if we use a multi-point zeroth-order estimator as
opposed to the single-point zeroth-order estimator (5).
For instance, if we use the following two-point gradient
estimator:

F(u; R,v) = %(L(u + Rv) — L(u — Rv))v
then it follows easily from our analysis that the epochs
required to obtain an e—optimal saddle point decreases
from O ("ifs) to O (":2d4
sentation to single point estimators, as the application
presented in Sec. 5 demands that we query the objec-
tive function as minimally as possible. It is an interest-
ing future research direction to study the OGDA-RR
algorithm with more advanced zeroth-order methods.
Remark. The analysis of OGDA algorithm with ran-
dom reshuffling and exact gradient information is an
immediate feature of our proof technique. For such
algorithms, the number of epochs required to obtain an

). But we restrict our pre-

e—optimal saddle point is O (Z—;) Note that there is
no dependence on d with exact gradient based methods.
Remark. Note that the OGDA-RR algorithm is com-
putationally more efficient than Alg. 2 in Yu et. al.
(2021), if one replaces the gradient estimates with true
gradient values. This is because that algorithm re-
quires O(log(n)) inner loop iterations to approximate a
proximal point update. Here, we overcome extra com-
putations by exploiting the recent perspective that the
OGDA update is a perturbed proximal point update
[Mokhtari et al., 2020b].

5 APPLICATIONS TO
DECISION-DEPENDENT DRO

In this section we discuss a novel convex-concave min-
max reformulation of a class of decision-dependent dis-
tributional robust risk minimization problems, which
reflects the need for learning classifiers that are simulta-
neously robust to strategic data sources and adversarial
model-specification. In particular, we present a distri-
butionally robust formulation of strategic classification
[Dong et al., 2018] with generalized linear loss, a semi-
infinite optimization problem that can be reformulated
to a finite-dimensional convex-concave min-max prob-
lem.

Strategic classification is an emerging paradigm in ma-
chine learning which attempts to “close the loop"— i.e.,
account for data (user) reaction at training time—while
designing classifiers to be deployed in strategic environ-
ments in the real world, where deploying naive classifier
(designed ignoring the distribution shift) can be catas-
trophic. Modeling the exact behavior of such strategic
interactions is very complex, since the decision-maker
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(learner) does not have access to the strategic users’
preferences and hence lacks access to their best re-
sponse function. To overcome this difficulty, we use a
natural model for these strategic behaviors that has
been exploited in Dong et. al.(2018), and then impose
robustness conditions (in the form of an ambiguity set
on the decision-dependent data distribution) to capture
model misspecification. To facilitate the discussion, we
provide a primer on decision-dependent DRO in the
next subsection.

5.1 Primer on decision-dependent
distributionally robust optimization

Consider a generalized linear problem, where the goal
is to estimate the parameter § € ©, which is assumed
to be a compact set, by solving the following convex
optimization program:

inf Ep [0((3.0)) -

(z,0)]

<

where ¢ : R — R is a smooth convex function and the
tuple (z,9) € R? x {—1,+1} is sampled from an un-
known distribution D, often approximated by the empir-
ical distribution of a set of observed data. The general-
ized linear model encompasses a wide range of machine
learning formulations [McCullagh and Nelder, 2019].

A distributionally robust generalized linear problem, on
the other hand, minimizes the worst case expectation
over an uncertainty set P in the space of probability
measures. This setup can be envisioned as a game
between a learning algorithm and an adversary. Based
on parameters chosen by the learning algorithm, the
adversary then picks a probability measure from the
uncertainty set which maximizes the risk for that choice
of parameter:

inf sup Bp [¢ ((z,0)) — 5 (z,0)],
PeP

where (Z,7) ~ P € P. Typically P is chosen as
a Wasserstein ball around the empirical distribution
D,, of a set of n observed data points, {(&;,§;) €
R?x {—1,1}}2,, sampled independently from the data
distribution D. Then, for any § > 0 the uncertainty
set P is given by Bs(D,,) = {P: W(P,D,,) < §}.

A critique of the above problem formulation is that
the underlying data distribution D is considered fixed,
while in many strategic settings underlying data dis-
tribution will depend on the classifier parameter 6.
Decision-dependent supervised learning aims to tackle
such distribution shifts. When specialized to the gener-
alized linear model, the problem formulation becomes:

inf B [0 (7, 0)) — 5 (7, 0)]

where (Z,7) ~ D(0). In this work, we take a step for-
ward and work with the distributionally robust decision-
dependent generalized linear model, defined as:

iI€1f sup Ep (¢ ((2,0)) —y(z,0)], (7)
PeP(0)

where (Z,7) ~ P € P(#) and P(0) = Bs(D,(0)). Here,
the dependence of P on the choice of classifier 0 is

captured by its inclusion in P(0) = Bs(D,(0)). To
describe decision-dependent distribution shifts D,, (),
we restrict our focus to the setting of strategic classifi-

cation. The following subsection formalizes our setting.

5.2 Model for strategic response

Below, we denote the data points sampled from true
distribution by (Z;,9;) ~ D where D is a unknown,
underlying distribution. For ease of presentation, we
associate each data point index ¢ with an agent. For
each agent i € [n], let u;(x;0,%;,7;) € R denote its
utility function that a strategic agent seeks to maximize.
In other words, when a classifier parametrized by 6 €
R? is deployed, the agent i € [n] responds by reporting
bi(0,Z;,y;), defined as:

bz(67 fi;?ﬁ gz) € arg max ’U/Z(.f, 97 jzﬁ gl)
x

Note that we allow different agent to have different
utility function.

We now impose the following assumptions on the utility
functions; these are crucial for ensuring guaranteed
convergence of our proposed algorithms.

Assumption 5.1. For each agent i € [n], define
ui(2;0,%,5:) = 5L (2,0) — gi(x — i), where g;
RY — R satisfies:

(i) gi(x) >0 for all x #0;

(ii) g; is convex on RY;

(iii) g; is positive homogeneous® of degree p > 1;

(iv) Its convex conjugate g; (0) = sup,cra (z,6)—g:(z)
is G;-Lipschitz and G;-smooth on ©.

As is pointed out in Dong et. al. (2018), a large
class of functions g(-) satisfy the requirements posited
in Assumption 5.1. For example, for any arbitrary
norm and any p > 1 the function g(x) = %||x||p is
a candidate. Note that these assumptions are not
very restrictive and capture a large variety of practical
scenarios [Dong et al., 2018]. A natural consequence of
the above modeling paradigm is that b;(0, Z;, +1) = &;.
To wit, the agents act strategically only if their true
label is —1. This is a reasonable setting for many real

2A function f : R? — R is positive homogenous of degree
r if for any scalar a > 0 and = € R? we have f(ax) = o f(x)
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world applications [Dong et al., 2018]. We now present
a technical lemma which will be helpful in subsequent
presentation.

Lemma 5.2 (Dong et. al. (2018)). Under Assump-
tion 5.1, for each agent i € [n], the set of best re-
sponses arg max, u;(x; 0, Z;,y;) is finite and bounded.
The function 0 — (bi(0,%;,7:),0) is convex. To wit,
for any i € [n]: (b:i(0, %, 5:),0) = (i, 0) + 5% qg; (0)
where % + % =1

Against the preceding backdrop, we now present the
convex-concave min-max reformulation of the Wasser-
stein Distributionally Robust Strategic Classification
(WDRSC) problem.

5.3 Reformulation of the WDRSC Problem

The WDRSC problem formulation contains two main
components—the strategic component that accounts
for a distribution shift D(#) in response to the choice
of classifier 0, and the adversarial component that
accounts for the uncertainty set P(6). As per the mod-
eling assumptions described in Section 5.2, we have
(Zi,9i) ~ D and (b;(0, %4, 9:),9:) ~ D(0) for all i € [n].
We now impose certain restrictions on the adversar-
ial component that would enable us to reformulate
the WDRSC problem as a convex-concave min-max
optimization problem. Crudely speaking, we allow ad-
versarial modifications on features for all data points,
but adversarial modifications on labels only when the
true label is +1.

For the distributionally robust strategic classifica-
tion problem, we consider a specific form of uncer-
tainty set P(0) that allows us to reformulate the
infinite-dimensional optimization problem as a finite-
dimensional convex-concave min-max problem. As
described above, in our formulation, the features of
a given data point ¢ can be perturbed strategically if
y; = —1, but not if g; = +1. On top of the strategic
perturbations we also consider the adversarial pertur-
bations to the data points. Specifically, we also assume
that the adversary can perturb both the features and
label of a data point ¢ if §; = 1, but can only per-
turb the features and not the label if §; = —1. A
rigorous exposition of this restriction is deferred to Ap-
pendix B.1. Under these assumptions, we now present a
convex-concave min-max reformulation of the WDRSC
problem.

Theorem 5.3. Let the strategic behavior of the agents
be governed in accordance with Assumption 5.1. Sup-
pose ¢ is convexr and B-smooth. In addition, suppose
R > x +— ¢(x) +x € R is non-decreasing. Then the
WDRSC problem (7) can be reformulated into the fol-

lowing convex-concave min-max problem:

— {aw ) S o o), o)
®)

+7i ((0:(0), 0) — ar)
I %Z 1 ‘2?/ (o((b:(0),0)) + (b;(6),6)) }

st)|0]l < a/(B+1), [Vl <1

where for any i € [n], we have concisely written
bi(0, %5, 3i) as bi(0).

The proof of Theorem 5.3 is presented in Appendix
B.2.

Remark. The non-decreasing assumption on the map
R 3 2z — ¢(x) + © € R is not overly restrictive; in
fact, it is satisfied by the logistic regression model in
supervised learning (see Appendix C).

Remark. Note that we can convert the smooth convex-
concave minmax problem (8) into a non-smooth convex
minimization problem by explictly taking maximiza-
tion over . But we refrain from doing as it has been
observed [Yu et al., 2021] that solving the smooth min-
imax optimization problem is faster than solving the
non-smooth problem. In fact, we have presented an
experimental study in Appendix C which corroborates
this observation.

Throughout the rest of this paper, we denote the min-
max objective in (8) by L(«,8,7).

6 EMPIRICAL RESULTS

In this section we deploy zeroth-order OGDA algorithm
with random reshuffling to solve the convex concave
reformulation of WDRSC as presented in (8). We
point out that in order to solve (8), the zeroth-order
method should only be applied to estimate the gradient
with respect to 6. This is because the gradient with
respect to other variables, namely («, ), can be exactly
computed. Specifically, to compute derivative with
respect to 0 the designer must know the best response
function which is often not available and it can only
be queried.

We now present some illustrations of the empirical
performance of our proposed algorithm, as well as em-
pirical justification for solving the WDRSC problem
over existing prior approaches to strategic classifica-
tion.
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6.1 Experimental Setup

Our first set of empirical results uses synthetic data
to illustrate the effectiveness of our algorithms. The
datasets used in this section are constructed as fol-
lows: the ground truth classifier 6* and features z;
are sampled as 0* ~ N(0,1;) and &; ~ iid. N(0, 1),
for each i € [n], while the ground truth labels §; are
given by ¢; = sign({Z;,0*) + z;) for each i € [n], where
zi ~ iid. N(0,0.1-1;). We use n € {500,1000} with
d = 10. The first five of the d = 10 features are chosen
to be strategic. In all experiments, we take k = 0.5
and § = 0.4. Each strategic agent 7 € [n] has a utility
function given by:
L 1—y; 1

Uz(x79>xzayzaCz) = <33,(9> 26

2
where (; denote the perturbation “power" of agent i.
For simplicity, we assume all agents are homogeneous,
in the sense that (; = ¢ > 0 for all i € [n]; in practice,
one need not impose this assumption. Given this utility
function, the best response of agents takes the form:

lz = &%, (9)

7 if g = +1,

Z; + ¢ (10)

bz(evxuyuC)_ { 1f§/Z:—1
where, in our simulations, we fix ( = 0.05. We reem-
phasize that our algorithm does not use the value of
¢ in any of its computations. For purposes of illus-
tration, we focus on the performance of the following
algorithms:

(A-I) Zeroth-order optimistic-GDA with random
reshuffling (see Algorithm 1),
(A-II) Zeroth-order optimistic-GDA without random

reshuffling (see Appendix C),
(A-IIT) Zeroth-order stochastic-GDA with random

reshuffling (see Appendix C),
(A-IV) Zeroth-order stochastic-GDA without random

reshuffling (see Appendix C).

and we evaluate the proposed algorithms and model
formulation on two criteria:

(i)  Suboptimality: To measure suboptimality, we
use the gap function A(w,0,7v) = L(a, 0,v*) —
L(a*,0*,7v) (Def. 4) where (a*,0*,7*%) is a so-
lution of the min-max reformulation (8) of the
WDRSC problem. If the objective L(-) is convex-
concave, A(+) is non-negative, and equals zero at
(and only at) saddle points.

(ii)  Accuracy: Given a data set {(Z:,¥i)}icn]s
the accuracy of a classifier # is measured as
%Zie[n] Ui (b;(0, %, 7:;¢),0). Under this crite-
rion we compare the accuracy under different
perturbations for different classifiers 6;

To compute suboptimality, we first compute a true min-
max saddle point (a*, 0*,~*) via a first order gradient
based algorithm (namely, GDA). All experiments were
run using Python 3.7 on a standard MacBook Pro
laptop (2.6 GHz Intel Core i7 and 16 GB of RAM).

6.2 Results

Simulation results presented in Figure (1a)-(1b) show
that our proposed algorithm (i.e. (A-I)) outperforms
algorithms without reshuffling (i.e. (A-II) and (A-IV)).
However, its performance resembles that of zeroth-
order stochastic-GDA with random reshuffling. More
experimental studies need to be conducted to more
conclusively determine whether (A-I) outperforms (A-
III), or vice versa. In fact , there has been no theoretical
investigations even for the first order stochastic-GDA
algorithm with random reshuffling; this is an interesting
future direction to explore.

In Figure 1, we also compare the robustness of the
classifier obtained by using Algorithm (A-I) with that
obtained from prior work on solving probems of strate-
gic classification trained with ¢ = 0.05 (referred as
LogReg SC in Figure 1). As expected, due to the for-
mulation, the performance of the classifier obtained via
(A-T) degrades gracefully even when subject to large
perturbations, while the performance of existing ap-
proaches to strategic classification degrades rapidly.
Further numerical results on synthetically generated
and real world datasets are given in Appendix C.

7 CONCLUSION AND FUTURE
WORK

7.1 Summary

This paper presents the first non-asymptotic conver-
gence rates for a gradient-free optimistic min-max opti-
mization algorithm with random reshuffling. Our theo-
retical results, established for smooth convex-concave
min-max objectives, do not require any additional, re-
strictive structural assumptions to hold. As a concrete
application, we reformulate a distributionally robust
strategic classification problem as a convex-concave
min-max optimization problem that can be iteratively
solved using our method. Empirical results on syn-
thetic and real datasets demonstrate the efficiency and
effectiveness of our algorithm, as well as its robustness
against adversarial distributional shifts and strategic
behavior of the data sources.

7.2 Current Limitations and Future Work

Potential directions for future work include establishing
convergence results for the random reshuffling-based
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Figure 1: Experimental results for a synthetic dataset
with n = 500 and n = 1000. (Left panes of (1a),
(1b))) Suboptimality iterates generated by the four
algorithms (A-I), (A-II), (A-III), (A-IV), respectively
denoted as Z-OGDA w RR, Z-OGDA w/o RR, Z-SGDA
w RR, Z-SGDA w/0o RR. (Right panes of (1a), (1b)))
Comparison between decay in accuracy of strategic
classification with logistic regression (trained with ¢ =
0.05) and Alg. (A-I) with change in perturbation.

Stochastic Gradient Descent Ascent (SGDA-RR) algo-
rithm, as well as performing more extensive experimen-
tal studies to better understand the empirical perfor-
mance of our algorithm. In addition, the assumptions
posited on the uncertainty set in WDRSC problem
formulation, in Section 5, could be relaxed.
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Supplementary Material:
Zeroth-Order Methods for Convex-Concave Minmax Problems:
Applications to Decision-Dependent Risk Minimization

A RESULTS FOR THE PROOF OF THEOREM 4.1

A.1 Lemmas for Theorem 4.1

First, we list some fundamental facts regarding projections onto convex, compact subsets of an Euclidean
space. Below, for any fixed convex, compact subset Q@ C R? we denote the projection operator onto Q by
Projg(z) := argmin, .||z — 2|2 for each x € R%. Note that Projg,(z) is well-defined (i.e., exists and is unique)
for each z € R?, if QO C R? were convex and compact.

We begin by summarizing some fundamental properties of the projection operator Projq ().
Proposition A.1. Let Q C R¢ be compact and convex, and fix x,y € R arbitrarily. Then:
. . 2 . . T
|| Projg (=) — Projo(y) |, < (Projo(x) — Projg(y)) (- y),
| Projo(z) — Projo(y)ll2 < llz — yll2-

Proof. From [Nesterov, 2014], Lemma 3.1.4 (see also [Recht and Wright, 2021], Lemma 7.4), we have:

(Projo(z) — Projg(y)) ' (z — Projg(x)) > 0,
(Projo(y) — Projo()) ' (y — Projg(y)) = 0

Adding the two expressions and rearranging terms, we obtain:

. . T . .

(Projo(z) — Projg(y)) ((z —y) — (Projg(z) — Projg(y))) =0,
. . . . T

= || Projg(2) — Projo(y)|3 < (PI"OJQ(x) - PTOJQ(Z/)) (z —y),
as given in the first claim. The Cauchy Schwarz inequality then implies:

. . . . T

| Projo(z) — Projo(y)ll3 < (Projo(z) — Projo(y)) (z—y)

< [ Projg(x) — Projo(y)ll2 - lz — yll2-

If Projo(z) = Projg(y), then the second claim becomes 0 < ||z — y||2, which is clearly true. Otherwise, dividing
both sides above by || Projg(x) — Projg(y)||2 gives the second claim. O

Lemma A.2. Let Q C R? be a compact, convexr subset of R, and consider the update z,+1 = Projg(zx —
NF(2pt1) + Y1), where 2, zp11, 7 € R%. Then, for each z € Q:
(F(2k+41), 2ht1 — 2)

I

<2 [ [& : | . | I + 1< )
— Nz — 2||* — —||z —z|F — —||z —z — z —2z).
=9 k b k+1 oY k+1 k 1 Yk Zk+1

Proof. Note that:

l2kt1 — 2l = ll2ks1 — 2z + 21 — 2|
= llzr1 — 2ell® + llzk — 2l1> + 2 (2r41 — 25, 2 — 2)
= ||zp+1 — zkHQ + |2k — z||2 + 2(2k41 — 2k, 2k — Zkt1 T Zht1 — 2)

= llzk — 2lI* = llzks1 — 2&ll® + 2 (2ht1 — 2k 2041 — 2)
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By definition of zjy1, and optimality conditions for the projection operator:

(Zk41 — 2, 2k41 — 26 + F (2141) — ) <0,
= (Zht1 — 2k Zhp1 — 2) < (Vs Zht1 — 2) — 1 (F(2k41), 2et1 — 2) -

Substituting back, we obtain:

lze41 = 217 = llze = 2% = llze1 = 2zll? + 2 (zh41 = 20, 2041 — 2)

< lzw = 2117 = lznt1 — 26l + 2 (Vs 2091 — 2) — 20 (F(241), 251 — 2) -

Rearranging and dividing by n gives the claim in the lemma. O

Next, we state the properties of the mean and variance of the zeroth-order gradient estimator defined in
Section 4.1 ([Bravo et al., 2018], Lemma C.1). Below, we define the R-smoothed loss function L : R? — R by
LE(u) := B ynif(pe)|L(u + RD)], where S*~! denotes the (d — 1)-dimensional unit sphere in R?, B% denotes the
d-dimensional unit open ball in R?, and Unif(-) denotes the continuous uniform distribution over a set. Similarly,
we define L : RY — R by LE(u) := Egynif(pa)[Li(u + Rv)], for each i € [n] := {1,--- ,n}. We further define
R-S8¥1:={Rv:ve 8%} and R- BY:= {Rv: v € B?}. Finally, we use vol,(-) to denote the volume of a set
in d dimensions.

Proposition A.3. Let F(u; R,v) = 4. L(u+ Rv)v and F(u) = VL(u). Then the following holds:

]EUNUnif(Sdfl) [F(U, Rv U)] = VLR(U), (11)
VL (u) = F(u)]|2 < (R, (12)
) dM
|E(us R, )|z < dG + =5, (13)
1 (u: Ry v) — F(u)|| < min {(d LG+ d]gL R+ 24G + 24N } (14)

Proof. First, to establish (11), observe that since L*(u) = E, Lynif(p)[L(u+ Rv)] and F(u; Ryv) = £ L(u+ Ro)v
for each u € R4, R > 0, and v € S 1:

VL (u) = VE5unif(B) [L(U + R@)}
= VEgunif(r-54) [L(u + )]

- vold(}lz B Y </R_Bd L{u+7) d”)
1

v
= L(u+v) - —— dv, 15
VOld(R~Bd) ‘/R‘Sdfl ( ) HUHQ ( )
R d
E,unifsi-1) [F(u; R, v)] = I

d
=% “Eyunif(r-s1-1)

: vaUnif(Sd*I) [L(U + R’U)’U]

v
L(u+v)- —HUHQ

d 1 / Lu+v) v
. . uU+v) ——
R voly_1(R-8%1) Jpga [[v]|2

dv,

where (15) follows because Stokes” Theorem (see, e.g., Lee, Theorem 16.11 [Lee, 2013]) implies that:

\Y% L(u+7v)dv = L(u+w)- dv.
R-Bd R-§d-1 [[v]l2

The equality (11) now follows by observing that the surface-area-to-volume ratio of R - B is d/R.



Zeroth-Order Methods for Convex-Concave Minimax Problems: Applications to DDRM

Next, to establish (12), we note that:

IVLE(u) — F(u)ll2 = [|VEswynize) [L7 (u) = L(w)] |,

V(/Bd [L(u+ Rv) — L(u)] dﬁ)

volg(B7) ,
1

< S téﬂ[F@r+BT)—l%uﬂdv2 (16)
1

< s o, 1P B9 = Pl o
1

< S (/ (R |[o]l2d

SZR,

where (16) follows by differentiating under the integral sign (see, e.g., Rudin, Theorem 9.42 [Rudin, 1976]), and
the remaining inequalities follow from the fact that F is ¢-Lipschitz.

Next, we establish (13) by using the triangle inequality and the Mp-boundedness of L(-) on X x ), and the
G-Lipschitzness of L(-):

(s R, ) = S{L(u+ o) o]
< 2 (E@I+ 15+ Re) = L)) 1
g%-w&+3m.

We can then use (13) to establish (14) by observing that:

- - dM
|F'(u; R, v) = Fu)] < |F(u; R, 0)| + [F(u)] < (d+1)G + RL
and, from (13):
|F (3 R, 0) — F(u)
<|F(u; R,v) — Ey[F(u; R, ’+|E (u; R, v)|u] — F(u)|
<|F(u; R,v) — Ey[F(u; R, v)|u )| + |VLR u) — F(u)]
<2(dc+ ML) 4
R
This concludes the proof. O

Below, we present technical lemmas that allow us to analyze the convergence rate of the correlated iterates {u!}
in our random reshuffling-based OGDA Algorithm (Alg. 1).

Let 0°,--- ,0'"! denote the permutations drawn from epoch 0 to epoch ¢ — 1, and let {ul(c*)}1<i<, and
{ul(6") }1<i<n denote the iterates obtained at epoch ¢, when the permutations o’ and &' are used for the epoch ¢,

respectively. Moreover, let D; ; denote the distribution of {uf(c")}1<;<y, under o, and for 1 < r < n let DZ(;)
denote the distribution of {u!(c*)}i1<i<, with o* conditioned on the event {o}_;, = r}.

We use the p- Wasserstein distance between probability distributions on R?, defined below, to characterize the
distance between D; ; and Dyt). This is used in the coupling-based techniques employed to establish non-asymptotic
convergence results for our random reshuffling algorithm. Note the difference between the p-Wasserstein distance
for probability distributions on RY, and the Wasserstein distance on Z := R% x {+1, —1} associated with a metric

¢: Zx 2Z —[0,00), defined in Appendix B.2 (Definition B.1).
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Definition A.1 (p-Wasserstein distance between distributions on R?). Let u, v be probability distributions
over R? with finite p-th moments, for some p > 1, and let (i1, v) denote the set of all couplings (joint distributions)
between p and v. The p-Wasserstein distance between p and v, denoted W, (1, v), is defined by:

Wy (1, v) = inf CAle X’||p]>1/p.

(X, X")~mell(p,v)

The following proposition characterizes the 1-Wasserstein distance as a measure of the gap between Lipschitz
functions of random variables.

Proposition A.4 (Kantorovich Duality). If p,v are probability distributions over R with finite second
moments, then:

Wi (p, v) = Sup Ex~ulg(X)] = Eynulg(Y)],

where Lip(1) := {g: RY = R : g is 1-Lipschitz}.

Using [Yu et al., 2021, Lemma C.2], we now bound the difference between the unbiased gap E[A(u!)] and the
biased gap E[L,t (2} 1,y*) — Lyt (2*,y{,)] using the Wasserstein metric.

Lemma A.5. Let u* := (2*,y*) € R% x R% = R? denote a saddle point of the min-max optimization problem
(2). Then, for each t € [T] and i € [n], the iterates {ul} = {(zt,y!)} of the OGDA-RR algorithm satisfy:

* * G S T
E[A(Uf-s-l)] - E[La:: (x§+1ay ) — Laf (z ,yf+1)]‘ < n Z W (Di+1,t7Di+1,t)

r=1

Proof. Since o' and &' are independently generated permutations of [n], the iterates {uf}i1<i<,, = {ul(c")}1<i<n
and {u!(c")}1<i<n are i.i.d. Thus, we have:

B[A(ut)] = E[Lot(w41(5),5%) = Lot (2,30 (5)],
and thus:
E[A(ut )] — B[Lot(0h,07) = Lot (0%, 5t00)] |

=|E [Laf (x§+1(5t)v y*) - Lof (x*v yf+1(5—t))] - ]E[Laz (xlz?Jrlv y*) - Lag (.’E*, nyrl)] ‘

- % ZE[LT(:Cerl(&t)ay*) — Lr(x*vyz?—i-l(&t))} "

r=1

n ZE Tip1,y") — Lr(x*vyf+1)|f’§ = 7']

=% Z [BL (w1 (6).9") = Lo 61 (0] = B[Li(elin, ") = Lol i) |of = 7]
1 & 5 .
<=3 s (Elgala (69914 (6N)] ~ Elg(alr.pli)lof = 1)) (18)
N "] 9€Lip(G)
1 n
< ~ Z G- Wl(Di-&-l,t)Dgr)l,t) (19)
r=1
1 & r
< - Z G -Wa(Diy14, D£+)1,t), (20)
r=1

where (17) follows by properties of the conditional expectation on {o! = r} and the fact that o and &' are
independent, (18) follows from the fact that L is Lipschitz, (19) follows from Proposition A.4, and (20) follows
from the fact that Wy (u,v) < Wh(u, v) for any two probability distributions u, v. O
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The next lemma bounds the difference in the iterates {ul(o?)} and {ul(6?)} (assuming, as before, that o°,

were fixed and identical for both sequences.)

Lemma A.6. Denote, with a slight abuse of notation, ul := ul(c*) and at := ul(5"). Then:

t

n

. ~ n

by —abyqlle < <6nd+ 1dn+2- g 1{o! # af})G-nt + 6ndMy, - T
i=1

t—1

-0

Proof. Our proof strategy is to bound the differences between zeroth-order and first-order OGDA updates, and

between the OGDA and proximal point updates. To this end, we define:

Wy = Projugsy (uf =0 e (uls R 0f) = 0y (uls R 00) 0 e (ul_5 R0l 0) ),

vbpr = Projusy (ul = ' Fe(ul) = ' By (ul) + ' Fye_ (ul_))),

(
(
(@) = ' Foy_ (@) + ' Fyr_ (3_,)),
(
(

By the triangle inequality:

<ufyy — vl + lofy —wiy llo + lwhyy —@f [l

+ [@f 1 — Ofyqllo + 10F 1 — @yl

Hu§+1 - ﬁ54-1”2

= Fy(il; RN v)) —n' By (R, of) + 0 Fse (ﬁﬁ_l;Rt,vf_l))

(21)

Observe that bounding the fourth term is equivalent to bounding the second term, and bounding the fifth term is

equivalent to bounding the first term.
To bound the first term on the right hand side, we use Proposition A.3 to conclude that:
lufsr = vipallz < 0' - 1 Fpr (uls R 0f) = Fpr(uh)l| 0" - 1 Fpr_ (uls RY o)) = For_ (uf)]
0’1y (g R ofy) = Fyr (uf_y)l]
nt
Rt
For the second term, we use the G-Lipschitzness of L., for each r € [n] to conclude that:
lWigr = wigalla < 0" [Foe (i)l + 0" [Foe_ (i) +0" - [ Fyr_ (i _y)] + 0"+ [ Foy (wigy)]
<4G -7,
For the third term, we observe that if o} # ¢!, then:

< 3(d+ 1)Gn' + 3dM, -

lwipy = Wigallz < llui = aill2 + 0" - | For (wipr) — For (i) |2
< luf — il +2G - 1"
On the other hand, if 0! = &!, then:
wa = Projy,y (“f - UtFaf (wf-s-l)),
w§+1 =Projxyxy (77; — ' Fye ( 7,+1))
so we have:
||wf+1 - 71}:-&-1”%
< (whyy = @h) " ((wf =1+ For(wiyy) = (@ =0 Fye(@]11)))
= (wa - ﬁ’fﬂ)—r(u' — ;) — n(wfﬂ - wi+1)T(Faf (wi+1)) - Faf (ﬁ’fﬂ)))
S(wzt’Jrl - @EH)T(U‘ - Uyg)

<llwir = Wigallz - [lug — a2,

(23)
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so [[why —wl |2 < ||ul — @l]]2. Here, (25) follows from the definitions of w!, ; and w!, |, as well as Proposition
A.1, while (26) holds because the monotonicity of Fj, for each i € [n], implies that (w},; —w}, )" (Fye(wi,,) —
Fy (w!,,)) > 0. Putting together (22), (23), (24), (27), we have:

"

i = @5 llo < llui = @illz + (64 + 14)G - 1" + 6dMy -

+2G - 1{o; #5;} -1,

where the indicator 1(A) returns 1 if the given event A occurs, and 0 otherwise.

Since uf, = uf, we can iteratively apply the above inequality to obtain that, for any and epoch ¢ and i € [n]:

t n
ulyy —dbyq]l2 < (6d + 14)nG - 0" + 6nd M, - % +2m,G Y o} #61},
=1

O

Remark. In the theorems and lemmas below, we will be concerned with the case where ¢! and 6! have the
following specific relationship. Let R, denote the set of all random permutations over the set [n]. For each
I,m € [n], let Sim @ Ry — R, denote the map that swaps, for each input permutation o, the I-th and m-th
entries. For each 7,4 € [n], define the map w,; : R,, = R, as follows:

wni(0) o, if o1 =,
ri\0) = .
’ Si—l,j(o-)a ifaj:randj;éi—l.

Intuitively, w,; performs a single swap such that the (i — 1)-th position of the permutation is r. Clearly, if o' is a
random permutation (i.e., selected from a uniform distribution over R,,), then w, ;(c®) has the same distribution

as o'|(of_, = r). Based on this construction, we have u;(c") ~ D; ; and u;(w, i(0")) ~ DE;). This gives a coupling

between D, ; and Di? . Since ¢! and &* differ by at most two entries, by iteratively applying Lemma A.6, we have:

¢
Jujyy — iy l2 < n<(6d+ 14)G - 1" + 6d M, - ]@) +4G -1

n

= (6nd + 14n + 4)G - ' + 6ndM, - R

as claimed.

Lemma A.7. If nt < 1/(2(0) for each t € {0,1,--- ,T — 1}, the iterates {ul} = {(zt,y})} of the OGDA-RR
algorithm satisfy, for each uw € X x Y:

2" E[( Fot (ulr)s by — )]
1 1
SE[HU: - U“%] - E[HUEH - UH%] - §E[||U§+1 - uf||§] + §E“|Uf - Uff1||§]
+ 2t E[<FG§ (ubq) — Fy (ub), ulyy — u>}
— o' E[(For () = For_ (uty),uf = )]

+6CY - (nth + ()R + (nh)? + (22 + ((2?)2> ,

where C1 := d? max {GGED, 18G? +6M 14D, 30M G, 12M1%} is a constant independent of the sequences {n'} and
{R'}.
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Proof. The iterates of the OGDA-RR algorithm are given by:

uj, ) = Projyyy (u ( ' Fpe(uls R vl) — ' Fpe (uls R, 0f)
- Utﬁo;_l(uﬁ—ﬁ Rt’ U;—1))
=Projyyy (Uf —n'Fye t(u uir) +0' (v + B+ Efp + Efs))» (28)

where we have defined:
Vi o= For(uiy) = For(u) = For (ug) + Fpe (uj_y),
Bl = Fye(uf) — Fye(ul; R, 0}),
Ely:=F, (ul)—F, (ul;R'v}),
Ezts = Fa},l(uil) F ( i1 R viy).
First, by applying Lemma A.2 we have:
21" - EKF«:; (U§+1)7 “Eﬂ - “>} (29)

<E[Ju; — ull3] - Eflluiy — ull3] - Efllufy, —uill3]

3
+ 2t -E[<'yf,u§+1 — u>} + ZQnt -E[<Ef’k,u§+1 — u>]

Below, we proceed to bound the inner product terms on the right-hand-side of (29). First, we bound (v}, ul,, —u):
(hutir =) = (Forulyn) = For(ud) utyy — )
— (For_, (ul) = Foy_ (ul_y), utyy — )
= (For(utiy) = Fog (u), ubsy — )
— (P, (ul) = Fpy_ (uf_)
— (For_, (ul) = Fyy_ (ul_y),ufy — ut)
< (Fot(utyn) = For(ul),ubyy — ) (30)
— (P, () = Py (ul_y)uf =)
3 g3+ 0 Tty — .

Note that the ﬁnal inequality follows by applying Young’s inequality, and noting that F' is ¢-Lipschitz. Next, we
bound (E} |, uf, | — u):

E[(EL 1, ulp — )]
:E[<Faf( )= ( ),uﬁﬂ—uﬂ
—E[(Fye(uf) - VLE (uh),tyy — )|

+E:<E[Faf(uzaRt7Uf|uﬂ - Fo’ﬁ (u§7Rt7U£)au§+1 - U>:|

ZE[<F5? (uf) — VL?; (ug)s iy — U>} (31)
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where the first equality above follows by applying Proposition A.3, (11), and we have used the shorthand
E, := Ey unif(si-1)- (Recall that L (u) := Ey, ~unif(sd-1) [L(u + Rv)]) Next, we upper bound each of the three
quantities in (31). First, by Proposition A.3, (12), we have:
E[(For (ul) = VLE (uf).uly — )]
<E||[Fy(uf) = VLE (w2 -ty — ulle]
<¢D- R, (32)

with C7 > 0 as given in Lemma A.7. Meanwhile, the law of iterated expectations can be used to bound the
second quantity:

EKIEU [ﬁa? (ul; R, v)|uf] - (u R' o), ul — u>}
:E[Ev [<ﬁ'f(u R', v}, ut—u>’uH —EKFJZ;(U?,Rt vf),uf—u>]
=0, (33)

and we can upper-bound the third quantity as shown below. By using the compactness of X x ) and the
continuity of L, we have:

E[<Ev[ﬁaf<uﬁ;z~zﬂv>|uﬂ— (ul, R vf) by — )]
< (10 [ (s B ) ][, + 1 ol B 00 - ey = i

d
<20 sup L(ug o+ R)] - fluip — il

Rt UueEX XY

v~ Unif(S4-1)

d

<2 (ML +RG) - ulyy — o, (34)

and using (32) and the bound for each Hﬁag l2 given in (34), we have:
lug g1 — uill2
<t || Fpe(uf; R o) + Fpe (uf; R, 0f) = For (ub_y5 R0l )|
<’ [ For(u) + For (ui) = Fyr (uy)l2
' || e (uf; R, vf) = Fyr (uf)|2
+n'd-||Fye (uls R vf) = Foe (ub)]l2
Ftd ||y (uf_gs R oly) = Fpe (uf 1)

1
<3Gn' +3n'd- (2(ML +GR') - E + 4D - Rt>. (35)

Substituting (35) back into (34), we have:

E[(E, [ (uls R o) uf] = Fos (B v0), ity — i)
1 1\?
<d*(D6n'G - R' + 6d*n'(3G* + M D) + 30d*n' MG - o 12d*n' M? - <Rt>
<0y - ('R + 7t +—+ m (36)
~U1 n n Rt (Rt) )

where C; = d? - max {GGZD, 18G? 4+ 6M¢D,30M; G, IQM%} is a constant independent of the sequences {n'}
and {R'}. The quantities E[(E!,, uf , — u)} and E[(E! 4, ul, | — u)] can be similarly bounded. Substituting
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(32), (33), (36) back into (31), and substituting (31) and (30) into (29), we find that:

277t ‘E KFa; (U§+1)7 U§+1 - “>}
=E[lluf — ull3] — E[llui1, —ull3) — E[llujy, —uill3]

_ 3
+2n' - E <’yf,uf-+1 - u>} +2nt - Z]EKE;,C,@H - u>}
E[lluf - ull3] - Efllufry —ul3] - [||Uz+1 ugl3]
+ 277t : ]E _<Fof (uiz?-&-l) F ’ z 9 1+1 >]

- E -<F02_1 (ul) — Fa;_l(ui_l), ul — u>}
+ 0 Efluf —uf_q 3] + 0" Eflluiiy — ufl

2]
+6C - (nth + )R+ (') + (7;;2 + ((;?)2) :

In particular, since by assumption n* < 1/(2¢) for each t € {0,1,--- ,T — 1}, then:

20" E[(Fot (uln)s by — )]
1 1
Efllut — ul] — E [ty — wll] — 5Bl r — wl3] + 5Bl — w13
+ ot E[<Fa; (utq) — Fye (ul),ulyy — u>}
— o' E|(For () = For_, (ul_y),uf = )]

i—

. t pt t\2 pt t\2
+6C (nR +(n)°R" + (n")* + R +(Rt)2

Finally, to bound the step size terms above, we require the following lemma, which follows from standard calculus

arguments.

Lemma A.8.

d 1
P> ﬂTl_B, VB <1,
t=1

d 1

> 0 < BH’ VA3 > 0.

A.2 Proof of Theorem 4.1

Proof. (Proof of Theorem 4.1) By applying Lemma A.7 (note that n* < n° < 4, for each t € {0,1,--- ,T—1})
and using convex-concave nature of L, (refer Proposition 1 in [Mokhtari et al. 2020b]) for each r € {1,---n},
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we have:

2" E[Lot(xfi1,y") = Lot (&% 9 11)]

<2 E[<Fa§ (ufr1), Uiy —u™)]

1 1
<E[ljuj — w*llz] = Eflluiyy — w*ll3] = SE[llui — wills] + 5E[llvi — w1 ]3]

+2nt - EKFUE (u§+1) — Fy (ug), U§+1 - U*>}

— ot E[<Fa§71(u§) — Fpe (uj_y),uj — u*>]
+60, - (nth + ()R + (n')* + (722 + g;i;) : 7

Meanwhile, Lemma A.5, Proposition A.4 (Kantorovich Duality), and Lemma A.6 imply that:

G n
’E[A(u§+1)] - E[Lag (33§+17 y*) — Laf (z*, yf+1)] ‘ < " Z Wa (Dz‘+1,t, Dfﬂ,t)
r=1

G 1)
< p Z \/E[H“gH(Ut) - u§+1(‘7t)|‘2]
r=1

¢
<G- ((6nd+ 14n + 4)G - ' + 6nd My, - ;)
Substituting back into (37), we have:
21" E[A(u)]

< 277t ‘E [La" (x2+17 y*) - Lo’f (SU*, yzt+1)]

i

12
+G- <(12nd +28n + 8)G - (n%)? + 12nd My, - (7;23 )

N N 1 1
SE[Hui —u ||§] - E[HUEH —u ||%] - gE[IMH - uf||§] + QE[”“f - Uf—1||§]
+ 277t ’ E|:<Faz (u§+1) - Fa;f (uﬁ)a ug—&-l - u>}
- QTlt : ]E|:<Faffl(u§) - Fo’fil(ug—l)auﬁ - u>:|

+ 60 - (nth + (nt)QRt + (nt)Z + (7;:2 + ((Zztt))?>

)2
+G- <(12nd +28n + 8)G - (n")? + 12nd M|, - (’]’%2 ) . (38)

We can now sum the above telescoping terms across the ¢-th epoch, as shown below:

[a—y

* * 1
<E[Jluf - u[3) — E[luft — 3] + SE[lut - wbl3] - SE[lut™ — 3]
F (uh) = Fog (uh), uf = u” )|

—2n'- E[<F63+1 (uftt) — g (ubth), ultt — u*>}

[\

+2n' - E

+6nC; - (nth + )R+ (') + (222 + ((Z;);)

t\2
+nG - ((12nd+28n+8)G' (n')* + 12ndM - (URZ )
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Meanwhile, we have for each t = 0,1,--- , T — 1, ¢ € [n]:

E|:<Faf(u$+1) Fo( 1)7 Uiy — U >:|
SE[| For (ul1) = For ()] [t =
—C-E[|lutyy —ul]]] - D
<D B[~ Fos(uls Rol) = Fyr_ (uls B f) + ' B (i R0l

dM
<3(D - n' - (dG+ Rf)

t

=30DdG - + 3¢DdM], - %,

where the final inequality follows from Proposition A.3, (13). We can upper bound E [<F0571 (uf)—Fye (uf_q),uf—

u>} in a similar fashion. Substituting back into (38), we have:

2. Znt ‘E[A(u])

1
<E[Juy - w*|5] - Efllui* — u|5] + SE[llut - ugli3] - 5

—_

E[flui™ - ug 3]

[\3

+6nC; - (nth +(")*R + (n')* + (7;2 + ((]n;t))2>

ty2
+nG - ((12nd +28n +8)G - (n*)? + 12nd M, - () )

Rt
60DdG - (n')? + 6eDdMy, - 1)
+ S(nh)* + L: Rt
. 1
E[lluf — u*[3] = Eflluf™ —w*[3] + IE[||u1 uoH } 3 E([luf™ = ugt 3] (39)
+2C - <77th + ()R + (n')? + )
where C':= max{3nC1, (6nd + 14n + 4)nG, 6ndMp,,3¢DdG,3¢DdM|}.
Finally, summing the above telescoping terms over i € [n] and t € {0,1,---,T — 1}, and removing non-positive

terms, we obtain:

?0127, 1nt E[A( )]
tTolZz A

1 1 1
< W= u*lle — 11571 — o] + =l — a0, — ~E u£71 B Ug:l
Sy Ty t(ll 0 ll2 = E[]| 2] 5wl = ugll2 = 5 [l 1 ll2]
-1 2 2
—l—C-— ( 'R+ (n)2R' + ()2 + (7;%2 + (;t)z)
t=0 Ez R (R)
T-1
1 3D 1 ( t pt t\2 pt t\2 (77t)2 (nt)Q
< ot : R+ ()R + ()" + + , (40)
Zthol nt An nZt o Nt ; R (R)?
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By definition, n* =7° - (t +1)73/4X and R* = R" - (t + 1)~'/%, so by Lemma A.8, we have:

i 0 Zt 3/4— X>477 T1/4 X
t=
-1

t=1

T
1
'R = nORO . Zt—(l-i'x) < nORO . <1 + X)

t=0 t=1
T-1 T
(nt)2 — (170)2 . Zt73/272x < ( ) (]_ + l ) <3. (770)27
t=0 2+
T-1 7
N2 pt 0 7/4-2 L 0y2,0
()R = (o RZt < ( o >s4<n>e,
t=0 t=1 i
=0 0")? N (n°)? (n°)?
Z ) _ 'Zt75/472><< n 4 <5.\ 7
— Rt RO — RO %—i— 2x ] €?
T-1 T
(n")? n°)? —1-2 (n°)? 1
t X < 1+ —
2wy T oz Moy
Substituting back into (40) and using the convexity of the gap function A(-), we have
E[A(UT)]
< tTolEz 177 ]E[A( )]
= T-1
10 izt M
T—
1 3 1 n)*  (")?
<——— —D+C+  ———- <th + (n")? + +
Zthol nt o An ?:01 nt ; R (R')?
<(2p+ 2 cmaxd RO 00 0R0, LA (1+3) T-1/4+x
16n 4n ’ " RO (RY)2 X
<R.

where the final inequality follows by definition of T'.
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B WASSERSTEIN DISTRIBUTIONALLY ROBUST STRATEGIC
CLASSIFICATION

B.1 Model of Adversary

In this subsection, we formally define our model for the adversary, and the uncertainty set of distributions for the
resulting strategically and adversarially perturbed data. For better exposition, in this section we summarize the
various distributions used in the main article in Table 1 below.

Table 1: Table of notations

H Notation \ Explanation H
D Unknown underlying distribution
D(0) Unknown underlying distribution strategically perturbed by 6
15“(9) Empirical distribution of strategically perturbed data
P An element of uncertainty set P(6)
IP’@ Conditional distribution of adversarially generated data given i* data point

The WDRSL problem formulation contains two main components—the strategic component that accounts for the
distribution shift D(6) in response to the choice of classifier 8, and the adversarial component, which accounts
for the uncertainty set P(6). As per the modeling assumptions put forth in Section 5.2, we have (Z;, ;) ~ D
and (b;(0,%;,7:),9:) ~ D(0) for all i € [n]. For the sake of brevity, we shall use b;() in place of b;(6, Z;,7;) for all
i€ [n].

As per the standard formulation of distributionally robust optimization, we restrict P(0) to be a Wasserstein
neighborhood of D,,(#) (the empirical distribution of strategic responses {(b;(6), %)} ,), i.e., we set P(f) C
Bs(D,(0)) for some § > 0. However, to ensure that the min-max problem reformulated from the WDRSC
problem is convex-concave, we further require the adversary to modify the label of an data point 7 in the empirical
distribution only when the true label g; is +1, although they are still always allowed to modify the feature b;(6).
As a consequence, this imposes some restrictions on the conditional distribution P} of (dz,y), as generated by the

adversary, given a data point ¢ in the empirical distribution. In particular:

Py (dx, +1]b;(0), —1) =0, Vi € [n].

By definition of conditional distributions, we obtain that any distribution P can be expressed as the average of
the conditional distribution ]P’é. That is,

1, _
P(dz,y) = — > Py (da,y|bi(0), ).
=1

Below, we formally state the restriction described above.

Assumption B.1. We assume that P € Bs(D,(0)) and P}(dz, +1[b;(), —1) = 0 for all i € [n]. As a direct
result, the uncertainty set P(0) is characterized as:

P(6) = B5(Du(6)) N {i > B (d.ylbi(6),50) [P, +115,(6), ~1) = 0, Vi € [n}} . (a1)

In the following subsection, we reformulate the WDRSC problem with a generalized linear model and with the
uncertainty set defined in (41).

B.2 Proof of Theorem 5.3

The proof takes inspirations from [Shafieezadeh-Abadeh et al., 2015, Theorem 1]. First, we define the Wasserstein
distance between distributions on Z with cost function c; note that this is different from the p- Wasserstein distance
between probability distributions on R? defined in Appendix A.1.
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Definition B.1. (Wasserstein distance between distributions on Z with cost Function c) Let p,v be
probability distributions over Z := R? x {+1,—1} with finite second moments, and let II(u,v) denote the set of
all couplings (joint distributions) between p and v. Given a metric ¢: Z x Z — [0,00) on Z, we define:

We (i, inf E.[e(Z,2)].
() = (Z,2")~m €Tl (1,v) g )

In Theorem 7 and in our proof below, we use the cost function ¢(z,2’) := ||z — 2'||3 + k - |y — ¥/|, with a fixed
constant x > 0, for each z := (x,y) € Z and 2’ := (2/,y') € Z.

Proof. (Proof of Theorem 5.3) Fix a § € ©. Note that b;(6,7;,+1) = &;. For any (z,y) € R? x {—1,1}, let
L(x,y),0) = ¢({x,0)) —y (x,0). We first analyze the inner supremum term, i.e.

sup Ep[d((z,0)) — y(z,0)]
PeP(6)

= sup /E(Z,G)P(z)dz

PeP(8)J Z
sup Jz Uz, 0)mg(dz, Z)
= o €EM(P, D, ()
s.t. Jouzllz = Z|mo(dz,dz) < 6

Here, II(P, D,, .(0)) denotes the set of all joint distributions that couple P € P(0) and D,.(0). Since the marginal
distribution D n(6) of Z is discrete, such couplings 7y are completely determined by the conditional distribution
P} of z given Z; = (%;(0),7;) for each i € {1,... n} That is:

o(dz, d2) Z Db, (0).5.) (dZ)Py(dz)
ze[n]
where for any (z,y) € Z, ¥(,.,) is a Dirac delta distribution with its support at point (z,y).

We introduce some notations. Let Zy; ={i € [n] : §; = +1} and Z_; = {i € [n] : §; = —1}. Let’s introduce two
distributions p and v such that

i ,U,Ze ifie I+1

T\ ifieT,

Due to the constraint (41), we have v} (dz,+1) = 0 at every x. This implies:

~ 1
mo(dz,d2) = — | > Vo)) ([@2)mp(dz) + D D01 (d2)vh(dz)
€T 1€L_1

With a slight abuse of notation, we denote uf ,(dz) = ph(dz, +1), py _(dz) = ph(de, —1) and vj(dz) =
vy(dz,—1). The optimization problem of concern then simplifies to:

Z / (z,+1), 'LL9+1 (dx) Jr— Z / (z,-1), 27 1(dx)

ug, ii’l’e zEI ZEZ
+f (((z,—1),0)v)(dx)
> /
(0:(0),5:) 11,41 (dx)
zyz-‘rl/ "
+f Z / (2, 1) = (b(0), )z, (d)

fi, 41 (dz) + /Rd pp _i(de) =1, V i€y

d

vi(de) =1, V i€T

—
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First, we rewrite the inequality constraint above as follows. Recall that:

2 ot [ o= b))

1€T 1 i€L 1

/anfb i 1 (dz) + /Z\\wb )vi(de) < 6

1€L 41 1€L_1

Hence,

Z/é ((z,+1),0)ph ., (dx) —I—fZ/K ((z,—1),0)uh 4 (dx)

1 iv”e z€I+1 €14,

+— ;/ ((z,—1),0)}(dz)
st 2 [ 57 i atdo) + / Sl — bi(0) 1,4 (o)

1€1 4 1€L 41

=y L EUICIRCE / > llo = bi0)lvjldo) < 5

€Ty i€ 1

| patta) + / haldn) =1, ¥ i€y

/ug(dx):L V i€,
Rd

Now, we can use duality to reformulate the infinite-dimensional optimization problem into a finite-dimensional
problem:

sup Ep[p((2,0)) — y(z,0)]

PeP(0)
info s, ad+ % Ziezﬂ i + % dier o ti
s.t. sup, £((z,+1),0) — o - HTme —b;(0)| <s; VieIy

= sup, £((z,—1),0) — « - 1+g"||ac—b-(0)H—om(l—ﬁ—gji)gsi Viely
sup, {((z, —1), )—a-12y1 z—b0)] <t; Viel,

a>0

which is equivalent to:

sup Ep[p((z,0)) — y(z,0)]

PEP(0)
infavsi a5 —+ % Ziez+1 Si —+ % Zi6171 tl'
s.t. sup, {((z,+1),0) —allz —b;(0)]| <s; VieTIy

)
= sup, {((x,—1),0) — allt — b;(0)]| —2ak <s; VieTy
sup, {((z,—1),0) —allz —b;(0)| <t; VieT
a>0

We now invoke [Yu et al., 2021, Lemma A.1], which claims that for any § € {+1,—1} and & € R%:

i = {m,m, 6) if 0]l < /(L +1)

sup{((z,9),0) — allz — otherwise
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We now have:

sup Ep[¢((z,0)) — y(z,0)]

PeP(6)

info s, ad + % ZieIH s + % Dier , ti

s.t. 0((b;i(0),+1),0) <s; VieTly
L((b;(0),—1),0) —2ax <s; VieTy
2(b;(0),-1),0)<t; Viel
a>0
10l < /(L +1)

In the above presented optimization problem we can conclude that:

b = 6((6:(6),6) + (b:(0), ) vieT
s; = max{£((b;(0),+1),0),£((b:(0),-1),0) — 2ax} Vi€l

To further simplify the s; expression, note that:

= max{¢((bi(0),6)) — (b:(0),0) , ((bi(6),0)) + (bi(0), 6) — 2k}
—¢(< i(0),0)) — (bi(6),0) + max{0,2 (b;(0), ) — 2ar}
= 0((6i(9),0)) —ar+ max v ((b:i(0),0) - ax),

~ailvil <

0
0
so the overall objective can be written as:
sup Ep[o((z,0)) — y(z,0)]
PEP(9)
info max, |, <1 (0 —k)+ %Zi “5“ (@((0:(6),0)) + i ((b:(0), 0) — ar))

_ +L3, 55 (o((b(6).6) + (bi(6), 6))
st. 0] < o/(L +

)

We claim that the minimax objective above is convex is 8. There are mainly two cases to analyze:

1. Case I (i € Z11): We have b;(0) = Z; as per the strategic classification model. Therefore (b;(6), ) is a linear
function. For every v, a, we claim that the mapping 6 — ¢((b;(0),0)) + v:((b:(0),0) — ax) is convex. Indeed,
the assumption that ¢ is convex and the observation that (b;(9),0) is affine in 6 ensures the convexity.

2. Case II (i € Z_1): We know from Lemma 5.2 that (b;(#), ) is convex in 6. Moreover, the convexity of ¢
and the assumption that z — ¢(z) + z is non-decreasing ensures that ¢((b;(0),8)) + (b;(0),8) is convex for
every 1.

This concludes the proof.
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C DETAILS ON THE EXPERIMENTAL STUDY AND ADDITIONAL
RESULTS

Code used to reproduce the results in the main paper is available at https://drive.google.com/drive/folders/
1spuB3R6VEU2AqaXxAxeeX09z5Q0MVdtdl7usp=sharing

C.1 Algorithms

In our experiments, we compare the OGDA-RR algorithm (Alg. 1) with three other zeroth-order algorithms—
Optimistic Gradient Descent Ascent with Sampling with Replacement (OGDA-WR), Stochastic Gradient Descent
Ascent with Random Reshuffling (SGDA-RR), and Stochastic Gradient Descent Ascent with Sampling with
Replacement (SGDA-WR)—characterized by the update equations (43), (44), (45), respectively. For convenience,
we have reproduced (6), the update equation for the OGDA-RR algorithm (Algorithm 1), as (42) below:

ulyy = Projusy (uf = ' By (uls B 0) — 1 By (uls B 0) 4+ 1 Fg (w3 B 00) ), (42)
“E-H = Projy,y (ui - Utﬁj; (ug; R, vj) — UtFjg_l(U§§ R'v}) + TltFjg_l(Uﬁ—ﬁ Rt,vf_1)>, (43)
Ufﬂ = Projyyy (Ut - ntﬁa; (uf; R, Uf))7 (44)
wliy = Projuey (uf =0 Fye(uls R, o)), (45)

where the indices o} and j! are as defined in Algorithms 2, 3, and 4.

Algorithm 2: OGDA-WR Algorithm

Input: stepsizes n', R, data points {(x;,y;)}"; ~ D, u(()o), time horizon duration T
fort=0,1,---,7T—1do
fort=0,...,n—1do
Sample jf ~ Unif({1,--- ,n})
Sample v ~ Unif(S¢~1)
ulby, + (43)
end
ul ot
“(ji_l) “ Upy
end

o T 1 T-1xn t,t
Output: @' := P T Tt 2t=0 21:177 Uy
t=0 1

Algorithm 3: SGDA-RR Algorithm

Input: stepsizes n', R*, data points {(x;,y;)}"; ~ D, uéo), time horizon duration T
fort=0,1,--- ;7T —1do
fori=0,...,n—1do

Sample jf ~ Unif({1,--- ,n})

Sample v} ~ Unif(S91)

ul < (44)
end
u((fH) —u
u(_tlﬂ) —u
end

AT 1 T—-15n t,t
Output: o' = AT T 24t=0 Z¢:1U U
t=0 "
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Algorithm 4: SGDA-WR Algorithm

Input: stepsizes n', R, data points {(x;,y;)}"; ~ D, uéo), time horizon duration T7;

fort=0,1,---,T—1do
ot = (of,--- ,0l) < arandom permutation of set [n];
fori=0,....,n—1do

Sample v ~ Unif(S4~1)

ul, | < (45)
end
ugt+1)

AL

end

AT 1 T=15~n gt
Output. u- = W t=0 Zi:l nu;.
t=0 7
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Figure 2: Experimental results for a synthetic dataset with n = 4000. (Left pane)) Suboptimality iterates
generated by the four algorithms (A-I), (A-II), (A-III), (A-IV), respectively denoted as Z-OGDA w RR, Z-OGDA
w/0 RR, Z-SGDA w RR, Z-SGDA w/0 RR. (Right pane ) Comparison between decay in accuracy of strategic
classification with logistic regression (trained with ¢ = 0.05) and Alg. (A-I) with changes in perturbation.

C.2 Additional Experimental Results

In this section, we present more experimental findings, on both synthetic and real-world datasets, that reinforces
the utility of the proposed algorithm. In all experimental results throughout this subsection, we take § = 0.4,
k = 0.5 and ¢ = 0.05.

C.2.1 Experimental Study On Synthetic Datasets

Figure 2 compares the performance of (A-I)-(A-IV) on a synthetic dataset (whose generating process is the same
as that described in Section 6), with 4000 training points and 800 test points. Our proposed algorithm performs
better empirically compared to most of its counterparts. Moreover, the proposed classifier, (A-I), is significantly
more robust than a classifier obtained without considering adversarial perturbations. Note, however, that we
cannot make any conclusive claims yet, because of the inherent randomness in these algorithms. Indeed, even if
we fix the initialization, then there are two sources of randomness—the construction of the zeroth-order gradient
estimator, and the sampling process that generates the data points.

To illustrate the variability in these algorithms’ performance, we run each algorithm repeatedly on a data set
with 500 synthetically generated data points, using the same initialization, and present confidence interval plots
with +2 standard deviations for the resulting performance (Figure 3). On average, our proposed algorithm
(A-I) outperforms the other algorithms (A-II)-(A-IV). It is also interesting to point out that the performance
of algorithms with random reshuffling is generally higher, and fluctuate less, compared to the performance of
algorithms without random reshuffling.



Zeroth-Order Methods for Convex-Concave Minimax Problems: Applications to DDRM

100 Synthetic Dataset with 500 datapoints
—— Z-OGDAwRR
Z-OGDA w/o RR
107 —— SGDAwlo RR
—— SGDAWRR
2107
[]
£
a
S10°
>
n
107
107
0 100 200 300 400 500
Epochs

Figure 3: Experimental results for a synthetic dataset with n = 500. Suboptimality iterates generated by the
four algorithms (A-I), (A-II), (A-III), and (A-IV) are respectively denoted as Z-OGDA w RR, Z-OGDA w/o RR,
Z-SGDA w RR, and Z-SGDA w/o RR.

We now illustrate the performance of our algorithm on two real-world data sets—the “GiveMeSomeCredit” dataset
3. and the “Porto Bank” data set?.

C.2.2 Experimental Study on Credit Dataset

In modern times, banks use machine learning to determine whether or not to finance a customer. This process
can be encoded into a classification framework, by using features such as age, debt ratio, monthly income to
classify a customer as either likely or unlikely to default. However, those algorithms generally do not account for
strategic or adversarial behavior on the part of the agents.

To illustrate the effect of our algorithm on datasets of practical significance, we deploy our algorithms on the
“GiveMeSomeCredit”(GMSC) dataset, while assuming that the underlying features are subject to strategic or
adversarial perturbations. We use a subset of the dataset of size 2000 with balanced labels. In Figure 4, we
compare the empirical performance of our algorithm (A-I) with that of (A-II)-(A-IV). The left pane shows that
(A-I) performs well, and the right pane illustrates that our classifier is significantly more robust to adversarial
perturbations in data, compared to the strategic classification-based logistic regression algorithm developed
recently in the literature [Dong et al., 2018].

C.2.3 Experimental Study on Porto-Bank Dataset

Next, we present empirical results obtained by applying our algorithm to the “Porto-Bank” dataset, which
describes marketing campaigns of term deposits at Portuguese financial institutions. The classification task in
this scenario aims to predict whether a customer with given features (eg. age, job, marital status etc.) would
enroll for term deposits.

In Figure 5, we present the performance of our proposed algorithm (A-I) on the Porto-Bank dataset. For ease of
illustration, we consider a subset of the dataset with 2000 training data points, 800 test data points, and balanced
labels. In Figure 5, we compare the empirical performance of our algorithm (A-I) with that of (A-II)-(A-IV).
The left pane shows that (A-I) performs well, while the right pane illustrates that our classifier is significantly
more robust to adversarial perturbations in data, compared to the strategic classification-based logistic regression
developed recently in the literature [Dong et al., 2018].

3This dataset can be found at https://www.kaggle.com/c/GiveMeSomeCredit
4This dataset can be found at https://archive.ics.uci.edu/ml/datasets/bank+marketing
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Figure 4: Experimental results for a balanced GiveMeSomeCredit dataset with n = 2000. (Left pane) Suboptimality
iterates generated by the four algorithms (A-I), (A-IT), (A-III), (A-IV), respectively denoted as Z-OGDA w RR,
Z-OGDA w/o RR, Z-SGDA w RR, Z-SGDA w/o RR. (Right pane) Comparison between decay in accuracy of
strategic classification with logistic regression (originally trained with ¢ = 0.05) and Alg. (A-I) with changes in

perturbation.
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Figure 5: Experimental results for a balanced PortoBank dataset with n = 2000. (Left pane) Suboptimality
iterates generated by the four algorithms (A-I), (A-II), (A-III), (A-IV), respectively denoted as Z-OGDA w RR,
Z-OGDA w/o RR, Z-SGDA w RR, Z-SGDA w/o RR. (Right pane) Comparison between decay in accuracy of
strategic classification with logistic regression (originally trained with ¢ = 0.05) and Alg. (A-I) with change in

perturbation.
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Figure 6: Experimental results presenting the number of samples required to reach e—suboptimality, with
e = 0.1, for our algorithm (A-I) on synthetic dataset with varying values of n € {500, 1000, 1500, 2000} and
d € {10, 15, 20, 25}.

C.2.4 Effect of n,d on sample complexity

In this part, we demonstrate the empirical results that corroborates the theoretical dependence of sample
complexity on n,d. For this purpose, we use synthetic dataset which is generated as per the method described in
Section 6.1. Here we work in the setting where n € {500, 1000, 1500, 2000} and d € {10, 15,20,25}. We fix the
suboptimality to € = 0.1 and compute the number of samples required in each of the settings of n and d so that
the iterates reach the e—suboptimality. We present the results in Figure 6.

C.3 Logistic regression as a Generalized linear model
The goal in logistic regression is to maximize the log-likelihood of the conditional probability of y (the label) given

x (the feature). In this model, it is assumed that:

P(Y =1|z,0) =

1+ exp(— (z,0))

This implies that:

exp(— (z,0))
1+ exp(— (z,0))

P(Y = —1|z,0) =

Given a data point (z,y) the logistic loss is log-likelihood of observing y given x. For any § and y € {—1,1}:

P(Y = yla:0) = (P(Y = 1|z,0)) =" (P(Y = —1],6)) 7"
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Now, the log-likelihood is given by:

L(z,y;0) = log(P(Y = yl|z;0))

5 ° (1—|—exp(1— <x,9>)) + 1;y1°g <1ixf>£p_(<—x£j,>2)>))

— 71%1, (x,6) + <142ry + 1;y> log (1 + exp(l— <$’9>)>

= 1Y (.0) ~1og(1 + exp(~ (x.0)))
= % (x,0) — % (x,0) 4+ (x,0) — log(1 + exp({x, 0)))

= % (x,0) + % (z,0) —log(1 + exp((z,0)))

The goal is to maximize the log likelihood, which is equivalent to minimizing the negative log likelihood. Thus
the logistic regression minimizes the following loss:

Lia,y:0) = —L(w,y30) = =5 (@,0) + 6((@,0))

where ¢(8) = log(1 + exp(B)) — g If y = 1, then the above loss becomes:
log(1 + exp((z,0))) — (x,0) = log(1 + exp(— (,0)))

Otherwise, if y = —1, then the above loss becomes log(1 + exp({(z,0))). Thus, the above loss is equivalent to
log(1 + exp(—y (,0))).
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