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ABSTRACT

Recommender systems are among the most widely-deployed and
frequently-encountered machine learning systems for the general
public. The fairness properties of such systems have been investi-
gated by scholars and industry practitioners alike. However, despite
a growing literature in this area, there are very few reports that
both discuss deployed fairness-promoting interventions in detail
and describe specific findings of those deployments. We describe a
project conducted at Kiva Microfunds, a non-profit organization
that seeks to promote global financial inclusion. In service of this
mission, we sought increase the exposure of underfunded loans. We
describe the adaptive recommendation framework used on Kiva’s
website, the intervention we performed, the A/B testing used to
evaluate its impact, and our findings. Specifically, we show that
contrary to the assumptions of much prior research, the inclusion of
items specifically for the purposes of promoting fairness objectives
has no statistically-significant impact on key performance indica-
tors, indicating that there may be greater latitude for the inclusion
of fairness objectives in recommender systems than previously
thought.
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1 INTRODUCTION

Recommender systems are widely deployed in media streaming,
social networking, e-commerce and a host of other applications
[3]. Millions of users encounter these automated personalized de-
cision support systems every day. Because of their broad impact,
the fairness properties of recommender systems have come under
scrutiny, just as has been the case for machine learning systems
more generally [5].

While there is a substantial literature in the area of fairness-
aware recommender systems (see the survey in [7]), there is very lit-
tle published research that reports on actual deployment of fairness-
aware recommender systems to users, i.e., systems that have been
re-designed with an intervention to promote some definition of
fairness in addition to personalization. There are some exceptions,
for example [12], but in general, organizations are reluctant to go
public with fairness problems that they may have identified in their
products.

This gap in the literature is unfortunate, as it means that this
surge of interest in the fairness properties of recommender systems
is in danger of becoming disconnected from the real-world prob-
lems it is meant to solve. As Cramer, Vaughn and colleagues noted
in their 2019 tutorial [6], the research community has tended to
adopt an idealized view of fairness, e.g., positive parity between
protected and unprotected groups, independent simultaneous de-
cision making, etc., that are convenient for researchers but do not
translate well to real-world applications. There is a need to study
and document fairness problems and solutions in the wild.

In this paper, we report on a live deployment of a fairness-aware
intervention on the website of the crowd-sourced microlending
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platform Kiva.org. We discuss how the fairness concern was devel-
oped, defined, and measured; how the intervention was designed
and deployed; and how the results were analyzed. The key find-
ing from this study is that, rather than seeing a trade-off between
the twin goals of recommendation accuracy and outcome fairness,
the experiment found a degree of synergy: both fairness and our
user engagement metrics increased. This provides evidence that, if
properly integrated, we may be able to enhance important fairness
measures within a system without a loss of overall accuracy or
degradation of user experience.

Figure 1 shows the lender (user) interface on the Kiva.org website.
Note that loans are displayed in multiple, themed rows or slates [11].
The first slate depicted is “Recommended” for one of this paper’s
authors; the second slate contains loans highlighted because of their
impact; and the third slate shows loans that are close to completing
their funding; other slates are available by scrolling down the page.

Each of these slates is generated according an independent logic
and the interface as a whole forms a mixed hybrid recommender
system [1]. Each slate is labeled with text that explains the logic
behind it and encourages users to lend: for example, the description
for the last slate says "Be the difference maker for these borrowers
who only have a small amount remaining to be funded." A multi-
armed bandit algorithm selects and orders the slates, making the
interface itself is online and adaptive. Our intervention, as described
below, is one that adds a fairness-specific slate to this system.

2 FAIRNESS-AWARE RECOMMENDATION

As with other forms of machine learning fairness, a fairness-aware
recommender will focus on one of two fundamental concerns: indi-
vidual or group fairness. Specifically, one can try to preserve the
property that each individual is treated with equanimity on their
relative merits or one can identify a protected group or groups
and assert the goal of ensuring fair treatment for that group in
the context of a larger population. However, these two views of
fairness are often in direct competition with each other as noted in
[8]. For example, giving preference to those with highest test scores
may systematically disadvantage some group that, for irrelevant
reasons, scores lower on that test. It is reasonable to expect that
in any system, there may be a mix of multiple relevant fairness
concerns that a system would like to honor, although most research
in this area has concentrated on a single concern at a time [7].

In recommender systems, the typical two-view ontology of fair-
ness is complicated by the multi-sided nature of many recommenda-
tion applications. The recommendations made by a music streaming
site, for example, impact both the listeners (i.e., consumers of rec-
ommendation outputs) and also musical artists (i.e., providers of
recommended material). Thus, we can speak of consumer-side and
provider-side fairness concerns [2], and again, multiple concerns
of both sides of the market may be active at any given time in a
given application. In our application, we are primarily concerned
with provider-side fairness: fairness towards borrowers.

Fairness-enhancing interventions can take a variety of forms.
The survey by Ekstrand et al. [7], following the discussion in [14]
and others, identifies three sites for intervention: pre-processing
(e.g., re-sampling training data) that modifies system inputs, model
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enhancements (e.g., building fairness concerns into loss or optimiza-
tion functions), or post-processing of recommendation outputs (e.g,
re-ranking or inserting specific items into the output). Interestingly,
the intervention described in this paper fits into none of these cate-
gories: it rather integrates fairness-oriented recommendations in
manner of a "mixed" hybrid as defined in [1]: fairness-oriented re-
sults are presented in a separate slate added to the interface, and the
recommendation outputs of other algorithms are left unchanged.

2.1 Fairness Metrics

Fairness is a complex and contested concept that has had numerous
linguistic and technical definitions over a long history [10, 15]. As
emphasized in [16], each context demands fairness considerations
tailored to the task at hand. A variety of fairness constructs have
been explored in relation to Kiva’s lending context, including those
noted in [18]. For the purposes of the work reported here, we use
a notion of individual fairness relative to each loan, seeking to
equalize the amount of time it takes for any particular loan to be
funded: a goal of fairness with respect to funding time. However, to
achieve this goal, we focus on a different key performance indicator
(KPI), the “add to basket” (ATB) rate. This is the rate at which users
who encounter a particular slate add an item from it to their online
basket for potential funding. This is one step removed from the
funding action. However, users’ decisions to fund particular loans
may be made for many reasons, and it can be difficult to disentangle
these to isolate the impact of the recommender system. ATB rate,
on the other hand, is directly associated with users’ experience
within the recommendation interface and so it is the metric that
Kiva has used to understand the performance of its recommender
system.

3 RESEARCH CONTEXT: KIVA MICROFUNDS

Kiva Microfunds uses crowdsourcing to provide access to capital for
individuals and entrepreneurial groups, especially in the developing
world, who are otherwise under-capitalized. Kiva partners with
local organizations in countries across the globe and, as of 2022,
has lent $1.74 billion to 4.3 million borrowers in 77 countries with
the support of 2.1 million lenders!. Information about loan oppor-
tunities are listed on Kiva’s site and promoted to its lenders (users),
typically for thirty days or until the loan request is fully funded.
Lenders can find loans to fund by browsing or searching the Kiva
site. Kiva also promotes selected loan opportunities through a vari-
ety of means, including email advertisements and other promotions
to users.

We focus here on the recommendation interface shown in Fig-
ure 1 where individual slates of loans associated with particular
recommendation logics are shown to the user on Kiva’s web site
and through its mobile app. Each slate contains from 11 - 20 loans
with 4 loans appearing in the initial presentation and additional
entries available by paging right.

Some examples of slates include:

>

e Personalized: The “Recommended for ..” slate is constructed
using a content-based recommender, which learns from the
user’s lending and activity history.

Lhttps://www.kiva.org/about
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Recommended for[Jl

Loans we think you'll love based on your lending history.

Doris Santos Javier

Sector El Alto Group

United States / Services Palestine / Grocery Store El Salvador / Weaving Guatemala / General Store

Loans with research-backed impact

Our team regularly evaluates rigorous, evidence-based impact studies in all our key sectors, and we've identified these loans

as having the highest potential for impact on borrower outcomes.

3 e B
Sirena Del Playon Group Luu Jodys Ninoska Saratu

Nicaragua / Grocery Store Vietnam / Personal Housing Nicaragua / Farming Nigeria / Farming

Loans that are almost funded *

Be the difference maker for these borrowers who only have a small amount remaining to be funded.
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Judith Jodo

Boniface

tes / Cleaning Ser Mozambique / Poultry

United States / Retail

Rwanda / Grocery Store

Figure 1: Example of a loan listing page on Kiva.org.

e Groups: Only contains loans that are from a collective or
group of borrowers. These loans are often larger in amount,
but can have significant economic benefits.

e Evidence-based Impact: Contains loans that are considered
to have a high likelihood of positive economic impact, based
on current research in international development.

e Countries you’ve lent to: Loans from countries prominent
in the user’s lending history.

o Loans almost funded: Loans that are close to their funding
targets. Lenders are often motivated by the desire to put a
borrower "over the top".

Except for the Personalized slate, the loans on each slate are ordered
in terms of popularity, capturing trending activity on the site.

As noted above, the collection of slates presented to any given
user is managed by an adaptive recommendation mechanism. Slate
rankings are produced using Beta-Bernoulli bandits with Thomson
sampling [4]. This technique has the benefit of adapting well to
changes in rewards over time. Each of the approximately 20 possi-
ble slates is in effect a bandit itself, trying to optimize its reward
independent of the other rows. The mechanism selects 10 slates

from top to bottom, each selection being removed from the choices
in the rows below. Based on user interactions with the presented
slates (ATB events), the bandit updates its estimate of the current
utility of each slate. Note that the bandit algorithm does not control
the content of the slates, only what slates are presented and in what
order. The Personalized slate consistently has the highest utility by
this measure and usually appears in the first position.

Kiva’s mission of improving global financial equity requires a
focus on ensuring fairness in accessing capital and delivering loans.
The recommendation system described here—directing users to
certain loans on Kiva’s platform—is vital to the success of its equity-
promoting efforts; Kiva is thus a particularly compelling case study
for the exploration of recommendation fairness. First, the fairness
requirements at Kiva are driven by internal needs surrounding
its philanthropic mission, rather than external demands, such as
regulatory requirements that might be found in financial services or
employment. A regulatory environment is more likely to provoke
a defensive response related to fairness questions, which tends to
hamper robust discussion of fairness properties in existing systems
[6]. In addition, because of its philanthropic mission, it is reasonable
to expect that Kiva’s users will be receptive to fairness-oriented
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Figure 2: Distribution of funding time

interventions. Finally, as a hybrid organization, embodying the
characteristics of a nonprofit along with the characteristics of a
financial services institution, research embedded with Kiva is well-
situated to have a broader and more generalizable impact across
genres of institutions and sectors.

3.1 The "Time to Completion" Problem

Kiva’s operational desire for fairness with respect to the rate of
funding prompted an intervention in the area of recommending
lending opportunities. The Kiva team observed that loans tend to
receive more funding at the beginning and end of their lending
period due to increased promotional focus on new loans and loans
close to expiry. The beginning and ending nature of loan promotion
created the situation where if a loan opportunity did not receive
the requested amount quickly, it would remain incomplete until
near the end of the lending window (if it received full funding at
all).

Figure 2 clearly illustrates the beginning/ending phenomenon. It
plots the distribution of funding times for loans in Kiva.org during
a recent calendar year. A majority of loans are funded within the
first four days of being listed. However, past that point, interest
plateaus at a low level. Loans that are about to expire are attractive
to many Kiva users and receive their own slate in the interface
layout. Thus, the funding rate lifts slightly towards the end of the
30 day listing period.

Funding loans more quickly moves them out of the funding
queue and enables Kiva’s partner organizations to receive funds
more quickly. This in turn increases the loan flow on the site and
has the potential to greatly increase both the number and dollar
quantity of loans being supported. Internal estimates suggested
that increased promotion of low-probability loans could lead to an
estimated additional 2000 loans being funded each year, supporting
Kiva’s goal of financial inclusion.

4 METHODOLOGY

In an effort to shorten time to completion—enabling more equitable
access to capital for more loans—a Fairness slate labeled “Spot-
lighted by Kiva” was added to the lending interface of the Kiva site,
highlighting borrowers whose loans were least likely to complete
their funding on the current day. See Figure 3. Adding a separate
slate was considered a relatively non-intrusive intervention for two
reasons: first, this slate could be easily ignored by users who were
not interested in what it is presenting in favor of other slates in
the interface. Secondly, the contents of the other slates remained
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unchanged, so users familiar with the logic associated with these
slates will to continue to get what they are expecting.

As noted above, the goal of the Fairness slate is to provide en-
hanced funding opportunities to loans in the plateau portion of
their funding cycle. We operationalized this fairness concern as a
requiring that we provide recommendation opportunities in inverse
relation to the predicted funding of a loan at any given time. That
is, we sought to promote the loans least likely to be fully funded on
any given day. We can think of this problem as one of the predicting
aloan’s failure to fund (FTF) probability.

The amount of time that a loan has been on the site is strong
predictor of its FTF likelihood. Therefore, to select the loans with
the highest (worst) FTF score, we created a set of predictive models
{P1,..., P35}, corresponding to each day that a loan remains on
the site for funding. Py, for example, predicts whether a loan will
fail to be fully funded on Day 10. Then for each loan, the system
predicts whether the loan will fail to be funded today: P; is run on
new loans, P; on loans that have been on the site one day, up to Ps3g.
The predictors were built using an AutoML procedure [9] using
74 features covering loan metadata/information and measures of
traffic, both raw (views) as well as normalized (views per session).
In most cases, the AutoML mechanism chose gradient boosted
decision trees as the most effective model.

Each day, every loan is scored using the P; model appropriate to
its time on the site, and the set of FTF scores is accumulated. Then
a pool of 100 candidate loans is created using a random sample
drawn using each loan’s proportional FTF score (FTF / sum of FTF
from all loans). The front-end then picks the highest-scoring 20
loans from this pool to display in the Fairness slate.

To test the new Fairness slate, we performed an A/B test over 20
days in 2021, creating a configuration in which the Control and Test
conditions were identical in their interface presentation, except for
the substitution of the Fairness slate for one of the other slates in
the system. For the sessions chosen for testing, the layout bandit
system was turned off so that the set of slates and their layout
could be controlled. Instead, the overall ATB performance for each
slate was used to generate a fixed ranking. To make our test a
fairly strong one, we chose to insert the Fairness slate in the Test
condition as the 2nd slate in the interface, after the Personalized
slate. In this position, it replaced the Groups slate, which was the
second strongest in terms of ATB. Our reasoning was that if the
Fairness slate achieved ATB rates in this position comparable to
the Groups slate, it would be working as well as anything short
of the Personalized slate. It would demonstrate that our fairness-
aware intervention was not detracting from the user experience or
degrading the contribution of the recommender toward lending.

Prior study of order flow at Kiva demonstrated that ATB rates
are highly differentiated between “logged-in” and “anonymous”
users. Users who are logged in are much more likely to lend, and
so their base ATB rates are much higher. Anonymous users may
accumulate loans in their baskets and then log in or create an
account to complete their transactions. However, many anonymous
users are exploring the site and may not intend to loan at all, hence
the smaller number of ATB events for these users. Grouping both
sets of users together does not give a good picture of the impact on
Anonymous users since their base ATB is so much smaller.
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Spotlighted by Kiva
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We're spotlighting these loans because they haven't gotten the attention they need — and we need your help to fund them.

h o :“} \W g

Geoffrey Aijamal

Parizat

Figure 3: Example of a Spotlight row as shown on Kiva.org

We compared ATB rates between the Fairness slate in the Test
group versus the Groups slate in Control group. We also examined
ATB rates in the other 9 slates in the interface to see if the inclusion
of the new slate impacted user activity elsewhere.

5 RESULTS

As shown in Table 1, for both the Logged In and Anonymous cases,
the Spotlight slate attracted more ATB events, with a very large
increase noted for Anonymous users. N is different in these cases;
there were approximately 53% more sessions in the Anonymous
set. All other slates showed no statistically-significant (at p = 0.01)
differences in ATB events between Test and Control.

Table 1: Difference in mean “Add To Basket” (ATB) rate when
the Fairness slate is displayed to a user instead of the Groups
slate. Values statistically significant at p = 0.01. No other
slate positions showed a significant difference between the
conditions.

Condition ‘ Difference from Control
Anonymous 126%
Logged-in 38%

Figure 4 shows the probability density on a normalized scale of
the ATB frequency for Anonymous users (left) and Logged-in users
(right). Figure 4a shows the Anonymous users where ATB events
are considerably more rare in an absolute sense but the Fairness
slate intervention had a larger overall impact. In Figure 4b we can
see that Logged-in users are more likely to conduct transactions
and so have a higher baseline ATB rate. Here the impact of the
Fairness slate variant is smaller.

6 DISCUSSION

In this study, we see some of the complexities of implementing
fair recommendation in practice, issues rarely addressed in the re-
search literature. We note in particular the important constraint
to be conservative in changes to an existing well-established inter-
face and algorithm. Kiva opted not to modify one of its existing
algorithms, for example, by adding constraints to enhance fairness;

this might have the effect of discouraging current active users who
have established expectations about how each slate is organized. In-
stead, we chose to add an additional fairness element to the already
multi-slate interface.

The discourse around fairness in recommender systems often
focuses on trade-offs between accurate recommendations and fair
ones [17]. However, this research is largely based on experiments
performed with historical data in which it is difficult to disentan-
gle the effects of presentation bias from user preferences. Only
a few published examples of fairness-aware interventions in live
recommender systems platforms exist at this point; for example,
[12, 13].

In contrast to the findings in [12], we did not find that user
experience needs to be sacrificed to improve fairness, suggesting
that the fairness / accuracy trade-off as currently conceived in
the literature may be, at least in part, an artifact and not always
present in real systems. In Kiva’s context, both the business KPI (the
“add to basket” events) and the fairness (the exposure of neglected
loans) increased at the same time. The results of this A/B test were
considered sufficiently positive that the Fairness slate was released
as a permanent addition to the suite of options available to the
layout bandit and this slate now regularly appears among the others
shown in Kiva’s web interface.
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