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ABSTRACT 
Provenance management must be present to enhance the overall  
security and reliability of long tail microscopy (LTM) data manage-
ment systems. However, there are challenges in provenance for   
domains with LTM data. The provenance data need to be collected 
more frequently, which increases system overheads (in terms of 
computation and storage) and results in scalability issues. Moreo-
ver, in most of scientific application domains a provenance solution 
must consider network-related events as well. Therefore, prove-
nance data in LTM data management systems are highly diverse 
and must be organized and processed carefully.   
In this paper, we introduce a novel provenance service, called 
ProvLet, to collect, distribute, analyze, and visualize provenance 
data in LTM data management systems.  This means (1) we address 
how to filter and store the desired transactions on disk; (2) we con-
sider a data organization model at higher-level data abstractions, 
suitable for step-by-step scientific experiments, such as datasets 
and collections, and develop provenance algorithms over these data 
abstractions, rather than solutions considering low-level abstrac-
tions such as files and folders. (3) We utilize ProvLet’s log files and 
visualize provenance information for further forensics explora-
tions. The validation of ProvLet with actual long tail microscopy 
data, collected over a period of six years, shows a provenance      
service which yields a low system overhead and enables scalability. 
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1 INTRODUCTION 
Data collection is currently a big challenge in many scientific do-
mains including materials science and semiconductor device fabri-
cation. National Science and Technology Council (NSTC) reported 
a 20-years gap from discovery of new materials to fabrication of 
next-generation devices [1]. In contrast to other scientific domains 
with homogenous, well-organized data in an offline or batch man-
ner, data in materials science are long tail data, i.e., small and me-
dium sized data sets collected during day-to-day experimentation 
at microscopes such as SEM (Scanning Electron Microscope) or 
TEM (Transmission Electron Microscope). The current manual 
notetaking of complex experiments can lead to inconsistent or in-
adequate documentation. Figure 1 shows multiple text and image 
files that are necessary to capture all the pertinent data of a single 
experiment. Moreover, data transfer from tools (e.g., microscopes) 
is often done using flash-drive or emails that carry limitations and 

security risks. Because of these problems, scientists keep only the 
“best” results, and the “best” is determined by a narrow and specific 
scientific objective. The remaining data is often discarded which 
could contain information significant to others in the future.  

 
Figure 1: Stored Metadata Describing Single Experiment 
The lack of a trusted data management system which provides 

real-time data capture, distribution, processing, managing, analyz-
ing, and sharing of long tail scientific microscopy data causes sig-
nificant delay in bridging the innovation across scientific disci-
plines. There are multiple data management systems designed and 
developed for application domains with organized batch data [2-4]. 
On the other hand, Clowder [5] is a web-based data management 
system designed to manage long tail data. It follows a data organi-
zation model which represents step-by-step scientific experiments 
and device fabrication processes. Its data organization model intro-
duces a hierarchy of nested collections, datasets, and files. Files are 
equivalent to the file systems and represent experimental results 
data. A dataset is a grouping of files that have metadata capturing 
the preparation information of the experimental sample. A collec-
tion is a user defined group of datasets to organize the experiments 
and the nested structure of collections makes it possible to organize 
data the way users prefer. Clowder also supports horizontal group-
ing by introducing a space concept. A space, as shown in Figure 2, 
is a group of collections, datasets, and files with defined user access 
rights which can be used to define different projects.  

 
Figure 2: Clowder: Robust LTM Data Organization 



  
 

 
 

Provenance (a.k.a. lineage) is a solution to improve system      
security and reliability in scientific lab environments. Data prove-
nance records the history of data generation, data distribution, and 
its processing steps. There are different interesting applications for 
data provenance in long tail datasets such as (a) assessment of qual-
ity of data based on history of data in terms of its source and trans-
formations, (b) audit trial of data for resource usage determination 
or detection of errors in data generation, (c) replication recipes, 
where a detailed provenance information can help scientists to re-
peat data derivation, (d) attribution, where scientist can establish 
ownership of data and determine liability in case of erroneous data, 
and (e) informational purpose of provenance data for discovery of 
data and interpretation of data. 

There are different challenges for provenance management in 
LTM data management systems. Because of the nature of LTM 
data, the processes of collecting and distributing provenance data, 
processing them, storing the processed log files, securing the log 
files, retrieving the logs from the database, and analyzing them, are 
different from systems handling offline batch files. First, LTM data 
are captured and stored frequently in small bursts. Therefore, it is 
critical for a provenance solution to monitor the scientific experi-
ment-running system continuously and log transactions (events) 
frequently. This expands the volume of provenance log files and 
increases system overheads. Second, provenance data size over-
heads and system scalability need to be addressed carefully. Third, 
often it is not sufficient to monitor and log transactions in the data 
management system. Provenance solution needs to address net-
work-related transactions. Forth, transactions in LTM data manage-
ment systems are of different types and provenance data are highly 
diverse. How to organize and store the provenance data effectively 
to query them efficiently is another challenging task. 

Provenance management has been widely used in relation to art 
industry [6] as well as different scientific domains such as geology 
[7], bioinformatics [8], astronomy [9] computer networks [10], ma-
chine learning [11], supply chains [12], and et cetera. Most of these 
provenance management models are based on batch data consider-
ations and are not able to address above challenges. Since the nature 
of data is different in these provenance solutions, they usually are 
offline solutions and only consider the lower level of data abstrac-
tion, the file system, and folders. Our goal is that a comprehensive 
provenance solution should consider not only observations of 
data/metadata files, but also monitoring of higher levels of data ab-
stractions such as collections, datasets, and spaces. 

This paper introduces a new service for provenance manage-
ment in long tail microscopy (LTM) data, called ProvLet. The so-
lution not only provides provenance-based security but also secures 
the provenance data itself. It ensures that all provenance data and 
processes are securely accessed, tracked, and archived on disks. 
Our contributions in this paper are:  
 We present ProvLet, a provenance management solution for 

long tail microscopy data in materials science and semiconduc-
tor device fabrication research labs. We log any access of mi-
croscopy scientists to datasets (besides files), collections and 
spaces (not folders) which are the “data” driven abstractions 
how Clowder organizes scientific data. This is the new view on 

LTM-based provenance in comparison to provenance over files 
and folders of data. 

 We implement ProvLet in an efficient manner. We collect di-
verse provenance data and network-related transactions to cover 
all LTM data manipulations in scientific labs. We address scala-
bility issue and let system and admin users modify the fre-
quency of recordings and customize the logs granularity to 
lower storage overhead. We also introduce a fast retrieval mech-
anism to read the provenance log files and search through the 
stored provenance data efficiently. Finally, we analyze and vis-
ualize the provenance data, and make it easier for scientists to 
query their log files and track the processes efficiently.  

 We validate our provenance management solution by executing 
ProvLet on an actual microscopy dataset of LTM data collected 
from a scientific lab and over a period of six years. 

 

Next, we introduce design and algorithmic details of ProvLet in 
Section 2. We then discuss implementation and validation details 
of ProvLet using real microscopy data in Section 3. We conclude 
in Section 4. 

2 PROVLET PROVENANCE MANAGEMENT 
In this Section, we first introduce ProvLet service architecture. 

Then, we discuss characteristics of ProvLet in order to address 
challenges discussed in Section 1.  

2.1 ProvLet Service Architecture 
Clowder is a data management system suitable for LTM data. It has 
a lightweight web uploader tool used to collect and upload scien-
tific data and metadata to store them on the remote repository. In 
this work, we assume Clowder as the LTM data management sys-
tem as well as the network packet analyzer and monitoring tools to 
assist ProvLet. Figure 3 shows the ProvLet architecture in details.  

 
Figure 3: ProvLet: Provenance Service Architecture 
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Scientists in micro-and-nano-technology lab upload their mi-
croscopy data, and their corresponding metadata, using the 
Clowder’s web-based uploader, through the campus network. 
ProvLet collects two different streams of provenance records, one 
coming from the Clowder data management system, and the other 
from network monitoring tools. ProvLet data coming from these 
two directions get filtered based on a desired granularity defined by 
admin users and aggregated to be stored on disks for further appli-
cations. These stored ProvLet data then can be queried and repre-
sented as a searchable plaintext report or in dashboard with visual-
ized graphs and diagrams.    

2.2 ProvLet Service Characteristics  
In this Subsection, we discuss characteristics of ProvLet that ad-
dress challenges for LTM data provenance management.  

Data Collection and Storage. Clowder is a MongoDB-based 
system. All data and files in Clowder are stored using MongoDB 
which is a NoSQL database program. MongoDB uses JSON-like 
documents with optional schemas. In this work, we also use Mon-
goDB to store and access ProvLet log files. Each transaction in the 
ProvLet log file has a unique identifier, a timestamp, user 
information, object information (if any) to specify a file, dataset, 
collection, space, or user, and finally an event type. Different types 
of events may include more detailed optional attributes. ProvLet 
examples of event types are shown in Figure 5(b).  

Scalability. In order to address scalability and to reduce the 
provenance overhead (in terms of storage and the computing power 
required to process the log files), admin users can adjust the 
granularity of ProvLet log files and activate only a limited subset 
of all the available event types. This action adjusts the frequency of 
recording in the ProvLet log files and saves space for more 
important transactions. The pseudocode and explanation of ProvLet 
data storage algorithm is given in the following paragraph. This 
algorithm helps ProvLet to adaptively filter the collected records 
and address scalability issue by reducing system overheads.  

Function “data-storage” receives a list of requested events, 
𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠, as the input. 𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠 is a list of different event 
types that admin user asked to be collected by ProvLet. Each event 
type in 𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠  has a priority value of ℎ𝑝𝑟 , 𝑚𝑝𝑟 , or 𝑙𝑝𝑟, 
representing a high, medium, or low importance for the event type. 
ProvLet listens to both Clowder and network transactions to collect 
the information of a new event, 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡 , when it occurs. It 
checks 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡’s event type to see if it has been requested by 
the admin users. If 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡. 𝑡𝑦𝑝𝑒 ∈ 𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠 , ProvLet 
further checks the provenance file, 𝑝𝑟𝑜𝑣𝑒𝐷𝑎𝑡𝑎, and gets its current 
size. If 𝑠𝑖𝑧𝑒(𝑝𝑟𝑜𝑣𝑒𝐷𝑎𝑡𝑎) is lower than a defined Provenance Data 
Bounding (PDB) value, ProvLet appends the 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡  to 
𝑝𝑟𝑜𝑣𝑒𝐷𝑎𝑡𝑎. However, if adding the new event makes the size of 
provenance data higher than the 𝑃𝐷𝐵 value, ProvLet takes actions 
to free-up the space as follows: It first generates a system alert to 
let admin users review the 𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠 list and revise it manually 
if needed. Also, another function “review-events()” checks the col-
lected events and automatically revise 𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠 based on long 
tail microscopy data characteristics in a new event request list as 
𝑛𝑒𝑤-𝑟𝑒. In LTM data, frequency of capturing an event type can 

impact the priority of that event type. For example, as Figure 5 (b) 
illustrates, event type “update_dataset_information” has been rec-
orded with a very high frequency. Then, ProvLet assigns a high 
priority to this event type since it indicates importance that a lot of 
changes are happening in the experiment over time. Other event 
types that are less frequent could have lower priorities. Finally, 
function “lowest-ranked-records” will be called to list all the lowest 
ranked current records in 𝑝𝑟𝑜𝑣𝑒𝐷𝑎𝑡𝑎, the 𝑙𝑟𝑟. This function ranks 
the collected events based on their timestamp and revised priority 
values. Recent high priority events have the highest rankings while 
older low priority data can be archived or ignored if necessary. 
When a data is required to be replaced, ProvLet first tries to archive 
it in a second repository, if available. Otherwise, it simply removes 
the lowest ranked records and stores more valuable information on 
disk. Function “data-storage” returns 𝑝𝑟𝑜𝑣𝐷𝑎𝑡𝑎  for further 
applicairons and queries. 
 

Algorithm 1: ProvLet Data Storage  
data-storage(𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠)   
1   𝑝𝑟𝑜𝑣𝐷𝑎𝑡𝑎 = ; 
2   monitor network and Clowder to capture 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡;  
3   while (𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡. 𝑡𝑦𝑝𝑒 ∈ 𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠) do 
4    if (𝑠𝑖𝑧𝑒(𝑝𝑟𝑜𝑣𝑒𝐷𝑎𝑡𝑎) < 𝑃𝐷𝐵) then 
5     append 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡 to 𝑝𝑟𝑜𝑣𝐷𝑎𝑡𝑎; 
6    else 
7      generate-alert();   
8              𝑛𝑒𝑤-𝑟𝑒 = review-events(𝑟𝑒𝑞-𝑒𝑣𝑒𝑛𝑡𝑠); 
9     𝑙𝑟𝑟 = lowest-ranked-records(𝑝𝑟𝑜𝑣𝐷𝑎𝑡𝑎, 𝑛𝑒𝑤-𝑟𝑒); 
10    if (𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡. 𝑟𝑛𝑘 >  𝑙𝑟𝑟. 𝑟𝑛𝑘) then 
11     move 𝑙𝑟𝑟 to a second repository; 
12     go to step 5; 
13    else 
14     ignore 𝑛𝑒𝑤-𝑒𝑣𝑒𝑛𝑡; 
15  return (𝑝𝑟𝑜𝑣𝐷𝑎𝑡𝑎);  
 

 

Network Provenance. Some of the informative data in ProvLet 
is related to the networks connecting users to Clowder. For exam-
ple, it is critical to know the address of a machine being used to 
upload a file. We monitor the campus network where users connect 
to work with Clowder and log the desired information for further 
references. An admin user can process these log files and for exam-
ple understand the machine information (MAC and IP address) that 
a scientist used to login to the system and to do her/his desired ac-
tions. The attributes we consider for network provenance are 
timestamp, source IP address, packet destination, used network 
protocol, length of packet, and any other additional information 
(application layer info, fragmentation info, etc.) if available. 

Securing Provenance Data. We secure the ProvLet data via 
access control mechanisms. Only a permitted user (lab admin, IT 
admin, research funding principal investigator, etc.) can access 
ProvLet log files and process these data to get forensics information 
needed for audits, backtracking the current state, troubleshooting of 
a problem, checking the ownership of a specific outcome and result, 
measuring the user utilization for accountability, and other usages 
as discussed in Section 1. A regular user has only access to ProvLet 
data in relation with her/his own transactions.  



  
 

 
 

Representation Model and Data Visualization. Users can use 
the stored ProvLet data and achieve their desired goals. Plaintext 
JSON-like formatted log files can be parsed and used for advanced 
searches and queries. However, the number of transaction records 
in the log file can grow exponentially (by adding new users to the 
system or increasing the granularity of log files). Moreover, ana-
lyzing, and querying databases and log files is not always an easy 
task for users with other specialties. We visualize the provenance 
data in a pre-designed dashboard and give different views of this 
dashboard to different users based on their granted access level. 
Admin users can easily customize these charts and reports in the 
dashboard based on their requirements and preferences. 

3 PROVENANCE GRAPH 

4 EXPERIMENTAL STUDY 
We validate the ProvLet model by deploying ProvLet service 
within the 4CeeD data platform [13]. 4CeeD is an enhanced 
Clowder data management system for materials scientists to cap-
ture, curate, coordinate, correlate, and distribute laboratory data. 
Alongside with the lightweight web uploader tool used for data col-
lection, 4CeeD has a web-based curator to organize and manage 
data files and metadata. We used this platform and collected, fil-
tered, and customized data provenance log files in an active mate-
rials science laboratory over a period of six years (2015-2020). We 
have also used Wireshark [14] and tcpdump [15] to monitor and log 
network packets. ProvLet visualizes log files using different reports 
and diagrams designed in dashboards on Grafana [16], an open-
source analytical platform which let us query, visualize, alert on, 
and understand different metrics. 

 The 4CeeD instance includes LTM data with 150 spaces, 730 
collections, 2425 datasets and 24259 files created and uploaded by 
192 different users. Total volume of data and metadata stored on 
this instance is equal to 297 GB. We have collected 5.7 MB of prov-
enance data over this period of six years. Clearly, the required space 
size for provenance log files is much smaller than the actual LTM 
data, so the overall provenance overhead is very low (≈ % 0.002). 
This is a fact that the size of provenance log files is relatively small 
compared to the disk volume required by LTM data management 
system; however, it is very crucial to efficiently collect events and 
lower the computational overheads in provenance management ser-
vice as discussed earlier. 

We first consider separate spaces as different projects and ex-
plore the time needed to complete projects with LTM data. We cal-
culate project duration based on the date spaces are created and the 
date they and their subsequent collections, datasets, and files are 
lastly updated. Figure 4 provides the highest, lowest and the aver-
age required calendar days for projects in each calendar year and 
based on the projects’ starting dates. Notice that projects in later 
years 2019 and 2020, may be still active and the actual duration 
time can change in future.   

Figure 4 emphasizes that a scientific experiment with LTM data 
usually lives much longer periods than just few minutes. It can last 
months to years and therefore data support the long duration of ex-
periments demanding long duration of data management. 

 
Figure 4: Highest, Lowest, and The Average Project                              

Duration Times for Different Years 
We then study the number of transactions and active users per 

each year. As can be seen in Figure 5 (a), both metrics captured the 
highest activities in 2018. This information can help the lab man-
agers and IT admins to understand the system performance and plan 
accordingly. For example, one may need to explore the reasons of 
the decrease in number of active users in year 2019. We finally ex-
plore the occurrence quantity of different event types and look at 
the frequency of different events in real-life scenarios. Figure 5 (b) 
ranks the most frequent transactions from 33 different event types 
defined by ProvLet. This ranking very much represents the fre-
quency of small files’ accesses, frequency of the accesses to data, 
and updating data over long period of time as experiments last over 
months and even years. It will be used in “review-events” function 
explained in Subsection 2.2 to rank and replace the LTM data prov-
enance records on disk and free-up some spaces when needed. 

 
Figure 5: (a) Events and Active Users Numbers per Year                      

(b) Different Event Types Occurrence in Log Files 

b) 

a) 



  
 

 

5 CONCLUSIONS 
In this work we discussed existing challenges on managing prove-
nance for heterogeneous LTM data management systems as they 
are very useful in managing data and metadata in specific scientific 
domains like materials science and semiconductor device fabrica-
tion. We introduced ProvLet, a provenance solution, to address 
these challenges and discussed its architecture in detail. We have 
collected data and network related provenance data adaptively and 
stored them in ProvLet log files for further explorations. We have 
validated ProvLet with actual provenance data collected for a pe-
riod of six years in an active materials science lab. 
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