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Abstract

In this paper, we study the finite-sum convex opti-
mization problem focusing on the general convex
case. Recently, the study of variance reduced
(VR) methods and their accelerated variants has
made exciting progress. However, the step size
used in the existing VR algorithms typically de-
pends on the smoothness parameter, which is
often unknown and requires tuning in practice.
To address this problem, we propose two novel
adaptive VR algorithms: Adaptive Variance Re-
duced Accelerated Extra-Gradient (AdaVRAE)
and Adaptive Variance Reduced Accelerated Gra-
dient (AdaVRAG). Our algorithms do not re-
quire knowledge of the smoothness parameter.

AdaVRAE uses O (n loglogn + 4/ ”f) and

AdaVRAG uses O <n loglogn + W)

gradient evaluations to attain an O(e)-suboptimal
solution, where n is the number of functions in
the finite sum and 3 is the smoothness parameter.
This result matches the best-known convergence
rate of non-adaptive VR methods and it improves
upon the convergence of the state of the art adap-
tive VR method, AdaSVRG. We demonstrate the
superior performance of our algorithms compared
with previous methods in experiments on real-
world datasets.

1. Introduction

In this paper, we consider the finite-sum optimization prob-
lem in the form of
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where each function f; is convex and S-smooth, & is con-
vex and potentially nonsmooth but admitting an efficient
proximal operator, and X C R is a closed convex set. Ad-
ditionally, we further assume that X' is compact when 3
is unknown. Problem (1) has found a wide range of ap-
plications in machine learning, typically in empirical risk
minimization problems, and has been extensively studied in
the past few years.

Among existing approaches to solve this problem, variance
reduced (VR) methods (Johnson & Zhang, 2013; Defazio
et al., 2014; Schmidt et al., 2017; Roux et al., 2012) have
recently shown significant improvement over the classic
stochastic gradient methods such as stochastic gradient de-
scent (SGD) and its variants. For example, in strongly
convex problems, VR methods such as (Allen-Zhu, 2017;
Lan et al., 2019; Lin et al., 2015) can achieve the optimal
number of gradient evaluations of O ((n + /nk)log 1)
to attain an O(e)-suboptimal solution, where & is the con-
dition number, which improves over full-batch gradient
descent (O (nrlog 1)) and Nesterov’s accelerated gradi-
ent descent (Nesterov, 1983; 2003) (O (ny/klog *)). For
general convex problems, the current state-of-the-art VR
methods, namely VRADA (Song et al., 2020) can find an

O(¢)-suboptimal solution using O (n loglogn + 4/ ”TB
gradient evaluations, which nearly-matches the lower bound

of Q (n + /”f) (Woodworth & Srebro, 2016).

However, most of existing VR gradient methods have the
same limitation as classic gradient methods; that is, they
require the prior knowledge of the smoothness parameter in
order to set the step size. Lacking this information, one may
have to carefully perform hyper-parameter tuning to avoid
the situation that the algorithm divergences or converges too
slowly due to too large or too small step size. This limitation
of gradient methods motivates the development of methods
that aim to adapt to unknown problem structures. A notable
line of work starting with the influential AdaGrad algorithm
has designed a family of gradient descent based methods that
set the step size based on the gradients or iterates observed in
previous iterations (McMahan & Streeter, 2010; Duchi et al.,
2011; Kingma & Ba, 2014; Levy, 2017; Levy et al., 2018;
Bach & Levy, 2019; Cutkosky, 2019; Kavis et al., 2019;
Joulani et al., 2020; Ene et al., 2021; Antonakopoulos et al.,
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Table 1. Our results and comparison with prior works.

Algorithm General convex Adaptive
SVRG (Johnson & Zhang, 2013) - No
SVRG*™ (Allen-Zhu & Yuan, 2016) O (nlog 2 + £) No
Katyusha (Allen-Zhu, 2017) O (n log g + %) No

VARAG (Lan et al., 2019)

(nmin {log%logn} +,/"Tﬁ) No

VRADA (Song et al., 2020)

(@) <nmin {loglog g,loglogn} + \/%73) No

28 (fixed sized inner 1 lyife=Q(2
AdaSVRG (Dubois-Taine et al., 2021) O (%) (fixed sized inner loop, only if ¢ = ©(3)) Yes
O (nlog g + %) (multi-stage)
AdaVRAE (unknown f3) (This Paper) (@] <n min {log log g, log log n} + 4/ %) Yes

VRAE (known 3) (This Paper)

() <nmin{10glog g,loglogn} 4 @) No

AdaVRAG (unknown ) (This Paper)

O (n min {log log @7 loglogn} + \/@)

Yes

VRAG (known ) (This Paper)

(@] (n min {log log %, loglogn} + \/Zf) No

Lower Bound (Woodworth & Srebro, 2016)

oo i) |

2021; Ene & Nguyen, 2021). Remarkably, these works have
shown that, in the setting where we have access to the exact
full gradient in each iteration, it is possible to match the
convergence rates of both unaccelerated and accelerated
gradient descent methods without any prior knowledge of
the smoothness parameter. These methods have also been
analyzed in the stochastic setting under a bounded variance
assumption, and they achieve a convergence rate that is
comparable to that of SGD.

Given the theoretical and practical success of adaptive meth-
ods, it is natural to ask whether one can design VR methods
that achieve state of the art convergence guarantees with-
out any prior knowledge of the smoothness parameter. The
recent work of (Dubois-Taine et al., 2021) gives the first
adaptive VR method — AdaSVRG — with the gradient

complexity of O (n log g + g) AdaSVRG builds on the

AdaGrad (Duchi et al., 2011) and SVRG algorithms (John-
son & Zhang, 2013), both of which are not accelerated.

Our contributions: In this work, we take this line of
work further and design the first accelerated VR meth-
ods that do not require any prior knowledge of the
smoothness parameter. Our algorithms, Adaptive Vari-
ance Reduced Accelerated Extra-Gradient (AdaVRAE)
and Adaptive Variance Reduced Accelerated Gradi-

ent (AdaVRAG), only use O (n loglogn + ,/"f) and

o (n loglogn + 4/ W) gradient evaluations respec-

tively to attain an O(e)-suboptimal solution when 3 is un-
known, both of which significantly improve the convergence
rate of AdaSVRG. Table 1 compares our algorithms and
prior VR methods and Section 2 discusses our algorith-
mic approaches and techniques. The convergence rate of
AdaVRAE matches up to constant factors the best-known
convergence rate of non-adaptive VR methods (Song et al.,
2020; Joulani et al., 2020). Both of our algorithms follow
a different approach from these methods and are based on
extra-gradient and mirror descent, instead of dual averaging.

We demonstrate the efficiency of our algorithms in practice
on multiple real-world datasets. We show that AdaVRAG
and AdaVRAE are competitive with existing standard
and adaptive VR methods while having the advantage of
not requiring hyperparameter tuning, and in many cases
AdaVRAG outperforms these benchmarks.

1.1. Related work

Variance reduced gradient methods: Variance reduction
technique (Roux et al., 2012; Schmidt et al., 2017; Shalev-
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Shwartz & Zhang, 2013; Mairal, 2013; Johnson & Zhang,
2013; Defazio et al., 2014) has been proposed to improve
the convergence rate of stochastic gradient descent algo-
rithms in the finite sum problem and has since become
widely-used in many successful algorithms. Notable im-
provements can be seen in strongly convex optimization
problems where earliest algorithms such as SVRG (John-
son & Zhang, 2013) or SAGA (Defazio et al., 2014) ob-
tain O ((n+ k)log1) convergence rate compared with

@ (%) of plain SGD, with the latter requiring an ad-

ditional assumption on the o-2-boundedness of the variance
term, i.e., E; [Hsz(x) - Vf(x)”ﬂ < 0. However, these
non-accelerated methods do not achieve the optimal conver-
gence rate. Recent works such as (Lin et al., 2015; Allen-
Zhu, 2017; Lan et al., 2019) focus on designing accelerated
methods and successfully match the optimal lower bound
for strongly convex optimization of 2 ((n + /nk)log 1)
given by (Lan & Zhou, 2018).

In non-strongly convex problems, however, existing works
do not yet match the lower bound of 2 [ 7 + 4/ /37" shown

in (Woodworth & Srebro, 2016). The best effort so far can
be found in the line of accelerated methods started by (Allen-
Zhu, 2017) and followed by (Allen-Zhu, 2018; Lan et al.,
2019; Li, 2021) that rely on incorporating the checkpoint in
each update. AdaVRAG follows the same idea but offers
simpler update and more efficient choice of coefficients that
results in a better convergence rate, equivalent to VRADA
(Song et al., 2020). By comparison, while VRADA is a dual-
averaging scheme, AdaVRAG is a mirror descent method
and AdaVRAE is an extra-gradient algorithm.

In a different line of research (Allen-Zhu & Hazan, 2016;
Fang et al., 2018; Zhou et al., 2018), variance reduction
has been applied to non-convex optimization to find critical
points with much better convergence rate.

Adaptive methods with variance reduction: There has
been extensive research on adaptive methods (Duchi et al.,
2011; Kingma & Ba, 2014; Reddi et al., 2018; Tieleman
et al., 2012; Dozat, 2016) in the setting where we com-
pute a full gradient in each iteration. However, there are
only few works combining adaptive methods with VR tech-
niques in the finite sum setup. Most relevant for our work
is AdaSVRG (Dubois-Taine et al., 2021). This algorithm
is built upon SVRG which as mentioned earlier is a non-
accelerated method and has a slower convergence rate.
AdaSVRG uses the gradient norm to update the step size,
similar to (Duchi et al., 2011) and the step is reset in every
epoch, which could lead to step sizes that are too large in
later stages. In contrast, both AdaVRAG and AdaVRAE
are accelerated VR methods and use a cumulative step size.
AdaVRAG uses the iterate movement to update the step size,

as in (Bach & Levy, 2019; Ene et al., 2021). AdaVRAE
improves the convergence rate by a y/log (3 factor by using
the gradient difference similarly to (Mohri & Yang, 2016;
Joulani et al., 2020; Ene & Nguyen, 2021). In a different di-
rection,(Xu et al., 2017) propose an adaptive VR algorithm
adaptive to the unknown growth parameter instead of the
smoothness parameter.

A different line of work considers VR methods that set the
step size using stochastic line search (Schmidt et al., 2017;
Mairal, 2013) or Barzilai-Borwein step size (Tan et al., 2016;
Li et al., 2020). The former methods do not have theoretical
guarantees, and the latter methods require knowledge of the
smoothness parameter in order to obtain theoretical bounds.

Recent works design variance-reduced methods for non-
convex optimization. STORM (Cutkosky & Orabona, 2019)
and STORM ™ (Levy et al., 2021) design an adaptive step
size, though the former still requires the smoothness pa-
rameter in the step size. Super-Adam (Huang et al., 2021)
also requires their parameters to satisfy some inequality
involving the smoothness parameter like STORM.

1.2. Notation and problem setup

Let [n] denote the set {1, 2, --- , n}. For simplicity, we only
consider the Euclidean norm ||-|| := ||||, (Our work can be
extended to ||z , := Va T Az for any A > 0 with almost
no change). z " represents max {z,0}.

We are interested in solving the following problem

min {F(z) = f(z) + h(z)}

reX
where f(z) =LY | fi(z)andfori € [n], f; : R - R
and h : X — R are convex functions with a closed
convex set ¥ C RY. Let 2* = argmingey F(x). We
say a function G is S-smooth if |VG(z) — VG(y)| <
Bllz —y|| for all x,y € RZ Equivalently, we have
G(y) < G(z) + (VG(z),y — x) + £ ||y — =|°. In this
paper we always assume that each f; is S-smooth, which
implies that f is also S-smooth. We assume that we
can efficiently solve optimization problems of the form

arg mingex (wh(a:) + % llx — ’UH2) where vy > 0and v €
R%. When the smoothness parameter [ is unknown, we
additionally assume that X" is compact with diameter D, i.e.,
sup, yex llz —yl < D.

2. Our algorithms and convergence guarantees

In this section, we describe our algorithms and state their
convergence guarantees. Our algorithm AdaVRAE shown
in Algorithm 1 is a novel accelerated scheme that uses past
extra-gradient update steps in the inner loop and novel aver-
aging to achieve acceleration. In each inner iteration, the
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Algorithm 1 AdaVRAE
Input: initial point «(?), domain diameter D.
Parameters: {a(*)},{T.}, Ag? >0,n > 0.
zY = 2" = u©®, compute V£ (u(®)
In1t1ahze fy( ) = = vy, where y is any small constant
fors=1to S: )

AY = ASTY — T (o)

fort =1toT;:

x,(fs) = arg mingcx {a(s) <gt(s)1, > a®)h(x)
Jr’y‘(;)l x— 2" }

Let AP = AP, +a®) + (o)

EES) _ A( _ (A§8) —(5)1 L als )x(S) +(a (s))2u(s—1))

ift £ Ts:

Pick i{*) ~ Uniform ([n))
9" = Vo @)=V f0 (ul
else:

D)+ Vf(ul=)

= Vi@
2
0 = 3y (5 + @) ol - o2

2 = argmin.e {a(s) < (&) 2 > +a®h(z)

2
S~
N

(s) () _ () 2
+7‘21 z -2 _,_72% 1 z—:cgs) }
s —(s+1 —(s s+1 s s+1
u()=$é+):ff(Ts),Zé+)ZZ(TS),Q(()Jr) g(T)’
s+1 s
Y =)
return u(%)
Algorithm 2 AdaVRAG

Input: initial point «(°), domain diameter D.
Parameters: {a(*)}, a(*) € (0,1), {¢®)}, {Ts}, n > 0.
(1) — 4

Inltlahze 7( ) = v, where ~y is any small constant
fors=1to S:
Egs) = a(s)xés) +(1—a®)ut=1 compute V f(u(*~1)
fort =1toT,:
Pick igs) ~ Uniform ([n])
o = Vo @) — Vo (uG=D) + Vf(ulD)
xﬁs) = arg ming ey {<g§s), x )+ h(zx)
) ()
q
o2t}

(s
t

+7

7 = a2 4 (1 - @)D

xT sl ) 2
Option I: fy( 9 — 7(8) 1+ H ‘ e t71|
Option II: fy (5) H _rt 1’
s s —(s s+1 S s+1 S
ok 1w§ o o w(T),vé =g

return u(s )

new average iterate TE *) is obtained by combining the old

—(s) (s)

average iterate T,_,, the new iterate z,”” and the checkpoint

us=D with coefficients A\, a(*) and (a(s))2 normalized
by the sum of them, i.e by A = A, 4 4(9) 4+ (a(s))2.
We will explain the intuition behind this choice of coef-
ficients in the analysis outline. At the beginning of each
epoch, we set A(") = A(T‘:? — T, (a(s))2 so that at the
end, we only accumulate the coefficients of the new iterates

( ). AdaVRAE adaptively sets the step sizes based on the
stochastlc gradient difference. Our choice of step sizes is a
novel adaptation to the VR setting of the step sizes used by
the works (Mohri & Yang, 2016; Kavis et al., 2019; Joulani
et al., 2020; Ene & Nguyen, 2021) in the batch/full-gradient
setting. Our algorithm builds on the work (Ene & Nguyen,
2021), which provides an unaccelerated past extra-gradient
algorithm in the batch/full-gradient setting.

Theorem 2.1 states the parameter choices and the conver-
gence guarantee for AdaVRAE, and we give its proof in Sec-
tion A in the appendix. The convergence rate of AdaVRAE
matches up to constant factors the rate of the state of the art
non-adaptive VR methods (Joulani et al., 2020; Song et al.,
2020). The initial step size fy( ) can be set to any small
constant -y, which in practice we choose v = 0.01. Simi-
larly to AdaGrad, setting = ©(D) gives us the optimal
dependence of the convergence rate in the domain diameter.
For simplicity, we state the convergence in Theorem 2.1 and
2.2 when n = ©(D). We refer the reader to Theorems A.1
and B.1 in the appendix for the precise choice of parameters
as well as the full dependence of the convergence rate on
arbitrary choices of « and 7. In both Theorem 2.1 and 2.2,
we measure convergence using the number of individual gra-
dient evaluations V f;, assuming that the exact computation
of V f takes n gradient evaluations.

Theorem 2.1. (Convergence of AdaVRAE) Define so =
[log, log, 4n], ¢ = % Suppose we set the parameters of

Algorithm 1 as follows:

a(s) _ (4“)_0'55 1 S S S So
s—so2;1+c S0 <s
Ts =n,
0 _5
ATO = Z

Suppose that X is a compact convex set with diameter
D and we set n = ©O(D). The number of individual
gradient evaluations to achieve a solution u'®) such that

E [F(u®)) — F(z*)] < e for Algorithm 1 is
O(nloglog%) ife > %
d =
#grads @ (nloglogn+ "Evl> ife < %
where Vi = O (F(u") — F(z*) + (v + B) D?).



Adaptive Accelerated (Extra-)Gradient Methods with Variance Reduction

Our algorithm AdaVRAG is shown in Algorithm 2. Com-
pared with AdaVRAE, AdaVRAG has a worse dependence
on the smoothness parameter 3 but it performs only one
projection onto X in each inner iteration. Additionally, as
we discuss in more detail below, it uses adaptive step sizes
based on the iterate movement.

AdaVRAG follows a similar framework to existing VR
methods such as VARAG (Lan et al., 2019) and VRADA
(Song et al., 2020). Similarly to VRADA, the algorithm
achieves acceleration at the epoch level, where an epoch is
an iteration of the outer loop. The iterations in an epoch up-
date the main iterates via mirror descent with novel choices
of step sizes and coefficients. The stochastic gradient is
computed at a point that is a convex combination between
the current iterate and the checkpoint; the coefficients of
this combination remain fixed throughout the epoch. The
step sizes are adaptively set based on the iterate movement.

The structure of the inner iterations of our algorithm differs
from both VARAG and VRADA in several notable aspects.
VARAG also uses mirror descent to update the main iterates
and it computes the stochastic gradient at suitable combina-
tions of the iterates and the checkpoint. AdaVARAG uses a
different averaging of the iterates to compute the snapshots.
Moreover, it uses a very different and simpler choice for the
coefficient used to combine the main iterates and the check-
point in order to obtain the points at which the stochastic
gradients are evaluated. In VARAG, this coefficient is set to
a constant (namely, 1/2) in the initial iterations, whereas in
AdaVRAG, it starts from a small number and is increased
gradually. This choice is critical for improving the first term
in the convergence from O(nlogn) to O(nloglogn). Ina
similar manner, VRADA attains the same convergence by a
new choice of coefficient. However, this is achieved via a
very different approach based on dual-averaging.

The step sizes used by AdaVRAG have two components:
the step ,yt(s) that is updated based on the iterate movement
and the per-epoch coefficient ¢(*) to achieve acceleration

at the epoch level. Our analysis is flexible and allows the
use of several approaches for updating the steps %(s). One
approach, shown as option I in Algorithm 2, is based on the
multiplicative update rule of AdaGrad+ (Ene et al., 2021)
which generalizes the AdaGrad update to the constrained
setting. We also propose a different variant, shown as op-
tion II, that updates the steps in an additive manner. Our
analysis shows a similar convergence guarantee for both op-
tions, with the main difference being in the dependence on
the smoothness: option I incurs a dependence of v/ log 3,
whereas option II has a worse dependence of 5. Option 11
achieved improved performance in our experiments.

Theorem 2.2 states the parameter choices and the conver-
gence guarantee for AdaVRAG, and we give its proof in
Section B in the appendix. Analogously to AdaVRAE, the

initial step size v can be set to any small constant.

Theorem 2.2. (Convergence of AdaVRAG) Define sy =
[log, logy 4n], ¢ = % Suppose we set the parameters
of Algorithm 2 as follows:

)

.~ {1 — ) 1<s<s

C
s—so+2c¢ S0 <s
1

P Pt . ey <s<

(0 _ ) Goata 1= 85 %
g = 8(2—a)a() )
3(1—a®) S0 <$

Ts =n.

Suppose that X is a compact convex set with diameter D and
we set ) = O(D). Additionally, we assume that 2n* > D>
if Option I is used for setting the step size. The number of
individual gradient evaluations to achieve a solution u5)
such that E [F(u'®)) — F(2*)] < € for Algorithm 2 is

O (nloglog %) e>L
#grads = @) (nloglogn+ \/"€V2> e< 2’
where
O (F(u®) = F(z*) + (v + Blog (2) ) D?)
V, = Jfor Option I
O (F(u®) — F(z*) + (v + %) D?)
for Option I1

Comparison to AdaSVRG: As noted in the introduction,
the state of the art adaptive VR method is the AdaSVRG
algorithm (Dubois-Taine et al., 2021), which is a non-
accelerated method. Both of our algorithms achieve a
faster convergence using different approaches and step sizes.
AdaSVRG resets the step sizes in each epoch, whereas
our algorithms use a cumulative update approach for the
step sizes. In our experimental evaluation, the resetting
of the step sizes led to slower convergence. AdaSVRG
(multi-stage variant) uses varying epoch lengths similarly
to SVRGTT (Allen-Zhu & Yuan, 2016), whereas our algo-
rithms use epoch lengths that are set to n. Using an epoch of
length n allows for implementing the random sampling via
a random permutation of [n] and is the preferred approach
in practice.

Both our algorithms and AdaSVRG require that the do-
main X has bounded diameter. This is a restriction that
is shared by almost all existing adaptive methods. Recent
work (Antonakopoulos et al., 2021; Ene & Nguyen, 2021) in
the batch/full-gradient setting have proposed unaccelerated
methods that are suitable for unbounded domains, at a loss
of additional factors in the convergence. All of the existing
accelerated methods require that the domain is bounded,
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even in the batch/full-gradient setting. We note that our
analysis holds for arbitrary compact domains, whereas the
analysis of AdaSVRG only applies to domains that contain
the global optimum. Similarly to AdaGrad, both our al-
gorithms and AdaSVRG can be used in the unconstrained
setting under the promise that the iterates do not move too
far from the optimum.

Non-adaptive variants of our algorithms: In the setting
where the smoothness parameter is known, we can set the
step sizes of our algorithms based on the smoothness, as
shown in Algorithms 3 and 4 (Sections C and D in the
appendix). Both algorithms match the convergence rates of
the state of the art VR methods (Joulani et al., 2020; Song
et al., 2020) using different algorithmic approaches based on
mirror descent and extra-gradient instead of dual-averaging.
We experimentally compare the non-adaptive algorithms to
existing methods in Section E of the appendix.

2.1. Analysis outline

We outline some of the key steps in the analysis of
AdaVRAE. For the purpose of simplicity, we assume
h = 0and n = D. Starting from the observation

Y = AES) (Agi)lfgi)l +a®z!® 4 (a(s))Qu(Sfl)) and
AP = A +al) +

(a(s))Q, we have

—(s)

(s)
Ty e (m

7, = 2 )
AP, A

which allows us to carry out the analysis for the function
progress in one iteration, i.e, f(Z\")) — f(Z\*),) and obtain

[l ) s

- AP (F@) - £@h))]

<E o (g7, af") —a*)
—_————

stochastic regret

+E [(a(s))z <Vf(§§s)), u—h — x&s)ﬂ

Aii

w6 - v n(ﬂ -

By building on the standard analysis of the stochastic regret
for extra-gradient methods, we obtain the following result

for the progress of one iteration:

B (47 - (o)) (6 - )

- AP (1) - 1)

[~ () 2 () 2
e e a s
N NORND )
+E Ve Vi 1‘xt)_x* ‘|
2
[ 2
+E| (o) (Vo) - )|
(@ o e 2
+E ( ()) ]g§)—gt(_)1
L 2%
o S
~E |55t Vi) - vieE?, H @)

gain

In comparison to the standard analysis, the coefficient for
the checkpoint appears in the coefficient of f (Egs)) — f(z®),

which becomes (AES) - (a(s))2) instead of the usual
AES), making the sum not telescope immediately. To

resolve this, we first turn our attention to the analysis
(s) H

of the stochastic gradient difference — 9,
al®
The key idea is to split <2 ) ‘ g§) g ‘
into (2 ol 16,@) (af® )) H (S) _gt(S)l ’ +
(a)" gt — gt H and bound each term in turn
168 Ge-1]| > .

For the ﬁrst term, we build on the techniques from
prior work in the batch/full-gradient setting (Ene &
Nguyen, 2021) when taking the sum over the iter-
ations and epochs. For intuition, part of the gain

((s)) ’ ) _ ()

— 91
() _ ()

term E {%_2’“1 2\ — g

()

16B

’ will be used to cancel out the

2
} . We then only need to

consider the time before 7 goes above O(f3), and notice

= (%(s)) (%(S)i) thus

we can upperbound the first term via the last ﬂyt( *) that is still
small than O(5). We provide more details below.

that as) Hgt(S —q,°

For the second term, we wuse Young’s in-

g£6)1 H } <

7o

equality to  write E U

E [4HVf(x§S)) Q)

+4va Ty 1) 9
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2
E {2 HV F@E) —viE) H ] . The gradient difference

loss term is cancelled by the gain term in (2), and thus we
can focus on the first two variance terms. We apply the
usual variance reduction technique put forward by (Lan
et al., 2019) (see Lemma A.2) to bound the two variance
terms, as follows:

E [Hgﬁs’ - Vf(asis))HQ} <E |28 (ft V) - &)

—(VI@) utY —EESW |
- (a) (s)
Thus we obtain an upper bound on -~ 7 -9, ‘

in terms of (a(s))2 (f(u(s_l)) — f(fgs))). This is the rea-

son for setting the coefficient for the checkpoint to (a(s))Z,
so that the LHS of (2) can become the usual telescoping

H(£@) = £am) = A2 (1@ - @),
Using the convexity of f, we obtain the following key result
for the progress of each epoch:

E[AY (1@ - fah) - A5 (F@) - £))]
(s) 2

sum A

gt s . ) s ik

<E —% Hzé ) g 5 ’zgps) —x ]
[ Ts (s) _ (s) 2
|20 ]

+E|T, (a<5>)2 (f(u<s—1>) - f(a;*))]

2[5 (s ) )

t=1

)*ggél

i

Intuitively, we want to have another telescoping sum when
summing up the above inequality across all epochs s. To
do so, we can set the starting points of the next epoch to be
the ending points of the previous one, i.e., m( ) = *(SH)

ul®), 7(5) YR & (s) = 24, However an extra term

T, (a®® )) (f(uls— 1)) — f(z*)) appears on the RHS. We
need to reset the new starting coefficient in the new epoch

A(()S) to A(ﬁj) - T, (a(s))2 so that we can telescope the

LHS.
Vr( )775 )1 (s) * 2
To bound the term Zg 1 Zt 1 f x, ) =¥ +
1 s (s) .
(s~ te) @ o a2
(SS) = vésﬂ) and, the sequence (%(S)) is not de-

creasing, we can make the first part of the sum

(s) _ () (s) 2
*

v =
Zs 12:& 1% Ty —T

(s)
S Ts Vi S 1
TSR D = B (54 o). More:

telescope:

over, g(T) g(()s'H)
(s)

sequences ('yt

sequences () and (g) and the coefficient a(*) to be
another sequence (ax). Then we can employ the following
two inequalities:

, we can consider the doubly indexed

) and (gt(s)) as two singly indexed

D2
(’YK Y0) 48,620'%“916 9k— 1||
§125D2
i 1 1 a2 |lgr — ||2
2ve 2483 k 19k — k-1
k=1
<128D?

Finally, we need to choose the parameters a*) so that the

conditions needed for our analysis are satisfied and Ag,f; )
is sufficiently large, so that we attain a fast convergence.

We have to choose a'*) such that (a (S))Q < 44, for all

s,t > 1and that A" = A(S 1) — T (a(‘;))2 > 0. The
main 1dea 1s to d1v1de the epochs 1nt0 two phases: in the first
phase, ATS quickly rises to 2(n) and in the second phase,

to achieve the optimal \/% rate, A(TSS) = Q(n?). The

nearly-optimal choice of a(*) in the first phase is (47) 5",

stopping at s = sg = [log, log, 4n], while in the second
phase, we have to be more conservative and choose al® =

- i . . .
52%0%2 With this we can obtain the convergence rate of

O <nmin {loglog g,loglogn} + ,/"f),

3. Experiments

In this section we demonstrate the performances of
AdaVRAG and AdaVRAE in comparison with the existing
standard and adaptive VR methods. We use the experimental
setup and the code base of (Dubois-Taine et al., 2021)".

Datasets and loss functions: We experiment with binary
classification on four standard LIBSVM datasets: ala, mush-
rooms, w8a and phishing (Chang & Lin, 2011). For each
dataset, we show the results for three different objective
functions: logistic, squared and huber loss. Following
the setting in (Dubois-Taine et al., 2021) we add a /5-
regularization term to the loss function, with regularization
setto 1/n.

Constraint: In all experiments, we evaluate the algorithms
under a ball constraint. That is, the domain of each problem
in our experiment is a ball of radius R = 100 around the
initial point, which means for every algorithm, in the update
step, we need to do a projection onto this ball.

"Their code can be found at

https://github.com/bpauld/AdaSVRG
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Algorithms and hyperparameter selection: We compare
AdaVRAE and AdaVRAG with the common VR algo-
rithms: SVRG (Johnson & Zhang, 2013), SVRG™ " (Allen-
Zhu & Yuan, 2016), VARAG (Lan et al., 2019), VRADA
(Song et al., 2020), and AdaSVRG (Dubois-Taine et al.,
2021) (in the experiment the multi-stage variant performs
worse than the fixed-sized inner loop variant, and we omit
it from the plots). Among these, only AdaSVRG is an
adaptive VR method, which does not require parameter
tuning. For the non-adaptive methods we chose the step
size (or equivalently, the inverse of the smoothness param-
eter (1/0) for VRADA) via hyperparameter search over
{0.01,0.05,0.1,0.5,1,5,10,100}. For each experiment,
we used the choice that led to the best performance, and we
report the parameters used in Table 2. The adaptive meth-
ods — AdaSVRG, AdaVRAE, AdaVRAG — do not require
any hyperparameter tuning and we set their parameters as
prescribed by the theoretical analysis. For AdaSVRG, we
usedn =D/ V2 = v/2R as recommended in the original
paper. For AdaVRAE and AdaVRAG, we used v = 0.01
andn=D/2=R.

Implementation and initialization: For all algorithms, in
the inner loop, we use a random permutation of the data
points to select a function. We also fix the batch size to 1
in all cases to match the theoretical setting. We initialize
u(9) to be a random point in [0, 10]¢ where each dimension
is uniformly chosen in [0, 10]. Each experiment is repeated
five times with different initial point, which is kept the same
across all algorithms.

Results: The results are shown in Figures 1, 2, 3, 4. For each
experiment, we plot the mean value and standard deviation
of the training objective against the number of gradient
evaluations normalized by the number of examples.

Discussion: We observe that, in all experiments, AdaVRAG
consistently performs competitively with all methods and
generally have the best performances. The non-accelerated
methods in general converge more slowly compared with
accelerated methods, especially in the later epochs. In some
cases, VARAG suffers from a slow convergence rate in
the first phase. This is possibly due to the fact that it sets
to 1/2 the coefficient for the checkpoint in the first phase.
VRADA sometimes exhibits similar behavior but to a lesser
extent. In AdaVRAG and AdaVRAE, the coefficient for the
checkpoint is set to be small in the beginning and gradually
increased over time when the quality of the checkpoint is
improved. The other adaptive method, AdaSVRG, exhibits
slow convergence in many cases. One reason might be that
AdaSVRG resets the step size in every epoch and, in later
epochs, the step size may be too large for the algorithm
to converge. In contrast, AdaVRAG and AdaVRAE use
cumulative step sizes.

4. Conclusion and future work

In this paper, we propose two accelerated variance re-
duced algorithms for the general finite-sum convex opti-
mization problem with the step size set adaptively to the
smoothness parameter. By a careful design of the coeffi-
cient choices, the first extra-gradient algorithm, AdaVRAE,
which sets the step size via the gradient difference, uses

O (n loglogn + 4/ nf) gradient evaluations to attain

an O(e)-suboptimal solution, matching the best-known
convergence rate of non-adaptive VR methods, while
removing the requirement of the knowledge about the
smoothness parameter. The second algorithm, AdaVRAG,
which uses the iterate moment in the step size, needs

@] (n loglogn + 4/ ”ﬁl:gﬁ) gradient evaluations, but hav-

ing the advantage of using a single projection in each it-
eration and performing better in practice. For both al-
gorithms, as well as the other state-of-the-art VR algo-
rithms, there is still a gap to the lower bound convergence

(Q <n + 1/ "f)) for the general finite-sum convex opti-

mization problem. Finding an algorithm that can achieve
this lower bound and making it adaptive remain an open
question for the future work.
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A. Analysis of algorithm 1

In this section, we analyze Algorithm 1 and prove the following convergence guarantee:

Theorem A.1 (Convergence of AdaVRAE). Define so = [log, log, 4n], ¢ = % If we choose parameters as follows

o — {(4n)0'55 1<s< s

5—502;1-&-0 S0 <5 ’
Ts =n,
40 _5
To — 4'

Assuming X is a compact convex set with diameter D, the number of individual gradient evaluations to achieve a solution
u'®) such that E [F(u(s)) — F(x*)] < efor Algorithm 1 is

p O(n log log %) ife >
#grads = (’)(nloglogn—i—w/%) ife <

2 163(D*+2n*
n 5(772 n)'

3< o3I

where V = g (F(u(o)) — F(gc*)) + HU(O) —x*

To start with, we state and prove the following variance reduction lemma commonly used in accelerated methods:

Lemma A.2. (Variance Reduction) Let i ~ Uniform([n]) and g = V f;(x) — V fi(u) + V f(u) be an estimate of the
gradient of f at x. We have

Ei [llg - VA @)IP] < 28(f(w) = f(w) = (V(2),u—2)).
Proof. By the definition of g,
Ei[llg - VF@)I?] = E: [IV£i(w) = VSi(w) + V() = V@)
LB [IV£w) - Vi)
< B 26 (fi(w) — file) — (Vfi(a),u— )]
<28 (f(u) ~ f(2) ~ (Vf (@), u—x)),

where (a) is because E; [V f;(u) — Vf;(z)] = Vf(u) — Vf(z) and E [||X ~E [X]||2] <E [||XH2}, (b) is by the
convexity and S-smoothness of f;, (¢) is by ¢ ~ Uniform([n]) and the definition of f. O

A.1. Single iteration progress

We first analyze the progress in function value made in a single iteration of an epoch. The analysis follows the standard
method as in (Ene & Nguyen, 2021); however, we need to pay attention to the extra term for the checkpoint that appears in
the convex combination for Egs). We start off by the following observation

Lemma A.3. Forany s> landt € [Ty,

(s) ()2
_(s _ a s _(s a s— _(s
xi ) _ xﬁs,)l = —5 (:EE ) _ xg )) + ( (S)) (u( n_ xg )> )
A A

Proof. We note that the definition IES) =

1
A

(A,Ei)lfgi)l +a9z + (a(s))2 u(5’1)> implies
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2
Ags)fgs) = A,Ei)lfﬁi)l + a(s)xgs) + (a(s)) w1

(@) s) (=(s —(s s s —(s s 2 s— —(s
B AP, @ —5) = Ol —7) + () (@) —7(7)

S S (S) S S a(S) ? S
N :<s> (a7 = 27) + (A<s>) (a0 =77).
t—1 t—1

where (a) is by A" = A} +a(*) + (a)”. 0

Next, we bound the function progress in a single epoch via the stochastic regret. Note that, this lemma is somewhat weaker
than we would desire, due to the appearance the coefficient of the checkpoint, making the LHS not immediately telescope.
We will account for this factor later in the analysis.

Lemma A.4. For all epochs s > 1 and all iterations t € [T)
2
B (4~ (o)) (PGl - Pn) - A0, (PG - )|

<E |a® <gt(s), xgs) — x*> + (a(s))z <Vf(f§s)), w1 — T§8)>
N

stochastic regret

—E

AQ(B) |vr@) - wu%ﬂ

+E KAES’ - (a<s>)2) (h(z?)) - h(a:*)) — A9, (h(fgi)l) - h(:r*))} .

Proof. Using the observation in Lemma A.3, we have

FE®) - F@)
=1@) - f@) + @) - n@))
(a)

(i@, 7 -7 — o ||[9r@E?) - i@+ hE) - )

1
7|

(s) (s))2
®) a o)y o) =\, (@) () L (5—1) _ ~(9)
= A, <Vf(95t )79% — Ty > + A,Es_)l <Vf($t ), u — Ty >

1 —(S —(S 2 —(s —(S
~ 55 |[VIE) = V@) + h@?) ~ @)
where (a) is due to the smoothness of f and (b) comes from Lemma A.3. By the convexity of f, we also have

F(z") — F(z*)
@) — fa*) + h(@")) - h(z)
<(VI@?), 7 — ")+ h@?) - h(a*)
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We combine the two inequalities and obtain

AR, (P = F@)) +a® (FEf) - FaY)

<o <Vf(f§s)), NON $> n (a(s>)2 <Vf(f§s>)’ W5 f§5>>

= CRR N

+ AESJI ( (fi’) — (@) +a (n@) - hia"))

—a® (4,2 —a*) + (a(s)) (Vi@?) w7
+a (V@) - gl 2l — o) - ’42(5) |vra) - v
+ 42, (@) = h@)) +a (h(@?) - ("))

Note that we can rearrange the terms
AR, (P@?) - F@2)) +a@) (F@E) - Fa"))
= (47~ (a©)7) (Fat) - F) - A2, (Faf) - ).
AL (h@) = n@) + o (@) - h(a")
- <A§s> - (a<s>)2> (h(E) ~ () — AL (hE) — ).

Thus we obtain
(457 = (o)) (Pt - Fa) - A, (Faf?) - Fa)
<a® (g2 — )+ () (V@) 0D~ 7))
+a) (Vi) - gl — o) - ‘42([; |vr@?) - vr@||
+ (A,ES) - (a<s>)2) (n@) = n()) = A2, (h@) = ")) 3)

Observe that for t < T

E [a(s) <Vf(§§s)) — g§s)7m§5) — x*>} =E [Eigs) [a(s) <Vf(f§s ) — gt(S x*>”

=0.

and for t = Ts,we have Vf(iis)) = gt(s) thus E [a(s) <Vf(f§s))
both sides of (3), we get

B | (4 - (a)) (P - £) - A2, (PG - F6)]
<E [CL(s) <gt(s)7x§s) _ x> 4 (a(s)>2 <W(f§s>)’u(s—1) _gcgs)ﬂ
(15" - V(e

E [(Ag‘” - (a(s))2) (h@s)) - h(z*)) o (h(fgi)l) - h(x*))} .

— gt(s), xgs) - x*>} = 0. By taking expectations w.r.t.
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O

To analyze the stochastic regret, we split the inner product as follows

(08,287 —a*) = (g, 2) =) + (o = g2l =27 + (g0 = 2.

For each term we give a bound as stated in Lemma A.5

Lemma A.5. Forany s > 1 all iterations t € [T}), we have

( 2 (S) 2 (5) 2
S S S ’y S 7 —_ S S ,'Y —_ S S
0 (42,50 -0 < B0 e, - e
+ a<5> (n(=7) = h(af)) .
(s) . (s) 9 (s) 2 (s) 2
o <gt(8)’zt(5) B x*> < Vi 2%—1 Hx§s) Y| '7t2—1 szgi)l _ = %T Hzt(S) ot
(s) (s) (s)
_ D1 | ) e ‘ e e ‘ MOBINO 2
2 t t—1 2 t t
al® (h(x*) - h(Z§S>)) .
@/ oo\ @ e K e P
a’ <g B S R A >§ 9 (s) 9t _gtfl‘ +T’xt — %
Vi

zt 1 H }, by the optimality condition of xﬁs),

Proof. Since x,gs) = argmingex {a(s) <g§8_)1, J:> +a®h(z) + 2 1

we have
<a(s) (#) 1+a S)h’( )—|—7t ) ( (=) zt( )1) ,xis) — Z,ES)> <0,
where A/ ( ) € 8h( ) is a subgradient of h at xg *) We rearrange the above inequality and obtain
(5) _ gs)> 4 a® <h/(x§s>)72§s> _ $§s>>

al® <gt(s)1, 2 <s>> <~ <x§5) _ 9

( S S S
2 30, (349~ (2, 0 -

(s)
®) s s
tlH( _Zt()

+a@ (h() = niaf)),
xfﬁ)) € Bh(xgs)) and (b) is due to the identity (a,b) =

(s s) (s)y _ (s)
)+ a® (a() = n(af))
2 7 ngs) _ 2
2

v i1 s s
25—

where (a) follows from the convexity of h and the fact that A'(
3 (lla+ b1 = llall® = 1p)*).
() e have

Using the optimality condition of z;
<a<3>g§5’ + a(s)h'(z,gs)) + %(i)l (zis) - zﬁ)l) + <7(S) %(i) ) (zgs) - mgs)) ,zt(s) - :I:*> <0



Adaptive Accelerated (Extra-)Gradient Methods with Variance Reduction

where A/ (z,gs)) € ah(z§3 ) is a subgradient of h at z( *) We rearrange the above inequality and obtain

o0 (g5 57 <200, (69— ) 1 (389 <o) (89— 28920~ )
+a® <h’(z§s)), — z£‘9)>
2100, (9 ) (o) (9 )

+a® (n(@") - h(z§8>))

(s) 2 2 2

@ 7 [Hzt(s)l e Iy FOLN ]
() _ () 2 2 2
42 U O R g ]

+a® (h(a*) = b))

%(S) —’Yt(i)l ) «l? ’Yt(i)l (s) |2 ’Yt(s) ) «|?
—_— |z, — =z +T Dl N e

(s) (s)
2 — 2
‘ o Ve Vi1 ngs) - Zt(S)

(s)
S a0
2 t t—1

a® (h(x) = h(=")),

where (c) follows from the convexity of h and the fact that i’ (zt(s)) € 8h(z§s)), and (d) is due to the identity (a,b) =
1 2 2 2
3 (lla+ I = llall® = 1p)).

For the third inequality, we have

()
a' < ) gtS)ul"gs) - Z§S)> < al® ‘ (=) S)
S 2 &
(2) (a( )) g) _ g (7) ‘ () 2
= ) t—1 9 t .
2,
where (e) is by the Cauchy—Schwarz inequality, (f) is by Young’s inequality. O

. . . . . 2
With above results, we obtain the descent lemma for one iteration. A key idea to remove (a(s)) from the co-

- e ) - @ — 0@ 1% ingo (@) (s)
efficient of (F(a:t )— F(z )) is to split the term Eron — g ‘ into mONE W Hgt — ;1 ‘ +
o®)
16 7 H g9; " — gt(s)1 ’ and apply the VR lemma for the second term.
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Lemma A.6. For all epochs s > 1 and all iterations t € [Ts), we have

E KA;S) - (a<s>)2) (F@S)) —F(ac*)) _Agig( FE®)) - F(x*))}

2 _ ﬁ (s) 715 ¥ 77155)1 ‘ (s) * 2‘|

B z —a” —|— B T, —T

V@), ul - wi”ﬂ

+E

{
i (f(“(s_”)—f(:cis))—<Vf(x§5>)7u(s—1>_x§s>>)1
(

F@e) = f@) - <Vf(sc§s)1) = —3()})

s 2
(MR- A0 [t -se

[/ (0> a®))
+E <( (S)) _(165 )Hgt gt 1

+E (a<s>)2 (h(u(s’l)) . h@;ﬁ“))} .

Proof. By Lemma A.5, we can bound a(®) <gt(s), xﬁs) — x*> as follows

2 (s) 2 (5)_ (s)
A e S

(s) 2 (s) 2
o (589,09 ) < TR 9, e =Y U

S a/(S) ’ S
+a® (h(a") = h(af?)) +(27(3) ot =]
t

< % O I O 2+%(S)—%(i)1 ’I(s)ix* 2
= 2 7t 2 2 ¢
()
S a S
+a® (h(z*) = h(z{")) +( 2ot - "
29,°

Combining the above result with Lemma A.4, we know

B (4~ (o)) (Fai) - Fn) - A0, (Fai) - )

(s) 9 (s) 9 (s) _ (s) 2
SE l7t1 ’ Zt(i)l _ .T* _ L Z(S) _ fL'* Yt Vi1 ‘ (s) * ‘|

5 h + 5 T, —T

1E —<a(s))2 <Vf(f§3))au(s_l) _x?)ﬂ

+E_(2;s> i - @1\2—‘42(5 [vse) - Vf(xii%)ﬂ
t

+E —(AES) = (a<s>)2) (r@) = n(@) = A, (h@) = ) +a® (h(") - h(x&“’)))} TS
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Note that
( A®) — <a<s>)2) (h(fff)) _ h(x*)) — A (h(x§s>l) h(x*)) +a®) (h(m*) - h(x§s>))
= (457 = (o)) (nal) = 1) + () (1) = 1))
B (a<s>)2 (h(u<s—1>) _ h(:c*)) — AP, (h(fif)l) — I
2 (= (0)') (1087 - 0a) + () (1) - i)
— AP (@) = h(a")

_ (a(s>) (h(u<8—1>) - h(f?))) : %)

where (a) is by the convexity of 7 and A = A 4 4(9) 4 (a(s))Q. Plugging in (5) into (4), we know

B (4= (a)") (P - F@) - A2, (PG - F6)

8
*
S~—
~——
I
Q
O
S
>
—~
8
o~
w
—
=
—
8
*
—
~——

(s) (s) () _ (5
<E | 2L |00 g P e P = e HIES)_QJ* 2

2 2
i 2 (s) (s)

| () () e —a1)]
[ (a())? 2

+E (a (s)> - t(i)l‘ f@ H ]
L 2%
i 2

+E |(a®) (h<u<s—1>)—h(x§5>))].

Now for E Mgt( ) _ gt(g)1

g

‘ } when 1 < ¢t < T, we have

)

*gt 1 +4HVJC T 1)*955)1

]

] <E [4HVf(x§“’)> — g

+E :2HVf(x§s)) - Vi@ }

(b) S —(s — —(s
< E (88 (f(u) = f@?) = (V@) ut0 — 7))
+E [3 (f(u(s’l )= £@) = (V@) -3 ) )]
+E QHVf F@, H } 6)
where () is by Lemma A.2 forall 1 < ¢ < T,. When ¢ = 1, note that both HVf xis)l) ggs)l ‘ and f(u(s’l))—f(*(s) )—
<Vf(f§i)1),u(5*1) —fii)1> are zero by our definition Z{*) = v~ and Vf(z{") = Vf(xgz 1)) = ggf Vo= g8,

which means the above inequality is still true. When ¢ = T§, note that HV f (TES)) — gt(s)

z s—1)y _ p(=()y
=0and f(ut=V) — f(z")

<V f= (5)), (s=1) — TES)> is always non-negative due to the convexity of f. So the above inequality also holds in this case.

Now we conlclude the above inequality is right for ¢ € [T§].

(s) $) 112 . a®)? a(®)? 2 O
Splitting (o (s)) gt(g) ngH mto <(2%<3 - (165) > + (@)

1683

() (s)

2
@) gi - g; — g1 ‘ and applying (6) to

9t
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(s)

16[3 Hgt —9;1|| , wehave

E[(Ags>_(a<s>)2) (F@?) - Fa) - a2, (F) - F)|

(5) 2 (5) _ (5) 2
[ Hzt . 'YtT Hzt(S) Y i Vi1 ngs) g ]
+E (a(s))

{
g [ (£t = £@?) — (Vs @), ueb - xﬁ”})]
(

+E

[ (a<s>)2 (()
+E < t(s) - 163 Hgt gt 1

+E (a<5>)2 (h(u<371>) - h(x?))ﬂ .

D) = f@) - <Vf( W)t~z )

(MR- A0 et

A.2. Single epoch progress and final output

Even though Lemma A.6 looks somewhat more convoluted, when we sum up over all iterations in one epoch, many terms
are canceled out nicely and we obtain the following lemma that states the progress of the function value in one epoch. The

trick is to set the value for each term at the end of one epoch equal to its value in the next one, with an exception for A(S 1).

Due to the accumulation of the term (F(u(“" D) - F(z )) throughout the epoch, we will set Ags) = Ag,fsj) -

Lemma A.7. For all epochs s > 1, if

2
(a(5>) < 4A®), vt € [T)].
We have

E (4D (F) = Fz")) - AF7Y (Fut)) - F@"))]

() PN s T (s) _ (s , )
B LT e Y TR AR TR
T, 5))\2 s))2
R ((a( )" (a¥) ) © gt(S)l‘
t=1 2%(8) 166
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Proof. Using Lemma A.6, we know

(4= (a)) (Pt - Fia) - a2, (i) - Fia)|

W P SO (5) _ () )
<2El%l’zt()1 [y LT L g (O ]

2 2 2

+ R 5 (f(u(S—U) —f(fgs_)l) — <Vf(j§3_)1),u(s—1) j§5)1>)

T.oT (a<s>)2 (a<s>)2) (a<s>)2 409 2
+2E < 5 - o+ 35 ) [VrE) - vra)
=R A\EHREE 7
. (s) o (s+1) 5 T () _ () )
Wg m; Hzés)_x* _702 HZSSH)—CC* +Z% 2% 1‘$§s)_$* ]

+E (a(s))2 (f(u(s—l)) _ f(fﬁ”)) + (a(5)>2 (h(u(sfl)) . h(xis)))]

+B |2 (f(u(s_”)—f(fvgi))Jr<Vf(w§ri))7u(s_1)—l‘i)>)]

+E i <(a(s()s))2 - (1(6; ) Hgt _gt 1 ( a;;))z A2§21> HVf(fgs)) xt 1 H ]

s s+1 Ts _(s) (s)
(?E |\'Y((; ’ (s) .’ﬂ* 2 o IY(g ) Z(s+1) - SC* 2 0 | ‘ zt® — * 2]

= 2 "’ 23 ‘

T 2
+E|Y () (f(u(s‘”) — @)+ (a®) () - h<x£s>>))]
t=1
T (s )) (a')) 2 (a<s>) A<
+E - Jof o[+ (g5~ 55t ) [wseh - wre]
— < 2/}/55) 165 ) t t 1 86 t 1
(5) 2 ( 2 Ts ( ) _ ( ) 2
(C) 7 S * ’7 S 1 * 7 ’Y s *
B |2 a9 == B e <o+ 2 R ]
Ts 2
+E |3 (o) (Ft)) - PE))
t=1
L ((a ()) (a(s>)2 a(s>)2 AU 2
+E QIO -5 HVf ~ Vi@ H NC)
;( 27() 166 t—1 86 ( t 1)
where (a) is due to z( st zgf), WSSH) = V(Ti),fés) = u~1, (b) is by the convexity of f

(Vi) ue ™D =3 < f@e ) - f@),
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() is by the definition of F = f + h. By adding 3_,*, (a 5)) ( @) — F(x*)) to both sides of 7. we obtain

21

’Jr(@(s)) A 1>va 29— viE) M

B[54 (F@) - F@h) - AP, (F@E) - F<x*>)]

2 T (s) _ (s)
n Z Ve V-1 H (s) *

X — X
2 t

2 (s+1)
_ Yo Z(S+1) ot

2 HO

8|1 () (F) - £
T (N (a)?
(505

7% .

<E

s) _ (9)

E
+ 38

Note that

s

B[S0 4 (F(fi% - F(a")) - A, (P@)) - F(m*))]

e a0 () - F) - AP (FE) - F)

Dy _Agfg (F(u(s)) - F(a:*)) 1o (F(u@*l)) - F(:c*))} ,

=

where (d) is due to the definition u(*) = 33( *) and x(() o) = (s, Finally we have

E {Ag;? (F(u(s)) - F(x*)) - (AES’ + T, (a(s)>2) (F(w—l)) - F(m*))}

9 (s+1 9 Ts _(s) () 2
(s) * Y0 (s+1) * Tt V=1 || (s) *
HZ I HZO o +; 2 th o7
Lol (s>)2 ( (s>)2 ( (s>)2 AL 2
a a a
+E - o g -5t | [veE) - v |-
;( 2%(5) 16ﬁ t—1 86 26 t t—1
Combining the fact A{") = A(TSS j) — T (a(s))2 and our condition (a(s))2 < 1A%, we get the desired result. O

The telescoping sum on the LSH allows us to obtain the guarantee for the final output u(%).

Lemma A.8. Forall S > 1, assume we have
2 (s)
(a<s)) < 4A Yt € [Ty, Vs € [9].

Then

E [A;? (F(u(s)) . F(x*))}

gA%) (F(u(o)) — F(as*)) + % Hu(o) -

s s $)\2 $))\ 2
ix%)_%)l‘x(s)_x*u (@) (a®)
2 t 2~ 1683

s=1t=1

(S) _ gt(S)1

+E

i

Proof. Note that our assumptions satisfy the requirements for Lemma A.7, by Applying Lemma A.7 and make the
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telescoping sum from s = 1 to .S, we obtain
E [Ag,? (F(u<5>) - F(m*))}

<A (F(u(o)) ~ F(a* )

S L A6 _ 406 2 ())? ()2
+EZ Ve 'th‘xts_x* +<(a)_(a>>‘

2 168

T

S+1
)~ g 7(() : s+1) 2
2 %0

gt( ) 959)1

(1) 2
SA%) F(u(o)) — F(m*)) + %T Hz(()s) —z*

S Lo 4 ) 2 @) (a)?
Ve Ye<1 || (s) % (a ) (a ) s (s)
T8 1) D) Py R +( ) o9 - o[
Ls=1 t=1 2 2%5 ) 165 J
0 Y 2
—AY) (F(u(o))—F(ac ) H (0)
S Ts _(s) _ .(s) 9 (s))2 (s))2
Ve Vi1 || (s) % (a) (™) (s) (s)
1) ) Pl LR +< ) o 1]
s=1t=1 2 2%( ) 168
where we use 73" = v and 2" = u(©). O
A.3. Bound for the residual term
We turn to bound the term
S T (5) (s) S 2 S 2
g INORI (@)” (@) &) () |7
Z 9 x + (s) 166 gt g t—1
s=1t=1 2

This follows the standard analysis used to bound the residual term in adaptive methods. We first admit Lemma A.10 to give
the final bound for this term.

Lemma A.9. If X is a compact convex set with diameter D, we have

) S 2 S 2
ZZ - 7t 1 ‘ (s) _ , * 2 + ((a( )) - (a( )) ) (s) gt(s)l
s=1 t=1 2'7t(5) 165

85 (D4 + 2774)
‘ - n?

Ty T

Proof. Tt follows that

S Tu (s) _,(s) )2
Sy 2o “x<s)_x* 2 (@) (aV) H ) ‘2
9 t () 16 9t 9i-1
s=1 t=1 Vi
S T s s s 2 s 2
S 1w = ((a( ) () ) o — g
= S t—
s=1t=1 2 2715 ) 16ﬁ
(5) _ (1 s T )2 )2
WL = e, 3 ()" (a¥) 4 g ‘
2 s=1t=1 (8) 16ﬂ ' o
s 1 S Ts
:’Y(TS)_WS)DQ DA Z( (S> H s) _g(s) ’
2 168 (D* +2n*) & < =1
Ts 4
33 (s e ) () o o
s=1t=1 2%(8) 86 (D* +2n%)
(©)883 (D* + 2n*
985 ( s n)
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, (b) is by noticing %()erl) = *y(TSS), (¢) is by Lemma A.10. O

where (a) is by 7\* > ~(*) and Hxi ) _

Lemma A.10. Under our update rule of 'y,gs), we have

4 S T

T 2
3 -

s=1t=1

(1)

(%) _ B 2 _48(D*+20%)
2 (VTS o ) 168 (D* + 21%) ‘ =

,'72

‘ _ 48 (D* +2n*)

T
~( 1 n* N2 (o
>3 (25 - s () o -2

2
s=1t=1 n
L 1) Q@ 2) (2 n Q@ 1
Proof. For simplicity, g(() ), g§ ), ... ,ggrl) = g(() ), gg ), . ,gng) .. as (gk),CZO and yé ), fﬁ ), e ”7”}1) =
7(()2)7 752), e ,W(Ti), ... as (vk)kzo. For k£ > 1, assume that g,gs is the element that correspond to gj, and let aj, = a(®).

. 2 . 2 .
Then we can write v, = %\/7727,%71 + a2 ||gr — gk—1]|". By writing n*72 = n*y2_, + a3 |lgr — gk—1]|” we obtain

k 2 k 2
7292 = 1298 + Y, a2 llge — geoa|* and hence v = 2\/n290 + S, a2 [lg: — e |

For 1). Using va + b < /a + v/b we have v, < o + %\/Zle a?||g: — ge—1|*. Therefore

D2
7(%—’70) 165 ( D4+2 Zat gt — gi— 1||

Dt k
S? Zat llg: — ge- 1|| Wzat gt — g1 1||

(a)4 4
@48 (D +2n)
S— 7
(12
where for (a) we use az — baz? < 4.

4 D4 4
w. If 7 < 0 we have

48(D*+2n* .
worfz—llf%>

4
S (2%” - 8,8(D27+2174)) a2 ||lgs — ge—1||> < 0 for all k. Assume 7 > 0

For 2). Let 7 be the last index such that v, <

k

ST Y gl?
P 2y 8B (D*+2nt)
1
SZEG? lge = ge-11I”
_7722'715 - Vi—

9 (ve = Ye=1) (Ve +7e-1)
- Z 2y

(b)

<TIZ% Yi-1)

<n*v.
(24& (D* + 2n*)
S E
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where (b) is due to y;—1 < 7, (¢) is by the definition of 7. O

Finally we give an explicit choice for the parameters to satisfy all conditions and give the final necessary bound.

A.4. Parameter choice and bound
The following lemma states the bound for the coefficients.

Lemma A.11. Under the choice of parameters in Theorem A.1, Vs > 1, we have

(a(s))2 < 4A(()5)

and

gz {1
s (s —s0)° s0<s

Proof. As areminder, we choose the parameters as follows, where ¢ = % and s = 59 = [log, log, 4n]

s—so—14c ?

L) {(4n)—0~55 1<s< s
L S0 < §
n
5
4

The idea in this choice is that we divide the time into two phases in which the convergence behaves differently. In the first
phase, AEFS ) quickly gets to Q(n) and we can set the coefficients for the checkpoint relatively small. In the second phase, to

achieve the optimal 4/ % rate, A(TSS ) — Q(nz) In this phase, we need to be more conservative and set the coefficients for the
checkpoint large. We analyze the two phases separately.

First we show by induction that for 1 < s < s,

5—2

AP =140 (4n)=0, (8)
k=0

AP =140 (4n) 0%, ©)
k=0

Indeed, we have

5
T4

_ -1
2
A%) = Aél) + T (a(l) + (a(1)> > ® 1+n ((4n)_0'5 + (4n)_1) ,

?

2 a
Aél) _ Ag%) -7 (a(l)) (:)

RNy

where (a) and (b) are both by plugging in a(!) = (4n) -5 and T} = n. Supposed that 8 and 9 hold for all k£ < s < sq. For
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k=s+1 < sy, we have

2
A(()SH) = A(TSS) — T (a(8+1))

(1 +n i(ém)o‘sk) — n(4n)70'55

k=0

IS

s—1
=1+n) (4n)70%,
k=0

AL+ :A(()s+1) + Ty (a(s-‘,-l) + (a(s+1))2>

Ts+1

@ (1 + nsz_:(4n)0-5’“> 1 ((4n) 70 4 ()0
k=0

s+1

=1+nY (4n) 0%,

k=0

(s)

where (c) is by plugging a(*t1) = (4n)—0.53+1’ Ts41 = n and the assumption on A;”, (d) is by plugging atth) =

X ()2
(4n)=%>""" and T,4; = n. Now the induction is completed. From this we can see that AS) > 1 > % and

A(TSS) > n(4n) 0",

Next, for s > sg, we show by induction that

Ags)>ﬁ+£(8—80—2—|—2(})(3—80—1)—%(8—80—14—0)2,

2 4c
s N n
A(TS) >3 + @(s — 80— 14+2¢)(s—sp)-

Indeed we have A =1 +n 3332 (4n) 705" > n(4n) =05 > n(4n) =05 """ = & Hence

AfotD = glsotD ((a<80+1)) + (a<80+1))2>

Tso+1

(10)

(1)

where (e) and (f) are both by a(®o*1) = 1 T, | = n. Supposed that 10 and 11 hold for all so < k < s. Fork = s + 1
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we have

2
Aés+1) _ A(TSS) T (a(s+1))

@n n s sgte 9
> 2+4€(S—80_1+2C)(8—80)—n<20)
:g+4ﬁc(s_so_1+26)(3_80)_4l62(5—80+c)2,

2

AT Z AL g7 (a(sm + (at) )

=AY 4 Tyl

s

(h) n

n n
3 4—0(5—30—1—1—20)(8—30)—1—2—6(8—50—1—0)
non
—5—&—4—6(5—50—&—20)(5—50—&—1),

where (g) and (/) are both due to T = n, a(sT1) = £=50£¢ gpd the assumption on Agiz ). Now the induction is completed.
We can see that if ¢ = % we have

. 1+(s—50—1—|—c)2 171 75—50—14—02
2 4c c 4c

:n(1+(s—so—l+c)2_s—so4—l+c2>
c

Ay

V

2 12¢
:n(1+(8—80—1+0)2 (s—so—1+c)2_s—so—1+c2>
2 16¢2 24c 4c
B ((s—so—l—i—c)2 (s—so—1)2—3(5—50—1)+(c2—602+12c))
16¢2 24c

(s—so—1+c)? (a(s))2

16¢2 T4

and Ag::) > (s —s0)%

A.5. Putting all together

We are now ready to put everything together and complete the proof of Theorem A.1.

Proof. (Theorem A.1) From Lemma A.11, we know (a(s))2 < 4A(()S) for any s > 1, which implies for any s > 1, ¢ € [T}]
2
<a(3)) < 4A§5_)1.

Combining our parameters, we can find the requirements for Lemma A.8 are satisfied, which will give us

2

E[A) (F@®) - Pe)] < AQ) (P®) - F@) + 2 [ju® - 2"

2 (a<s>)2 (a<s>)2
*( G165 ‘

2,

T, (s)
t

(s)
e
>y

s=1t=1

:E,Es) —z*

gt(s) - gt(i)l

+E

i

~
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By using Lemma A.9, we know

E {A(T? (F(u(S)) _ F(a:*))] < Aé%) (F(u(o)) _ F(x*)) n % H“(O) P . 88 (D* + 21*)

2
(@) 5 v L2 88 (D*+2n*)
< 1 (F@®) = F@)) + 5 [u® A E—
(8) . v
= E [F(u )~ F(z )] —
2A7,
O [Goiess 1S5 <%
(;CS 72 sp < S
where (a) is by plugging in A%) =2 (b)isby A.11. O
* Ife > ¥ we choose S = [log, log, 2X] < [log, log, 4n] = sg, so we have
. 2V
(c) 2V
< (ﬂ) 1-0.55
_ €
T 92 (2L) 0.5
(d)
<€
oga logy 2V ogy logy 4V
where (c) isby n > ¥ (d)lsby( V) 055:(4‘/) o[ toezom2 1] > (41 0,502 1082 . Note that the
final full gradient computatlon in the last epoch is not needed, therefore the number of individual gradlent evaluations is
S-1
#grads—n—FZ T,—1)4+n)+2(Ts — 1)
s=1
< 3ns

4
=3n [log2 log, V—‘
€
1%
=0 (nloglog ) .
€
o Ife < ¥, we choose S = s¢ + L/ 2CV—‘ > sg + 1, so we have

E [F(u<s>) - F(x*)] <

IN
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The number of individual gradient evaluations is

S—1
#grads =n + Z 2(Ts —1)+n)+2(Ts —1)
s=1
< 3nS
= 3nsg + 3n(S — so)

= 3n [log, log, 4n] + 3n

2V
ne

=0 (nloglogn—i— nV(z)) .

€

B. Analysis of algorithm 2

In this section, we analyze Algorithm 2 and prove the following convergence guarantee:

Theorem B.1. (Convergence of AdaVRAG) Define so = [log, log, 4n], ¢ = % Suppose we set the parameters of
Algorithm 2 as follows:

)

o) {1 —(4n)"" 1< s < s

C
s—so+2c S0 <s
1

— <s<

(0 _ ) Tagam L= o= %0
g = 8(2—a(*))al®) )
3i—atn) S0 < S

Ts =n.

Suppose that X is a compact convex set with diameter D and we set ) = ©(D). Addtionally, we assume that 21> > D? if
Option I is used for setting the step size. The number of individual gradient evaluations to achieve a solution u'®) such that
E [F(u®)) — F(z*)] < € for Algorithm 2 is

O(nloglog%) €> %
#grads = v v
O(nloglong— "j) €<
where
L (u©® * (0) x| D? + 2 2 2 27,22”;25332 .
- 5(F(u) - F(x ))+7Hu —x*||" + ﬁ_(l_Tn? v D? 4+ 2(n +D)logf for Option I
2 + ) )
%(F(U(O))—F(x*))-l-’YHu(o) —x*H +n? (%4—5—7) (2522 +ﬁ—’y) for Option I1

B.1. Single epoch progress and final output
We first analyze the progress in function value made in a single iteration of an epoch. The analysis is done in a standard way
by combining the smoothness and convexity of f, the convexity of h and the optimality condition of x§5>.

Lemma B.2. For all epochs s > 1 and all iterations t € [Tg), we have

E [F(ff)) - F(x*)] <E [(1 - a<5>) (F(u(S*U) - F(x*))}

() (5) () 2 2
I (e I ERE )]
2 s s) (s
B B(2—a) (@) A ¢al Hw(s)—x(s) Hz
2(1-a®) 2 K S
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Proof. We have

E :f(z(s)) - f@) )}
§E<vﬂ@1>*” <ﬂ>+§Hﬁﬂﬁﬂf}

[ S —(s —(s —(s S —(Ss —( S B
—E (o210~ 50,) + (V@) 5”7 72, ) + 2 2

2
_xt 1 )

where (a) is due to f being S-smooth. Using Cauchy—Schwarz inequality and Young’s inequality (ab < )‘a2 + 5 L 62 with
A > 0) we have

<Vf(f§5)1) gt(s)af§5 I§5)1>
<fstszy - 2]
(s) (s) B
% va(wt 1) =9 + (1—a(5))
also note that

7 -3 = (¥l + (1 -«

Hence, we obtain

<s>)u(s71>) _ (a<s>x§s_>1 r(1- a<s>)u<s—1>) —a® (gcgs) _ xgs_>1> _

E /@) - @)

[ . 1_ (s) 2_a<> (a))?
<& | (57,0 (o —a9,) ) + 1220 el

1 —a s) H - xt 1
S (A G x90>+@‘”@>ww“*ﬁfﬂﬁ?><Vﬂ(”>wvnfﬁﬂ0}
B(2—a®) (a(s>) ’ ]

2(1—a®)
= {0l (10 (7 o2)) (T 1) (0 )

+E [(1 _ a(s)) (f(u(s—l)) 3 f(fis_)ﬂ)} B B(2—a®) Ea(S) .

()|
‘Vf xt 1 — G

_|_

]

mgs) - xgs)l

ey
2B [0 (o7 =)+ (V@2 (o7 —aith) = (1 -a) (w0 %))

+E [(1 - a(s)) (f(u(s_l)) - f(fgi)ﬂ)} +E E & (1(1(_8);(5()1)(5))

D [(o a0 (o9~ 7))+ (3 00 (5 —2,)) + 1

(s) _ ()
t

2]
Ty 9571‘

—a) () = f(@)]
e 1
e (4,0 (s <))+ 2D o |

+ (1= a) S + a5 @) - f@)] (12)
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where (b) is by Lemma A.2, (c) is because of
[0 -o£2))] e[ o2
(d) isby 0%, = a®®)| + (1 — a®) ul+=), (e) is due to the convexity of f which implies
(Vi@ (o = 72)) <o (1) - f@)
By adding E [ F@) - f(x*)} to both sides of (12), we obtain
E[/@) - fa")]
<g§s), 4 (x(s> B $>> L B2-a) (a®)? ‘

2(1—a®)

(s)

Ly _xtl

<E

(1 a@)Uw“*»—ﬂfD] (13)

Next, we upper bound the inner product < gt(s), al®) (x§5> - a:*) > By the optimality condition of m§5), we have

< (s) e (s))_’_,yt(s) pO) (xgs) xgs)l) (s) *> <0,

where b/ ( ) € 8h( ) is a subgradient of h at x( *) We rearrange the above inequality and obtain
<gt(5) (s) $*>
<a® <h (@) 44 ¢ ( I@l) - zgs)>

(f) s s s s S S * S
a@(Mﬁ)—mé”0+n<wﬁﬂ“<d>—xﬁpw—w9>

()75 (s) 2
Lo (ha”) - haf?)) + (Hwi—)l — = - = ) (14)

2
where (f) follows from the convexity of h and the fact that /’ (x,gs)) € ﬁh(xgs)), and (g) is due to the identity (a,b) =
1 2 2 2
3 (lla+ bl = llall” = 16)*)-
We plug in (14) into (13), and obtain

- th 1 _3775

B 1)~ )]
<E [(1 —a(s>) (f(u(s—n) B f(m*)) o (h(x*) B h(xgs)))]

S s 2 S K s
721q9al®) <’ (®) 2) N <5(2 —a®) (a®)"  4%qWa )> Hx<s> (©

+E Ty 'y

2
—_ HxES) e

2 2(1-a®) 2
CE [(1=a®) (F@C) = F@) + h(a*) = a®h(af?) = (1= a®) A1)

[~ (5) 0(5) g (5) 2 2 2 a® (e A& g5)g(s) 1
+E L (Hx,(fs_)l —z* ) + (6( ) ( ) _hd > Hxﬁ —x§5)1 ‘

*

-

2 2(1-al) 2
Vg [(1 - a(5)> (F(u(s’l)) - F(:L’*)) + Rh(z*) — h(f?’))}

()g(®) 2 2 a®) (a)? () g(®) 2]
+E 7% 14 d (Hfft 1" 2 g )+<6( a®) (a®) % 19 )‘ (=) xgs,)l‘

— T

2 ‘

2 2(1—a®) 2 "
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where (h) is by the definition of F' = f + h, and (7) is by the convexity of & which implies
h@) = (el + (1= a)ulD) <o) + (1= ahutD).
Now we move the term E {h(w ) —h(z (S))] to the LHS, and obtain
E [F(ff)) _ F(x*)}

B(2—a®) (a®)® A qPa® Hx( . H
2(1—a) 2 ! -1

*

— T

2
<E ]

)

+E

O

By Lemma B.2, if = 1 Zt ‘1 Tg *) is defined as a new chekpoint like what we do in Algorithm 2, the following guarantee for
the function value progress in one epoch comes up immediately by the convexity of F'.

Lemma B.3. For all epochs s > 1, we have

E F(u(‘“))—F(x*)] [( a)(F (s=1) (x*))}

T, (s)

1 (s),(s) 2 2
£ SR (g, - o o[
T t=1
Ts 2 s s s
B iz 5 (2 _a< ) (a®)” ) q(9ae) ’x(” _L® Hz
T, &= (1= a®) 2 tooret

Proof. We have

E [F(u<5>) - F(x*)}

213 (rop) - )

S t=1

(1) () - )

Ts (s ¢ al®)
1 Vi a 2 2
e Tzu(uxu =)
Ts 2 (s) (s),(s
Z 2 —a( )) ( (s )) B %—1‘1( )a(®) ’x ) HQ
— ]_ — a(s)) 2 t =1 ’
where (a) is by the convexity of F' and the definition of (* Zt 1 xt ), and (b) is by Lemma B.2. O

Lemma A.8 is a quite general result without any assumptions on any parameters. To ensure that we can make the telescoping
sum over the function value part, and also to simplify the term besides the function value part, we need some specific
conditions on our parameters to be satisfied, which is stated in Lemma B.4. With these extra conditions, we can finally find
the following guarantee for the function value gap of the final output u(%).

Lemma B.4. Forall S > 1, if the parameters satisfy

(2 — a(s)) a(s)

1—al® ¢, s € [5]
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and
(1 —atNTy Ty
TG = g Vs €[S —1].

then we have

B | o (F®) ~ Fa)

g alS)
(1 —aMTy .
_W(F(U(O)) - F(z"))
5 T, _(s) 5 (s) 9 _ A 2
+E ZZ A/gl HJUES—)1 —z*|| — %24 Hx%s) —z*|| + i/ ;Fl Hxis) - 33,@1” ] .
s=1t=1

—a()a® )
Proof. 1If % < ¢'®) for any s € [S], by using Lemma B.3, we know

E |F(u®) - F(z)]
<E [(1 - a(s)) (F(u<8—1>) - F(x*))]

1 Ts ,Y]Si)lq(s)a(s) (,

)

B(2—a®) (a)? v§i>1q(s>a<s)>Hx<s> (s)
t

1
TZ( 2(1—a®) 2 B

1
<E [(1 — a)(F(ut7Y) - F(x*))}

2
S
i _‘xg)_x*

RO

|

s s Ts s s s
q( )a( ) ,Yt(—)l (s) - 2 _ ’yt(—)l Hx(s) _ m* 2 + /3 _ fyt(_)l Hx(s) B x(S) ’2

TS 2 t—1 2 t 2 t t—1

Now multiply both sides by %, we have
TS S *
E {q(S)a(S) (F(U( )) — P )):|
(1 — a‘(g))TS (s—1) *
SE[q@WQ(HU ) - F(a"))
Ts (s) 2 (‘5) 2 _ (s) 2
Ve || (s . Vi1 || () o B—2l1 || (s s

+E; t2l’x£31_x B t21 mg)—x i 2261 xﬁ)—x()lw-

_g(s+D ) ) )
If <1q(f+1)a(3f;+1 < q(s?g(s) is satisfied for any s € [S — 1], we can make the telescoping sum from s = 1 to .S to get

E | o (F®) = F)

%(F(u(o)) — F(z"))

gMa®)
S Ts _(s) 9 (s) 2 () 2

Yt-1 * Yi—1 : * B =7
oS B o - 2 - 2 o]
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B.2. Bound for the residual term

By the analysis in the previous subsection, we get an upper bound for the function value gap of u(®) involving F(u(?)) —

F(z*) and
3 S 2
2 fzg,)lH ] . (15)

In this subsection we will show how to bound 15 under the compact assumption of X'. Before giving the detailed analysis of
the two different update options we first state the following lemma to simplify 15.

s) 2 ,yt(i)l ’ o
t

2+5—’Yt(i)1‘
2

2

Lemma B.5. If 'y(s) > 7 for any s € [S], t € [Ts]) and X is a compact convex set with diameter D, then we have

S Ts s s
,‘Yt(i)l (s) * 2 ’Yt(f)l (s) * 2 /87775*)1 (s) (s)
E E B T, —x ) T, —x + —s Ty —xy
s=1t=1

o] e [L e AR wa—xmﬂ
s=1t=1
Proof. 1t follows that
B R 3 i R G L)
s=1t=1
Iy DY Y e NE T e S = WY B Y IR JNEY
s=1t=1
(%)XS: & mf;)l RO %(2) o — [ + % —2%(5)1 D2y B 2%(5)1 o6 — a2,

@
Il
—
-
Il
—

S /() (s) , T ) () (s) ,
v p 1, * Ye o T Vi< B ="
Z(%W Y \x(ﬁ)*x D e & m”)
s=1 t=1
S (s) 9 (s+ 9 Ts (s) . (s) . (s) 9
5 (3 - -2 e e 2 )
s=1 t=1
(1) s (54D s S T () _ (o) o ,
7 1 * Vi S+1 * Ve V-1 ﬁ Ye-1 s s
:OTHIEJ)_I -5 ng ki +;t:1 > D HIE)_Ig—)ll
(1) 9 S T (s) _ () _ 9
R R B DR
s=1t=1
c 2 Ts (s) _ (s) _ (s) 2
(_J% H“(O) T S P 2%_1D2 LB 2%_1 ngg ORI
s=1t=1
where (a) is due to 7\* > +{*), and Hx( ) , (b) follows from the definition of z{" ") = (s) and "tV = A/(Ti)’

(¢) is by the definition of J;é ) = 4 and 7( ) = = 7. Now Taking expectations with both sides yields what we want. [

With the above result, we can show the bound of 15 under Option I and Option II respectively. There are two key common
parts in our analysis, the first one is to notice that we can reduce the doubly indexed sequence {xis)} and {%(S)} into two

singly indexed sequences, which are much easier to bound. The second technique is to define a hitting time 7 to upper
bound fyts). Read our proof for the details.
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Lemma B.6. For Option I, if X is a compact convex set with diameter D and 21? > D?, we have
S T, (s) 9 (s) 9 _ A 2
B[ 30 ot o 2 et 22 ot ]
s=1t=1

2
i
2 18 (1 DQ) r ) - =
+lz-|s—=17 D? +2(n* + D?)log ~——~
[ (2 4n? ( ) ¥

Proof. For Option I, by the definition of ’yt(s), we have
A >4 s e8], te [Ty

By requiring that X is a compact convex set with diameter D, we can apply Lemma B.5 and obtain

5 T, _(s) 5 (s) 2 _ ) 2
Yi—1 s * Yi—1 ] * B V=1 s
L s 2]
s=1t=1
s (9) (s) _ A 2
S% Hu(o) 1K ZZ Ve ’Yt Lp2 B 2%71 ‘xgs) _xgs_)lH 1 . (16)
s=1t=1

Note that the last element xT (resp. 7T ) in the s-th epoch is just the start element a: (resp 7 ) in the (s + 1)-th

epoch, which means we can consider the doubly indexed sequences {xt )} and {*yts } as two singly indexed sequences
{z},t > 0} and {v;,t > 0,7 = ~} with the reformulated update rule as follows

Il 2
vz—v;_l\/w”xt nﬁ““ ~

Besides, by defining 77 = Zle T, we have

S Lo () _ . (5) _
3 7 % 12y B 2%4 Ms) O
s=1t=1 t=1

2 T Y
‘ _ Yt 2'Vt—1D2+5 Yi—1 Hx;

_9”271}’2-

Note that we require 21 > D?, so if v > 222" %2 & B (1 - D—z) y<0= g — (% - %) vi_1 < 0, by using the
reformulated update rule, we have

’
/

A A
Z’Yt ’Yt—1D2_|_ B—Y-1 Hx; —x;_1||2

iR 2
()= (i) e B=Ya g2
_; 2 fYt +fyt 1) D + 2 th l‘tilH

2 A
—Z ) A L |

5
< <’Yt 1p ’Yt 1> || - ;_1”2

B 1 D? ’ 2
{2 - (2 e )% 1] H‘Tt 5”%1”
1

Q

IA I
O ~
I ’i
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2
where (a) is by y; > «y;_,. Now we assume 7y < 25{’%, define

2
T = max {t €T 7 < 2772_1)2} '

By our assumption on v, we know 7 > 1, Combining the reformulated update rule, we have

= B = 2
— Mt—1 — Mt—1
t 2 t D2 + 2 t H ; _ ;_1H
t=1
T/
B 1 D? 2
< 2 {2 — (2 - 4772) %1] ||x2 *%471”
[ 1 D? 2
<[5 - (G- 72) v et ot

®[s 1 D?\ J< 2
< 2—<2—4nz>7 > llat =i
L < t=1
©[B 1 D2\ ] = 9
= z‘<z—4nz)7 <D2+Z|\ri—wé_1||
@ [ B (1 D2> ] 2 Q'Yt — (- 1)
2D (2= )4 [D*+)
L2 2 An?) Z (vi-1)?
© 3 (1 D2> (e 2 o (1) = (3-1)?
<|s-(s- )7 | D*+(#*+D RNLZANEER A VAR
23w D CRE
o ‘5 <1 D2) 7 ) ) T—1 7/
<|s-(5-= ) [D*+2(»*+D log —
L2 2 4n?r) ] ); Vi1
[ (1 2) -< 2 2 VT 1
=== (=-S5 )| [D*+2(n* + D?) log =L
12 2 An?) ) ¥
( r 2
218 _(1_D°
=12 2 2

. 2n°8
2_1N2
7y 2L 2 77 + D2) log 2n*-D* ,
i Y
D,

(d) is by the reformulated update rule, (e) is due to

where (b) is by 7{_; > 7, (c) isby |2l — 2/ _,|| <

/ / 2
— _ D2
7;2721\/1‘?”%7;251” S’Yéfull"'ﬁv

(f) is by the inequality 1 — 5 < logz? = 2logz, (g) is by the definition of 7.

Combining two cases of v, we obtain the bound

S T, . (s) o (s) / A A
Z ’Y 'Yt T " Micipe % ‘ xgs) (s) H Vi Q’Yt—l D? 1 s 2’Yt—1 [EAa
=1 t_l

~

s=1
2n°8

B (1 D2) r ) s T ysrd
<2 (== )~ [D*+2#? + D?)log 2=2=
[2 2 4n? ( ) v

a7
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By plugging in (17) into (16), we have

SA %(5)1 (s)
E E:E:‘§WVF1—ﬁ
s=1t=1

fEES) - xz(fs—)l

2 B ’Vt(i)1 ‘xgs) o 2 n ﬂ_%@l )

2

J

2 + 20’8
Y (0) * 2 ﬂ 1 D 2 2 2 22 —D2
<— - el D +2 D7) log ———
_2Hu T +[2 s 1z)? + 2 (n* + D?) log >
O
Lemma B.7. For Option II, if X is a compact set with diameter D, we have
5 T, _(s) 5 (s) 2 _ ) 2
E ZZ ’Yt2—1 xgi)l _ = ’Yt2—1 ‘ xgs) | B 2%,—1 ‘ xgs) _ %Ei)l ’ ]
s=1t=1
+ 2
Yoo x|, 0 (D 2D
Proof. For Option II, by the definition of fy( %), we have
% 2 Vs €8], € [TL].
By requiring that X is a compact convex set with diameter D, we can apply Lemma B.5 and obtain
S Ty S s
YO @ W W e LB e e P
Z T Ty =T — Ty — X +T Ty =Ty
s=1t=1
(s) 2
Yl 0) ’Yt ’Yt 1 2y B =7 () (s
§§Hu _HE o 1; D 9 Ty Tyl . (18)

Note that the last element xT) (resp. g )) in the s-th epoch is just the starting element 330 s+1) (resp. 'Yo st )) in the (s+1)-th

epoch, which means we can consider the doubly indexed sequences {xt )} and {'yt } as two singly indexed sequences
{z},t > 0} and {v;,t > 0,7} = ~} with the reformulated update rule as follows

r 2
i =y + 12l

Besides, by defining 77 = Zle T, we have

S Ts _(s) (s) (s) T ’ /

Vi *’Yt 1 B =% s s Y~ Vi—1 B—Y-1 2
E D? + 5 ’xi ) —x, )1 ’ = E 5 D? + 5 |y — 2|
s=1t=1 t=1

Ifvy > 173]—22 + B8 < % + ’8 1<0= % + % < 0, by using the reformulated update rule, we have

T / ’ T’ 2 /
Ve — Vi B = 2 D*  B—_ 2
St P e = 3 (g + ) I
< 0.

Now we assume 7 < 2 —|— 8. Define

D2
T= max{t e, vi_1 < 7 +5}
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By our assumption on v, we know 7 > 1. Combining the reformulated update rule, we have

/
/

T / /
A B—~l_
Z’Yt 2% 1D2+ 2% 1 th _xt—1H2

t=1

LN R NV
=3 (o + ) ot = et

D? B —i
(5 + =51 ) i = P

= \21
D*  fB—vy
(2772+2) n? (v =)
2

(o) D*  B—v\ o, ||x’7—x'771||
- (2772 + 2 77 ’Y‘rf + 772 ’y
(d) 2 —’y) D?
<l|5mt n2<2+5—7>

<2 2 D) 2

n

2 2 2

_n (D7 L 2D _
_2<n2+ﬁ 7><772 +h 7)’

where (a) is by the fact v,_; > ~, (b) and (c) are by the reformulated update rule, (d) is by the definition of 7 and
e, = ]| < D.
Combining two cases of v, we obtain the bound

_ A0
Zz% ’Yt 1D2 B 2%—1’%5

s=1t=1

2
=

_Z% Vi- 1p2 o B 2% 1H$2—x£_1’|2

2 /D2 * /op2
§772<n2+ﬂv) (772+/37>. (19)

By plugging in (19) into (18), we have

%2, A2 e L B e e
ZZ xt 1 - ) Ty — X +T Ty — Ty
s=1t=1

2 2 D2 + 2D2
+ L (S +8-7) (S5+8-7).
2 \n n

<2 Huw) —

()

B.3. Parameter bound

Combining the previous two parts analysis on the function value gap and the residual term, we already can see the bound for
F(u'®)) — F(z*). However, we need to make sure that our choice stated in Theorem B.1 indeed satisfies the conditions
used in previous lemmas, besides, we also need to give the bounds for our choice explicitly. The following two lemmas can
help us to do this.
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Lemma B.8. Under the choice of parameters in Theorem B.1, ¥'s > 1, we have the following facts

o) < 1
=3

(2—a®)a®
1—a®
(1 —astNTypy T,
gD+ = (o))

—

5)

b

<q

Proof. Under the choice of parameters in Theorem B.1, the first inequality follows that

. . _oglosalomzan 1
) =1 — (4n) """ < 1 — (ap) 00 =5
For the second inequality, note that

(2 al) a® {(2 —a®) (a®)? 1< s< s

(1—al®)q) B s 50 < s

—a()a®
By noticing (2 — a(s)) (a(s))2 < a'®) < 1, the inequality % < ¢'*) becomes true immediately.

For the third inequality, note that we have Ts = n, we only need to prove for any s > 1, there is

1—als+D 1
DG = g

We consider the following three cases:

e For 1 < s < sg — 1, note that (1 — a(S“))2 = (4n)70'58 =1—a®, q(s) =

1
= =t )a We know
_ s+1
1‘17() =(1- a(s+1))2
q(s""l)a(s""l)
=1—a®
B 1
- q(s)a(s) ’
« For s = s, note that a(s0+1) = e = g_g/@, gsotl) = 8(2;?1(5:);1)f1(:;+1) we have
1 — also+h) 3(1 — also+1))?
q(so+1)a(80+1) a 8(2 _ a(so+1)) (a(so+1))2
1
2
W a0
O} 1
B q(so)a(50)7

where (a) is by a(*0) < 3. (b) is by g0 = @_Tl))aw)

—a()a(®) o s
* For s > so + 1, note that ¢(*) = %, by plugging in ¢(*), we only need to show

(1 —alst1))? 1—a®)
(aCTDP2(2 — al¥1) = ()22 — al)’

IN
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Plug in a(®) = m the above inequality is equivalent to
(2(5 — 50) +3¢)(5 — 80+ 1 +2¢)(s — 59 + 14 ¢)> < (2(s — 50) + 2 + 3¢)(s — 50 + ¢)(s — 50 + 2¢)%.
Lety = s — so > 1, we need to show
2y+3c)(y+1+20)(y+1+¢)* < (2y+2+3¢)(y + o) (y + 20)°

is true for y > 1. People can check when ¢ = 3"'4@, the above inequality is right for y > 1.

Lemma B.9. Under the choice of parameters in Theorem B.1, Vs > 1, we have the following bounds

1—aTy 1

q(l)a(l) B 4

and

q®a®) (4,0%0.55 1<s< s
T = 2(5+v/33)c? :
8 3n(s—so+2c)?

Proof. Note that a(t) =1 — ﬁ, Ty =n, ¢V = m, plugging in these values, we obtain

(1 —a"Ty
¢Wa®

_ a(l))QT1

—
= D

e For1 < s < sg, note that ¢(*) = W in our choice, so we know

¢®al®) 1

Ts Ts(1—al®)
@__ 4
(4n)1—05°

where (a) is by plugging in T, = n and a®) = 1 — (4n) ~0%",

()49
« For s > s, note that ¢¢®) = % we have

¢ al®) _8(2— a(s))(a(s))2
T,  3Ts(1—a®)
) 8(2 —al)(al)?
3n(l —al®)
(@ 2(5++/33)c?
= 3n(s —so +2¢)?’

I=

Ao

where (b) is by plugging inTs = n, (¢) is by noticing ?:ZE; < i:gizi; = 5+21/§ for s > s, and plug in

(s) — c
a ~ s—sg+2c’
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B.4. Putting all together

We are now ready to put everything together and complete the proof of Theorem B.1.

Proof. (Theorem B.1) By Lemma B.8, Vs > 1, we have

(2 — a(s)) a(s)

(s)
1= a® <q7,
(1—ab* Ty _ T,
q(5+1)a(5+1) - q(s)a(s) ’

Hence all the conditions for Lemma B.4 are satisfied. Besides, we assume X is a compact convex set with diameter D,
which satisfies the requirements for Lemma B.7 and B.6.

1. For Option I, by Lemma B.4 and B.6

Ts () , (1T o) 1 2 @ —
E | g (F®) = Flat)| < =g (F®) = Fla N+ [u® -2
2%
B (1 D2> yr 2 2 2 2n?—D?
+l-|ls—=5]7 D* +2(n" 4+ D7) log ———
{2 2 4 ( ) gl
2. For Option II, by Lemma B.4 and B.7
Ts (S) * (1 -aM)Ty (0) * Y, 0 «||?
E| @ F®) ~F@)| < —qm—(Fu®) - F ))+§Hu -
2 2 + 2
n® (D 2D
+ = +B—7> (‘FB—W)-
2 (172 n?
Plugging in the bound % = 1 from Lemma B.9, we have
]E{q(s)a(s)(F(“ )= F(a))] < 35
(9) ()Y
) _ )] <« 2%
:>E[F(u )~ F(z )} <
(a) (471)21% 1<85 < s

=< (54+33)c*V ’
3n(S—so+2c)?

7 a5

where (a) is by the bound for 47— from Lemma B.9.

e Ife > ¥ we choose S = [log, log, 2X] < [log, log, 4n] = sg, so we have

2V
(4n)1-0-5°

2V

(%) 1-0.55

IN

E [F(u<5>) - F(:c*)}

—
INS

€
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logg logy £Y oo logs AV
where (b) is by n > ¥, (c) is by (2¥) —0.5% (21) o[ toma ez 2] > (1Y) —0.5losalos2 T %. The number of
individual gradient evaluations is

s
#grads = nS + Z 2T
s=1

= 3nS

4V
=3n [logQ log, —‘
€
v
=0 (nloglog > .
€

. Ife<%,wechooseS:$o+ ’76< W‘lz;)—‘ > 50+ [c( w-g’)—‘ = sg + 1, so we have

5+/33)c2V
S)y _ | < (
E[F(U ) F(:E )}_37’1(5—804-20)2
B (5+33)c2V
= 2
3n(80+ {c( (54'3@/—?)—‘ +20)
(5+33)c2V
= 2
3n (C\/ 7(5+§{§)V + g)
(5+33)c2V

IN

2

/ (5+V33)V
3n (c I >
=€

The number of individual gradient evaluations is

s
#grads = nS + Z 2T

s=1
=3nS
= 3nso + 3n(S — so)

(B+V33)V 15

= 3n [log, log,, 4 3
n [logy logy 4n] + 3n |c o 3

=0 (nloglogn—f— “nV> .
€

C. AdaVRAE for known [

In this section, we give a non-adaptive version of our algorithm AdaVRAE. The algorithm is shown in Algorithm 3. The
only change is in the step size: we set ’yt(s) = 80 for all epochs s and iterations ¢. The analysis readily extends to show the

following convergence guarantee:
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Algorithm 3 VRAE

Input: initial point (°), smoothness parameter 3.
Parameters: {a(®)}, {T.}, A%) >0
z() = 2V = u®, compute V f (u(®)
fors=1to S: )

A¢) = A7) ~ T, (a®)

fort =1toT,:

oo
Lot AP — A, + a0 4 (o)

7( ) = A(S) (A§6)1f(6) Jra(s)x(‘s) ( (S))2u(sfl)>

ift £ Ts:

Pick zg *) ~ Uniform ([n))
() _y 7z _ v (s—1) V£ (us—D
9 fio(@7) =V fro (W) + V f(ul*Y)

else:
= V@)
zt(s) = argmin,cy {a(s) <gt(s) > +a®h(z) +48 Hz - zt 1 ‘ }
ul® = f(()sﬂ) E(T)’ Z(()S+1) _ zTS) g(()s+1) _ QTSS)

return ¢ (%)

Theorem C.1. Let sg = [log, log, 4n], ¢ = % If we choose parameters as follows

(s) {(471)0'55 1<s<sg
a =

5780221+c S0 <5
T, =n,
40 _5
To — 4'

The number of gradient evaluations to achieve a solution u'S) such that & [F(u(s)) — F(m*)] < e for Algorithm 3 is

p O(nloglog%) ifez%

rads =

#9 O(nloglogn—i—\/%) ife<%
L2

where V = 2 (F(u") — F(z*))

Proof. Note that Algorithm 3 is essentially the same as Algorithm 1 by choosing fyt(s) = 8/ with no other changes. Hence
the requirements for Lemma A.8 still hold. So we can obtain

E[4%) (F@®) - F)] < A (F@®) - Fa*) +48 [u® - 2

Then by the similar proof in Theorem A.1, we get the desired result. O

D. AdaVRAG for known /3

In this section, we give a non-adaptive version of our algorithm AdaVRAG. The algorithm is shown in Algorithm 4. VRAG
admits the following convergence guarantee:
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Algorithm 4 VRAG

Input: initial point «(°), smoothness parameter 3
Parameters: {a(®)} where a(*) € (0,1), {T}
xél) ()
fors =1to S:
78 = a®a(? + (1 — a®)ut=D calculate V f(us~D)
fort =1toT;:
Pick igs) ~ Uniform ([n])
9" = Vi @) = Vo () + V()
—a®)a®
.T?,ES) = arg mingcy {<gt(s), x> + h(z) + %
EES) _ a(s)xgs) +(1- a(s))u(s—l)
W = L YT o) et ()

T, 2ut=1 %t » X
return (%)

Theorem D.1. (Convergence of VRAG) Define sq = [log, log, 4n], ¢ = ?ﬂﬁ. If we choose the parameters as follows

¢
s—so+2c S0 <s

T, =n.

4 — {1 —(4n)"" 1< s < s

The number of individual gradient evaluations to achieve a solution u'%) such that E [F(u(s)) - F (x*)] < e for Algorithm
4is
O(nloglog %) €>

#grads =

3 s

O (nloglogn—i— 1/%) €<

where

2
V= S(F®) — Fa)) + 8 [u® - 2

Before giving the proof of Theorem C.1, we state some intuition on our parameter choice. Note that by defining the following
two auxiliary sequences

1
@ _ ) [matyam L1S85=50
= 2—a())a(® )
T—a(® So < S

EBIWE
(5 _B2-a")a
N1 = T gmyge e T

the update rule of xgs) in every epoch in Algorithm 4 is equivalent to the update rule of xﬁs) in every epoch in Algorithm 2.

Since 'yt(i)l is a constant in the corresponding epoch now, we will use v(*) without the subscript to simplify the notation.

The above argument means that we can apply Lemma B.3 directly to obtain the following lemma.

Lemma D.2. For all epochs s > 1, we have

E[F(ul) - F(a")| <E {(1 =) (Ft) = P(a")) + 19q el (ngs> _

2
(s+1) *
2, - on o

)i
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Proof. By applying Lemma B.3, we know
E [F(u<5>) - F(x*)]

<E|[(1-a¥) (Fut) - F@"))]

N PO 2 2
1 19°77a (s)
+E Z(th -z —th —z" )]
T, & 2
Ts s s 2 s s s
2(1—a®) 2 o —al?
S t=1
[ () g(8) g (s) 2 2
Wg (1 — a(s)) (F(u(s_l)) — F(z* )) T q . Z Hmt =T - ngs) —z* ]
y (9)4(5) ) 2 >
S S— * /y q a S
=E _<l—a( )> (F(u( Dy~ F(z ))—i—T (Hmé)—x —Hx(T)— )}
r () g
g (1 — a(s)> (F(u(s_l)) - F(:c*)) + q - (H H G g )} :
i< by +() B(2=a®)a® () by 2D _ (9
where (a) is by 7,7, ¢®) = = ——— — and (&) = 4%Vt € [Ty], (b) is by x5 =xp . O

s

Now if we still multiply both sides by q(S)Tﬁ, we need to ensure that 4(*) can help us to make a telescoping sum. However,
this is not always true. So we need some different conditions as stated in the following lemma to obtain a bound for the
function value gap of u(%). The new bound for the function value gap of u(S) for Algorithm 4 is as follows.

Lemma D.3. IfVs # sq, we have
a3t < q()

(1 —al*)Ty iy T,
q(5+1)a(5+1) - q(s)a(s) ’

Additionally, for sy, assume we have

(L—a® ) Ty (1—aCo)T,, .
(2 — also+D) (aloo+D)® = (2 = a(s0)) (al=0))’

Then for S < s,

E [ Ts(s) (F(u(S)) — F(x*))} < m (F(u<0>) _ F(x*)) n g H“(O) .

qSa gWal®
For S > s,
e [C S S () - )| < SN () - o) + 5 a0 -
Proof. By applying Lemma D.2 and multiply both sides by ﬁ ,we have
E L(g;(s) (F(u(s)) —F(x*))} <E (1;:)’:()5))% (F(u(s_l)) B F(x*)) . 7(25) (Hxés) _ 2 Hxésﬂ) - 2)1 .
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For S < s9

E {q(gj(s) (F) - F(x*))}

(1 — a(l)) Tl s vy (s) . 2 s+1) . 2
= [ T (Fe™) = Fa)) + 305 <H ol I AR >
s=1
@ (1 —a®) Ty 5. 5(2- a<s (al)? - s+1) _ 2
= a0 (P = FG) +E |3 £ ng+ ‘e
s=1
(1-a®)Ty B(2—a) (au) e

= Mal) (P~ F@)) +

2 ng” -

1= a ) (@)’ -

(2 — a®) () } .
+E ; ) (H »
—-E lﬂ (2 a‘;) (a'®)) (ngsH) e 2)]

® (1 =aM) T,
(q(f)la(l))l (F(u<0>) - F(x*)) n g H“(O) .
) lﬂ (2—a®) (a(s))2 (ngSH) e 2)] |

2
where (a) is by the definition of 7(*) when s < sq, (b) is by (2 — a() (a(l))2 < land 2" = u(©), additionally, note that
our assumption a(**1) < (9 = (2 — a(s+1)) (a(5+1))2 < (2-a®) (a(s))z.
21

=T

For S > s, we can also make the telescoping sum from s = sy + 1 to S by a similar argument to get

(1 _ a(so-‘rl)) Tyyt1 . . B | (so+1) "
e ey (Fut) = F@)) + 5 26" -2

E L(gz(s) (F(u(s)) - F(a:*))} <E

Multiplying both sides by (2 — a(SO)) (a(s(’))2, we have

[(2 = a>0)) (at)) T,
e|! Q(S))CE(S) Ls (F) = F@n)
:2_ (50)) (q(50)? (1 — g(s0+D) T 9 _ q(s0) <s> 2
<E ( a° ) (a(sz_‘_)l)((so-‘r?) ’ ) so+1 <F<u(so)) *F(f")) + B( a 02) ( ’ H (s0+1) g ‘|
q a
[(2 = a(0)) (a0} (1 = a0t T, 2 — q(50)) (g(s0))? 2
(;)E ( a‘°o ) (a 0 ) ( a‘\° 2) 0o+1 (F(u(90)> _ F(,’I}*)) + ﬂ( a\’° ) (CL 0 ) Hl‘éer’l) — ,
(2 _ a(So-‘rl)) (a(so-‘rl)) 2
where (¢) is by the definition ¢(s0*t1) = % Note that by our assumption

(2 - a*0) (@)’ (1 - at+0)° T
(2 _ a(so+1)) (a(so+1)>2

IN

(1 - a(so))TSO

— TSO
o q(so)a(so) ’
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so we know

S0 S0 2
. l(z—w V)T () F(x*’)]

7®a®

8 (2 — a(so)) (a(SO))2 (s0+1) .
o5 -

<E 5 x

TSO (s0) *
q(s0)g(s0) (F(u V) - F(a )) +

Now combining

2‘|
(1-aM) Ty 2

Tso (s0) * (0) * 5 (0) *
E [q<50>a<50> (Pt = Fe ))} < e (FE®) = Fa)) + 5 o —a

S S )
B (2 —al ")) (a( 0)) (Hx(swl) " ) 7
we have

2
9 — q(50)) (q(s0) 2 T 1—a\T
E [( q(s))i(s) ) Ts (F(u) F(x*))] - w (F®) - Pl) + g [u® o

—-E

2

Using the above new lemma w.r.t. the function value gap of u(%), we finally can give the proof of Theorem D.1.

Proof. (Theorem D.1) Note that by our choice a(**1) < a(*) is true for any s # so. Besides, our parameters {a(s)} and
{q(“‘)} are totally the same as the choice in Theorem B.1 when s < sy. Hence we know

(1- CL(S+1))T9+1 T
q(s+1)a(s+1) - q(“‘)a(s)

is still true for s < sg — 1. For s > sg + 1, note that our new {q(s)} are only different from the choice in Theorem B.1 by a
constant, which implies
(1 —a+NTy iy T,
G+ = g(8)g(s)
also holds for s > sy + 1. Besides, we can show

(1 — a(so+1))2 Ty ) 1- a(so))Tso
(2 — also+D) (a<su+1>)2 T (2—al) (am))?

is true by plugging in the value of a(*0+1) = 1132, and noticing that al0) < % Hence all the conditions for Lemma D.3 are
satisfied, then we know for S < s,
Ts (S) . (1-aM)Ty (0) . B, _ |
E L(S)a(é‘) (F®) = Fa)| < ¢@a (F@®) = F@)+ 5 [ =]
For S > s,
(2 — al=0)) (a(so))2 Ts (1-aM) Ty 38 2
)y _ * )y _ * Lol | P (O
E [ 1 a®) (F(“ ) F )) S T M0 (F(“ ) - P )> 3 H“ v

By noticing
a(so) -1 (4n)—0.5“0

_0.5(logz log2 4n)+1

>1— (4n)

-

\/i

a0y 2257
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and
(1—aM)7 1

PIOFIO Y
combining the fact that our new {q(s) } for S > sy have the same order of the choice in Theorem B.1. Following a similar
proof, we can arrive the desired result. O
E. Hyperparameter choices and additional results

Table 2 reports the hyperparameter choices used in the experiments. VRAG and VRAE are the non-adaptive versions our
algorithms (Algorithms 3 and 4). We set their step sizes via a hyperparameter search as described in Section 3. Figures 5, 6,
7, 8 give the experimental evaluation of our non-adaptive algorithms.

Table 2. Hyperparameters used in the experiments

Dataset Loss SVRG SVRG'™ VARAG VRADA VRAG VRAE
logistic 0.5 0.5 1 1 1 1
ala squared  0.01 0.05 0.05 0.1 0.1 0.05
huber  0.05 0.1 0.1 0.5 0.1 0.1
logistic 0.5 1 1 1 1 1
mushrooms o ared  0.01 0.01 0.05 0.1 0.05 0.01
huber  0.05 0.1 0.1 0.1 0.1 0.05
logistic 0.1 1 1 100 1 5
wia squared  0.01 0.01 0.01 100 0.05  0.05
huber  0.01 0.1 0.1 100 0.1 0.5
logistic 50 100 100 100 100 100
phishing - ared  0.05 05 1 | I )

huber 0.5 1 1 5 5 5




Adaptive Accelerated (Extra-)Gradient Methods with Variance Reduction

10t

function value

0°

10t

0°

function value

107

1072

function value

10°

107t

L2x 107

4x 107

316x 107

6% 107

34x 107

12x 1070

— VARAG
—— VRAE
— VRAG
—— VRADA
o pt) o 0 E) Y &
#gradsin
(a) Logistic loss
—— VARAG
—— VRAE
—— VRAG
— VRADA
) 10 n BN P 0 &0
#gradsin
(a) Logistic loss
— VARAG
—— VRAE
— VRAG
— VRADA
) it 0 E) ) 50 )
#gradsin
(a) Logistic loss
— VARAG
—— VRAE
— VRAG
—— VRADA
o 10 Y B E) 0 &

#oradsin

(a) Logistic loss

function value

function value

function value

function value

-
L

-
2

107t

10
g 10!
g
E
10°
2 0 p) 30 0 Y &
#grads/n
(b) Squared loss
Figure 5. ala
10°
10
ER
é 107
10
h 10 P Bl P D &
#grads/n
(b) Squared loss
Figure 6. mushrooms
—— WARAG
— WHAE
— WRAG
—— WRADA
L 107
T
2 10°
0 bt 0 0 0 0 &0
#grads/n
(b) Squared loss
Figure 7. w8a
= WARAG
—— WRAE
— VRAG 10"
—— WRADA
g 107
H
107
0 0 P : E) = &

30
#orads/n

(b) Squared loss

Figure 8. phishing

0 10 20 30 40 50 60
#grads/n
(c) Huber loss

c;
=

20 40 50 60

0
#grads/n

(c) Huber loss

— VARAG

— VRAE

— WRAG

— VRADA
1) 1 0 : 40 0

30 60
#grads/n
(c) Huber loss
— MRAG
—— WRAE
— VRAG
—— VRADA
0 bt 0 B E) s &
#grads/n
(c) Huber loss




