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Recent experimental advances in frequency-domain spectroscopy have resulted
in large increases in the quantity, quality, relative intensities, and inter-species
correlated rotation-vibration population distributions. When a spectrum is
recorded without scanning a laser or a monochromator, it can yield meaningful,
information-rich relative intensities. We discuss a series of examples in this paper.
This series culminates in two examples of multiplexed spectra: Chirped Pulse
millimeter-wave Spectroscopy and Velocity Map Imaging. A few-μs duration
chirped pulse of millimeter-wave radiation is generated electronically without
appreciable pulse-to-pulse variation of either the pulse itself or the system to which
it is applied. A velocity map image is collected event-by-event on a 2-dimensional
detector, without significant variation of the laser frequencies that generate the
detected species. The availability of new classes of experimental data have led to
the asking and answering of previously unimaginable questions about the structure
and dynamics of small molecules at high levels of internal excitation, especially
in explicitly targeted regions of state-space. Spectra are assigned based on
observation or reconstruction of simple patterns. These patterns are broken by
spectroscopic perturbations. The broken patterns can be collected and arranged
into a higher level of pattern: a pattern of broken patterns. These perturbations
can be interactions of an electronic “bright state”with multiple vibrational levels of
several electronic excited “dark” states or, for the 3N-6 vibrational normal modes
of an N-atom polyatomic molecule, vibrational polyads. Polyads are much more
robust than vibrational normal modes because, as excitation energy increases, the
values of the matrix elements and the dimension of the Heff polyad matrices
depend in a simple, a priori known manner on the polyad quantum numbers.
At high excitation energy, the energy and structure of transition states for
isomerization become encoded in a broken pattern of broken patterns, for
example, the transition state for trans-cis isomerization in the S1 state of acetylene.
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Information about photolysis transition states comes from the vibrational
population distribution of photofragments and from inter-species rotation-
vibration correlated population distributions. Vibrational satellites on the J=0-1
rotational transition of HCN/HNC in the Chirped-Pulse millimeter-Wave
(CPmmW) spectrum reveal the mechanism(s) of 193 nm photolysis of Vinyl
Cyanide. Correlated population distributions of CO and H2, observed by Velocity
Map Imaging (VMI) reveal the roaming mechanism for dissociation of H2CO via
excitation of selected predissociated levels.

Introduction

Many spectroscopists view the determination of molecular structure as their primary job. But
molecules are not static; their dynamical behaviors are encoded in their frequency domain spectra.
In isolation and at low internal excitation energy, molecular dynamics might appear simple, but the
frequency-domain spectrum contains abundant clues about what will happen in collisions and at
high excitation energy. Spectra speak to us about dynamics in a language that we do not easily or
fully understand. We tend to view the extremes of static geometric structure and statistical dynamics as
unrelated (1). However, the intermediate region of mechanistic dynamics is rich with encoded insights
about dynamical outcomes that will happen or could be made to happen. Our goal in this chapter is to
present examples of ways in which dynamics is encoded in eigenstate-resolved spectra.

Here is a clue. Eigenstates are stationary, but a short-pulse pluck of a molecule by
electromagnetic radiation can create a coherent superposition of two eigenstates, the dynamics of
which is known by the fancy name, quantum beats (2). The simple intuitive picture of quantum beats
is of a molecule oscillating between two electronic states, one called “dark” and the other “bright.”
The crucial bit of underlying physics is that two “pure” (zero order) states are “connected” by an
off-diagonal matrix element of a term in the molecular Hamiltonian (for example, singlet and triplet
electronic states interact with each other via the spin-orbit term). The pluck is able to excite both of
the two eigenstates (mixtures of the pure bright and dark zero order states) because the bright state
character is “shared” between the two eigenstates.

The example of quantum beats sets the stage to understand the ways that many classes of
dynamics are encoded in spectra. What are the classes of pure states and the physical mechanisms by
which these pure states interact? How are these inchoate interactions encoded in spectra? What do
we look for? What do we do with them once we have uncovered them? Our job is to decrypt the
dynamical code.

Discussion

Spectroscopic Perturbations between Two Electronic States of a Diatomic Molecule

Spectra are “assigned” and reduced to tables of multi-digit molecular constants (3) by various
forms of pattern-recognition (4–8). Some patterns are so simple that they slap you in the face.
Higher-order patterns, albeit simple, are revealed by the use of upper and lower state rotational
“combination differences (9).” Highest-order patterns require use of spectroscopic effective
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Hamiltonian models (10) to extend assignments when some upper- and lower-state rotational
combination differences are unobservable.

Figure 1. A comparison of the SiO H 1Σ+ (0,0) (top) and (1,0) (bottom) bands. The (0,0) band at 1435
Å is perturbation free, but perturbations in the v=1 level of the H 1 Σ+ excited electronic state cause the
(1,0) band to be shattered. Only one electronic state is responsible for the disruption of the v=1 level and

only one fitted inter-electronic state spin-orbit perturbation matrix element is required to create a fully
understood pattern. (Courtesy I.Renhorn) (11). Reproduced with permission from reference (2). Copyright

2004 Elsevier.

Figure 1 shows spectra that sample the v=0 and v=1 levels of the SiO H1Σ+ electronic state
(11). The v=0 spectrum defines “simple” and the v=1 spectrum defines “perturbed.” A few same-
J, same-parity level-crossings of the bright state by a vibrational level of a “dark” state shatters the
R and P rotational branches. But rotational assignment is simple, based on perturbation-free lower-
state rotational combination differences,

where B″ is the known lower state rotational constant, J is the determined upper state rotational
quantum number, and

where E(J)′ is the energy of the upper state J rotational level, R(J-1) is the energy of the R branch
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transition to J′ from J″=J′-1, and Ev(J″=0)″ is the known energy of the lower state v″,J = 0 level. The
key question remains, are these perturbations “one-off” events, or are they the tip of an enormous
iceberg of knowledge about electronic structure and dynamics?

Figure 2. Perturbations in the 28Si18O and 28Si16O A 1Π state. The J-values where each A 1Π vibrational
level crosses a perturber are marked with a different symbol for each observably different type of perturbing

state. This sort of collection of multiple perturbation data provides definitive electronic and absolute
vibrational assignments of all of the significant perturbers of a chosen spectroscopic “bright state,” in this
case the A 1Π excited state, viewed in absorption from the X 1Σ+ electronic ground state. Reproduced with

permission from reference (15). Copyright 1976 IOP.

The answer to this question should be well anticipated by the reader. There will be many
observable perturbations, broken patterns, of several vibrational levels of a well-studied “bright”
electronic state. These broken patterns can be sorted into several classes of patterns of broken patterns.
(i) The pattern of perturbations between the (vbright,vdark) pair of vibrational levels reveals the
electronic symmetry of the dark state (see Kovács, Rotational Structure in the Spectra of Diatomic
Molecules, Chapter Four (12)), for example, a 1Π state will be perturbed at three closely-spaced
rotational levels by 3Σ+ or 3Σ- states, for 3Σ+ the perturbations occur twice in the f-symmetry
component and once at an in-between J-value in the e-symmetry component and, for 3Σ-, twice
in e-symmetry and once in f-symmetry. (ii) There will be a series of perturbations of vibrational
levels of a single bright electronic state by several vibrational levels of a single dark electronic state,
the perturbation matrix elements will exhibit a pattern of magnitudes given by the product of a
vibration-independent electronic factor and a calculable, vibration-dependent vibrational factor,
from which the “matrix element method (13, 14)” reveals the absolute vibrational numbering of the
dark state perturbers (15) (as shown in Figure 2). (iii) The J-dependence of the perturbation matrix
element reveals whether the interaction is homogeneous (ΔΩ=0, J-independent matrix element), or
heterogeneous (|ΔΩ|=1, J-dependent matrix element). (iv)The electronic factor of the perturbation
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matrix element may be reduced to a one-electron spin-orbit or L-uncoupling matrix element or
a two-electron inter-electron repulsion, 1/rij, matrix element. (v) The value of the perturbation

matrix element, determined from accurately measured (one part in 106) energy levels rather than
poorly measured (one part in 10) relative intensities, enables accurate predictions of J-dependent
dark-state radiative lifetimes (and relative intensities of transitions) and magnetic g-values (16). (vi)
the eigenvectors of the perturbation Hamiltonian contain a complete set of bright~dark mixing
coefficients,which provide a predictive map of the most facile inter-electronic state collision-induced
energy transfer pathways: the “energy transfer superhighways (17).”

Anharmonic Interactions among Vibrational Modes of a Polyatomic Molecule: Polyads

An N-atom polyatomic molecule has 3N-6 vibrational normal modes. Perturbations due to
anharmonic interactions between vibrational states will be numerous. Some arise from accidents of
near-degeneracy, but many are accidents on purpose. Whenever a molecule contains two chemically
identical A-B bonds or ABC bond angles, there will be symmetric and antisymmetric vibrational
normal modes of similar frequencies. This results in the occurrence of dynamically important 2:2
“Darling-Dennison” anharmonic resonances via the ksym-antiQsym2Qanti2 anharmonic term, for
which the off-diagonal matrix elements between systematically near-degenerate vibrational levels,

scale approximately proportional to vsymvanti (18). The nonzero matrix elements of the Darling-
Dennison term follow the selection rulesΔvsym=±2,0, Δvanti=∓2,0.As excitation energy increases,
the magnitudes of the coupling matrix elements and the number of quasi-degenerate vibrational basis
states increase. For example, when vsym + vanti = 10 there are 6 totally symmetric basis states (vsym,
vanti) = (10,0), (8,2), (6,4), (4,6), (2,8), and (0,10) and 5 nontotally symmetric basis states (9,1),
(7,3), (5,5), (3,5), and (1,9). The totally symmetric interaction matrix elements are proportional to
13.4, 25.9, 31.0, 25.9, and 13.4 and the nontotally symmetric matrix elements are proportional to
20.8, 29.0, 29.0, and 20.8. In contrast, there are only two interacting basis states for vsym + vanti =
2, and the (2,0)~(0,2) interaction matrix element is proportional to 2.0. The matrix that describes
the coupled near-degenerate basis states is called a polyad, the polyad number is N=vsym+vanti, the

average value of the intra-polyad matrix element increases roughly as (N/2)2, and the eigenvectors
approach local-mode character at high excitation energy, especially near the middle of the polyad
(18–23).

Local modes are special because, at large-amplitude excitation, they typically follow a minimum
energy path toward an isomerization transition state (23). Polyads, owing to the increase in both
matrix element size and the number of mutually interacting members as the polyad number increases
(18–24), are much more robust than normal mode product states. At chemically relevant excitation
energies, state space can be dominated by Darling-Dennison polyads (18, 25). Most of these high
energy polyads are built on top of a small number of quanta of the highest frequency non-polyad
normal modes. This is dynamically significant because the quanta in the normal modes that are not
explicitly involved in a Darling-Dennison interaction are not supposed to affect the numerical values
of the matrix elements in the set of N to N+1 self-replicating polyad matrices (10). The pattern
of broken patterns defined by a family of polyads will break when the large amplitude local mode
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motion, in combination with excitation in a non-polyad promoting mode, leads to a close approach
to an isomerization transition state (26).

Polyads are a pattern of broken patterns. They are ubiquitous and of obvious dynamical
significance. At energies far above where the normal mode picture fails utterly, polyads provide
a compact numerical description, physical insight, and a template for rational external control of
vibrational dynamics. Eigenvector character, transition relative intensities, and a mechanistic
explanation for the small number of “magic” eigenstates that have unexpected chemical properties
flow from the polyad model. But the polyad model must break at the energy and state space location
of an isomerization transition state (26). This broken pattern of broken patterns appears because the
normal mode language spoken by one isomer is different, like English to German, from that spoken
by the other isomer. There are many similarities (some of the same normal modes for both isomers),
but the similarities are embedded in so many unfamiliarities (totally unrelated normal modes) that
the message cannot be decoded.

We have arrived at the threshold of the penultimate step of our journey. This broken pattern
of broken patterns is capable of revealing the energy and vibrational shape/structure of a transition
state!

Polyads in the S0 and S1 States of Acetylene

The (S0) state of acetylene is linear. It has seven vibrational normal mode degrees of
freedom, two doubly degenerate bending modes, πg (trans bend) and πu (cis bend), modes-4 and -5,
and three stretching modes, σg (symmetric C-H stretch), σg (C-C stretch), and σu (anti-symmetric
C-H stretch), modes-1, -2, and -3. The frequencies of these modes are in the approximate ratios
5:3:5:1:1 (19). Kellman showed that, in addition to the rigorously conserved g/u symmetry, there
are four approximately conserved polyad quantum numbers, Nstretch = v1+v2+v3, Nbend = v4+v5,
Nresonance = 5v1+3v2+5v3+v4+v5, ℓtotal = ℓ4+ℓ5 (24). These quantum numbers are approximately
conserved despite the effects of the strongest anharmonic interactions among these modes. In the
absence of collisions, these polyad quantum numbers are well conserved (until the polyads start to
break).However, the ℓtotal quantum number should be especially vulnerable to collisional relaxation.
In particular, polyads with the same values of (Nstretch, Nbend, Nresonance) but values of ℓtotal
different by an even integer will contain sub-sets of eigenstates with nearly identical energies. Inter-
polyad collisional transfer among these quasi-degenerate sets of eigenstates will be facile. This is a
prediction, not an observation. Polyads, each consisting of many mutually interacting normal mode
basis states, are labeled by [Nstretch, Nbend, Nresonance, ℓtotal, g/u]. The vibrational Hamiltonian is
block-diagonal in polyad blocks. Polyad membership and the magnitudes of intra-polyad matrix
elements are governed by the selection rules and quantum number scaling rules of the harmonic
oscillator displacement and vibrational angular momentum operators Q1, Q2, Q3, Q4, ℓ4, Q5, and
ℓ5 (10).

Polyads are vastly more robust than normal modes. As vibrational excitation energy increases,
the number and strengths of inter-mode anharmonic interaction matrix elements increase rapidly. It
might seem that ergodicity is taking over and wiping out any sort of mechanistic balls-and-springs
picture. But this is not true. Once one example of an anharmonic interaction, for example the stretch
or bend Darling-Dennison k1133Q12Q32 or k4455Q42Q52 interaction, is observed at low excitation
energy, the interaction matrix element may be determined via a local, quasi-degenerate state
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deperturbation fit model. Then all examples of this interaction at higher vibrational excitation energy
can be accurately accounted for by matrix element vibrational quantum number scaling rules. The
onset of ergodicity is only apparent! As the vibrational excitation energy increases, the polyad blocks
in the vibrational effective Hamiltonian get larger and larger, but all of the vibration-rotation
eigenvalues and eigenvectors remain accurately predictable. This is a pattern of broken patterns.

Figure 3. Normal modes of the HCCH S1 trans-bent conformer. The displacement structure, mode-#,
symmetry, and frequency of the 6 normal modes are presented. Modes 2 and 3 are Franck-Condon active

from the linear S0 electronic ground state. Modes 4 (torsion, au) and 6 (“cis-bend,” bu) have nearly
identical frequencies and are strongly mixed by both a Darling-Dennison 2:2 anharmonic interaction and a

Coriolis interaction. The result is the domination of state-space by bending polyads, denoted by Bn, where
n=v4+v6. The anharmonic interaction between modes 3 (trans-bend) and 6 (cis-bend) is needed to create a

local-bender, but the strong interaction between the normal modes with frequencies 1047.55 and 768.26
cm-1 is frustrated and apparently concealed by the strong mixing between modes 4 and 6. Adapted with

permission from reference (26). Copyright 2015 AAAS.

What does this buy us? It documents the emergence of local modes, the mechanisms for fastest
intramolecular dynamics, the information needed to compute relative transition intensities and to
extrapolate to the expected level structure and eigenvector characters anywhere within highly excited
state space, the XCC method to disentangle overlapping polyad patterns, conversion of a quantum
mechanical representation into a classical mechanical map of classical phase space, a basis for rational
control of intramolecular dynamics, and a guide to detection of and access to a transition state via a
broken pattern of broken patterns.

As the vibrational excitation energy increases, each polyad expands both in number of states
and spectral extent. The polyads overlap and it becomes difficult to disentangle them. However, a
pattern-recognition technique (discussed below) enables experimental observation of the polyad-by-
polyad patterns in a spectrum.An N-transition pattern consists of N-1 adjacent-level energy spacings
and N-1 relative intensities. This is a lot of information! Disentangled polyad patterns are observable
by cross-correlation of two (or more) dispersed fluorescence spectra that originate from different
assigned vibrational levels of an electronically excited state (6).
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For example, in the fluorescence spectrum of the bent-to-linear electronic transition of
acetylene, the trans-bending vibration (mode-4 in the state, mode-3 in the state) is strongly
Franck-Condon active and the C-C stretch (mode-2 in both states) is less strongly Franck-Condon
active (see Figure 3). Using a tunable laser to excite from the v″=0 level of the linear state, one can
excite to an assigned, low-J′ state of, for example, the v3′=2 and 4 levels of the trans-bending mode

of the trans-bent state. The energy difference of the (v3′,K′,J′) = (2,1,1) and (4,1,1) eigenstates,
E′4,1,1-E′2,1,1, is directly observed in the tunable laser excitation spectrum, hence is precisely known.
The state polyads have a convenient structure in which the total intensity in the [Nstretch=0,Nbend

=v4″, Nresonance = v4″, ℓtotal″ =0 and 2, gerade] polyad derives from a single bright state, the
(v1″=0,v2″=0,v3″=0,v4″≠0,l4″=0 and 2,v5″=0,l5″=0) trans-bending overtone basis state.

Recovery of Patterns: Extended Spectral Cross-Correlation (XCC) Method

The energy level pattern within each polyad is experimentally revealed by the Extended Spectral
Cross-Correlation method (6). Two (or more) dispersed fluorescence spectra are recorded from
known and assigned low vibration-rotation levels of the state: for example, the (v3′,K′,J′)= (2,1,1)
and (4,1,1) levels. The (4,1,1) dispersed fluorescence spectrum is shifted by E′4,1,1-E′2,1,1 to bring
the lower-state energy levels in its spectrum to the same energies as those in the (2,1,1) spectrum.
Both spectra will contain transitions into levels of the

polyads intermingled with levels that belong to other polyads. A recursion map reveals the polyad
pattern freed from overlapping other-polyad transitions (6).

A 2-dimensional recursion map is constructed by dividing each of the two dispersed fluorescence
spectra into “resolution elements” and measuring the integrated intensity in each resolution element,
{Ii}. These resolution elements might correspond to ~1/2 of the chosen spectrograph resolution of

the dispersed fluorescence spectrum, say 2 cm-1. If the spectrum covers 2000 cm-1 there are 1000
resolution elements.Each of the 1000 points on the recursion map is plotted as the intensity for the ith

resolution element of spectrum 1, Ii(1), vs. the corresponding quantity from spectrum 2, Ii(2). The
plot consists of 1000 [Ii(1), Ii(2)] points. Note that the recursion map itself contains no information
about the energy of each of the resolution elements. Figure 4 is an example of how such a recursion
map is constructed and used.

The dimension of each polyad can be quite large.

The polyad contains basis states

in addition to basis states with |ℓ4| and |ℓ5|>2. If, for example, v4″=10, this list contains 6+4+4=14
basis states. The [0,v4″,v4″,2,g] polyad, which is also accessed from the |v3′, J=1, K′=1> eigenstate of

340
 Berman et al.; Emerging Trends in Chemical Applications of Lasers 

ACS Symposium Series; American Chemical Society: Washington, DC, 0. 



the -state, is constructed from a similar number of -state basis states as the [0,v4″,v4″,2,g] polyad.
Polyads with Nstretch>0, ℓ>2, or with ungerade symmetry can be observed via hot-band or IR-UV

double resonance excitation into a chosen, securely assigned, vibration-rotation level of the -state
(24).

Figure 4. Extended cross correlation (XCC). (a-1) Patterns A and B both appear, with different relative
intensities in Spectra 1 and 2. (a-2) Noise is added to the two spectra; (b) the Recursion Map is a plot,

resolution element by resolution element, of the intensities in Spectrum 1 vs. the intensities in Spectrum 2.
The two straight lines from the origin represent patterns A and B. The slopes of the two lines are the ratios of

patterns A and B in spectra 1 and 2. The inset shows how the intensity of each point in each spectrum is
related to the fitted ratio direction (R) and the perpendicular offset (d) from this ratio direction. (c) The XCC

merit function comes from a robust estimator fit of the angles that best describe each ratio direction. (d)
Patterns A and B are reconstructed, based on the two ratio directions determined on the merit function plot,
by apportioning the intensity in each resolution element to patterns A and B. Adapted with permission from

reference (6). Copyright 1997 AIP Publishing.
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Figure 5. Every vibrational level up to the energy of the trans-cis isomerization transition state is observed,
assigned, and fitted. Notice the frequent appearance of the polyad symbol, Bn. State space is dominated by
mode-4~mode-6 bending polyads. The interactions and basis-state membership in all of these polyads are

inter-related. The Heff polyad fit model generates an eigenvector for every eigenstate. A series of polyads built
on 0, 1, 2, and 3 quanta of mode-3 are labeled by enclosure in an oval. Although the polyad model is

supposed to be unaffected by quanta in a non-polyad mode, a breaking of the polyad pattern of broken
patterns reveals the energy and structure of the trans-cis transition state. Adapted with permission from

reference (25). Copyright 2011 AIP Publishing.

A recursion map (see Figure 4) constructed from two spectra, spectrum 1 and spectrum 2, that
contain transitions that belong to two polyads, polyad A and polyad B, (as well as other unrelated
transitions), will display points clustered along two straight lines that originate from 0,0 [Ii(1)=0,
Ii(2)=0] in addition to scattered points, which are especially numerous near 0,0. Each point

expresses the intensity in the ith resolution element of spectra 1 and 2. The transition frequencies of
these i resolution elements do not appear on the recursion map itself, but the transition frequency
of each resolution element is taken from the resolution elements of the original spectra:{Ii(1) and
Ii(2); i=1 to imax}. Each straight line is associated with one of the polyad patterns. Separated polyad
patterns A and B are reconstructed from the subset of Ii(1),Ii(2) points clustered along one of the
straight lines on the recursion map.

Dispersed Fluorescence spectroscopy, using a 1-meter monochromator equipped with an
intensified 2-D CCD detector, is a convenient but low-resolution technique for the systematic study
of the polyads in the acetylene -state. Since accurate relative intensities are an essential requirement
for the success of XCC, high resolution two-laser schemes (Stimulated Emission Pumping (27–29)
and Four Wave Mixing (30)) could not be used. XCC reveals “feature states” within each polyad
rather than eigenstates. Feature states are sufficient to capture the big picture of intramolecular
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dynamics in vibrationally highly excited acetylene. One of the most important features revealed in
Dispersed Fluorescence (31, 32) and SEP experiments is the emergence of large amplitude local-
bender eigenstates (23, 24). In most molecules, the minimum energy path to an isomerization
transition state involves one large amplitude local mode motion.On the electronic ground state potential
surface of acetylene, the local bend is along the path toward vinylidene (23).

One of the authors of this paper was a member of the Klemperer research group. Whether
Klemperer believed it or not, we liked to say that Klemperer’s first rule is that a low-resolution
spectrum is always misassigned. The XCC method provides assignments of “feature states” rather
than eigenstates. At high vibrational excitation, feature state assignments are more dynamically
relevant and robust than those of eigenstates.

Figure 6. Excitation in ν3 shatters the (v4,v6) bending polyads. The spectra shown are the K′=1 sub-bands

of the 3nB2, n=0-3 polyads. The spectra are arranged so that the highest frequency sub-bands (nominally
3n42 are aligned vertically. It appears that the addition of quanta in mode-3 causes a small but slowly

increasing lower frequency shift of the nominal 3n4161 sub-band and a large and rapidly increasing shift of
the nominal 3n62 sub-band. This is not supposed to happen. Crucial information about the energy and

structure of the trans-cis isomerization transition state is provided by how excitation in mode-3 causes the
structure of the (v4,v6) bending polyad to break. Detailed analysis shows that the isomerization is in-plane, not

torsional, and that mode-4 plays a spectator role. Reproduced with permission from reference (33).
Copyright 2009 Elsevier.
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Order-of-magnitude advances in experiment and data processing are making it possible to ask
and answer questions that had been unimaginable. XCC is the analysis method that exploits an
experimental capability to record simultaneously many transition frequencies and intensities.
Multiplexed and correlated data acquisition are capable of pulling back the curtain of apparent
complexity to reveal mechanisms of molecular dynamics that are causal rather than statistical and
based on a localized event rather than a quantum mechanical integral over all space. Polyads are
robust. They are a conceptual tool that extends insight and understanding to real molecules at work
rather than toy models at play.

Polyads are an example of a pattern of broken patterns. The XCC method demonstrates, in
principle, that spectrally overlapping polyads can be disentangled. Polyads are self-replicating
patterns. The lowest energy member of a family of polyads can be examined at high resolution free
of overlap with other polyads. Once this is accomplished, we know the names of the interacting
basis states and the values of the relevant interaction matrix elements and deperturbed vibration-
rotation constants are determined by a few-states deperturbation analysis. The XCC method permits
extension of the polyad representation to higher energy where the polyad matrices are large and
multiple polyads overlap. The polyads serve as a map of state space which can guide the
experimentalists (and theorists) along a path toward an isomerization transition state. The polyads
encode information about the energy and structure of the transition state. This information is
encoded in the ways that the polyad structure breaks! We encounter and exploit a broken pattern of
broken patterns.

A Broken Pattern of Broken Patterns

When a pattern breaks, far from being a loss that one mourns, it is an opportunity to view
territory deemed intractable by textbooks. The transition state is a central concept of Chemistry. A
chemical system spends only a few femtoseconds (half of a vibrational period) traversing a transition
state. How can high resolution frequency domain spectroscopy tell us anything about a transition
state? We know that the polyad model can generate the large amplitude local motions that map
the approach to a transition state. How do spectrally resolved (0.1 cm-1 FWHM) and assigned
eigenstates encode few femtosecond transit through the transition state? The time-energy
uncertainty principle rings the alarm bells: 5 fs ↔ 2000 cm-1 vs. 0.1 cm-1↔ 100 ps. The ~5 fs
dynamical information is encoded in a ~2000 cm-1 wide region of the spectrum that contains many
spectral lines from multiple overlapping polyads. A very small fraction of these spectral lines belongs
to broken polyads. The code is written in specific (and a priori specifiable) polyads. Which polyads?
How are they broken? The polyads in the energy region of the trans-cis isomerization barrier in the
acetylene S1 state have a beautiful story to tell.

Polyads Encode trans-cis Isomerization on the Acetylene S1 ( 1Au) Potential Surface

The S1 ( 1Au) electronic state of acetylene has a planar trans-bent structure. There are six
vibrational modes (34):
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Every vibrational level of the trans-bent conformer (and several levels of the cis-bent conformer)
has been observed, assigned, and fitted, from the v=0 level (T0=42197.7 cm-1) up to energies

above the H +CCH dissociation limit (46074 cm-1) and the computed energy of the isomerization
barrier (Te( 1Au) + 4979 cm-1). The frequencies of modes-1 and -5 and of modes-4 and -6 are
nearly identical and are subject to 2:2 Darling-Dennison anharmonic interactions (18). The low and
matching frequencies of modes-4 and -6 result in state space being dominated by v4,v6 polyads,
especially Bn (n=v4+v6) polyads built on quanta of the Franck-Condon active mode-3, in particular

the singularly important B2, 31B2, 32B2, 33B2 series of polyads. The energies and assignments of all
of the vibrational levels of the trans-bent isomer are shown in Figure 5. Figure 6 and Table 1 show
how the structure of the B2 polyad is strongly affected by quanta in mode-3, which might have been
expected to be a “spectator” mode. The B2 polyad consists of three basis states: 42, 4161, and 62.
It appears that the B2 polyad built on 0, 1, 2, and 3 quanta of mode-3 is primarily distorted by a
much larger shift of the 62 than the 42 level. Why? Because modes-3 and -6 are symmetric and
antisymmetric in-plane bending levels. They want to mix in order to produce in-plane local-bender
progeny. Mode-4 acts as a spectator and mode-3 acts as a “promoter.”

Table 1.Numerical Example of Polyad Breakdowna

B2 B3

ν3 = 0 -51.678* -51.019*

ν3 = 1 -60.101 -57.865

ν3 = 2 -66.502

a Adapted from polyad fits reported in reference (33).

In Table 1, the vibration dependence of the polyad is described by the quantum number scaling
rules of the K4466Q42Q62 anharmonic interaction term. The fitted value of K4466 is supposed to be
independent of v3, but it clearly is not.

cis-trans isomerization across a C=C double bond usually involves torsion rather than in-plane
motion (35, 36). However, on the S1 potential surface of acetylene, the lowest energy isomerization
transition state involves the in-plane rather than torsional path. Experimentally, the isomerization
path is encoded in the mode-3 distortion of Bn polyads. Theoretical calculations agree with the
experimental determination of the energy of the isomerization barrier and the planar, near half-linear

345
 Berman et al.; Emerging Trends in Chemical Applications of Lasers 

ACS Symposium Series; American Chemical Society: Washington, DC, 0. 



shape of the transition state.The key point is that only a small fraction of the eigenstates in the energy
region of the transition state are proximal to the isomerization path. “Proximal” means that the 3mB2

wavefunctions have significant overlap with the minimum energy isomerization path.
Textbook authors (37), in making their claim that a transition state could not be directly sampled

by frequency domain spectroscopy, failed to consider that the isomerization barrier is located at an
energy region in which eigenstates are discrete and in which only a small fraction of those eigenstates
correspond to wavefunctions that are proximal to the isomerization path. Information about the
location and structure of the transition state is encoded in a pattern of assigned and polyad model
fitted eigenstates. This pattern would be unrecognizable if one were to apply statistical measures to all
of the eigenstates in the absence of polyad model assignments.

The quantum mechanical polyad model permits determination of effective frequencies for
classical mechanical motions along paths in the region of the transition state. The effective frequency
along the isomerization path is zero at the top of a barrier. Quantum mechanical states do not sample
the barrier region continuously, so they cannot directly sample the zero effective frequency region.
However, the quantum mechanical polyad model can be transformed into an action-angle classical
mechanical representation. This representation permits interpolation to the total energy and nuclear
configuration point of zero effective frequency on the potential energy surface.

The message here is that it is difficult to recognize a pattern in a dense forest of eigenstates unless
you know the nature of the pattern for which you are looking.The emergence of local modes is always
going to be important along the minimum energy path toward a transition state.

Figure 7. The transition state for trans-cis isomerization on the HCCH S1 potential surface. Examination of
the vibrational structure of S1 acetylene reveals the energy and structure of the transition state for trans-cis

isomerization. The symmetric (mode-3) and antisymmetric (mode-6) bending modes combine to form the
local-bender motion, which is along the minimum energy isomerization path. Reproduced with permission

from reference (26). Copyright 2015 AAAS.

In the acetylene S1 state, the Darling-Dennison interaction between a symmetric and an
antisymmetric stretch leads to a large amplitude local C-H stretch in the plane of the molecule
along an axis roughly 300 from the C-C bond axis. The lowest energy interaction between modes-
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1 (symmetric stretch) and -5 (antisymmetric stretch) is between the 12 and 52 basis states, the
energies of which lie slightly above the H + CCH dissociation threshold. One might expect that
the Fermi interaction between the near degenerate 12 and 1122 basis states (mode-2 is the C-C
stretch) would result in a pattern of state-dependent dissociation rates (a similar interaction between
52 and 2251 is symmetry forbidden). The near perfect degeneracy between the Darling-Dennison
interacting modes-4 (torsion) and -6 (cis-bend) results in a proliferation of Bn (n=v4 + v6) polyads
that dominate state space. These polyads might encode motion toward a non-planar isomerization
transition state, but these polyads are broken by Fermi interaction of 62 (but not 42) with mode-
3 (trans-bend). Spectroscopy (26) and theory (38) agree that the torsional barrier to trans-cis
isomerization lies at much higher energy than the in-plane barrier via a half-linear transition state.
The vibrational normal mode structures and frequencies offer hints about where to look in state space
for quantitative information about the energy and structure of isomerization transition states. These
hints have led to the characterization of the transition state shown in Figure 7.

Photofragment Vibrational Population Distributions Encode the Transition States of a
Photolysis Reaction

The vibrational population distributions (VPDs) of the HCN and HNC photofragments that
result from 193 nm photolysis of Vinyl-Cyanide provide information about transition states (39,
40). The photofragments are born at the transition state. Their VPDs are sampled by Chirped Pulse
Millimeter Wave Spectroscopy (CPmmW) (41). H/D isotopic substitution of the parent molecule
can be used to turn off one of several possibly competing mechanisms.Although this is not discussed
here, the frequency of the photolysis laser can be used to sample different photolysis transition states.

Figure 8. Chirped pulse mm-wave (CPmmW) spectrum of 193 nm photolysis products (HCN and HNC)
of vinyl-cyanide. More than 30 assigned vibrational satellites of the J=0-1 rotational transitions of both
HCN and HNC. Insets show the distinctly different 14N I=1 quadrupole hyperfine splittings. All of the

transitions within the 86.5-93.0 GHz sweep range are sampled in each chirped pulse. Their relative
intensities are meaningful and correspond to relative vibrational level populations. Reproduced with

permission from reference (39). Copyright 2020 National Academy of Sciences.

The CPmmW spectrum in Figure 8 shows the relative populations of more than 30 assigned
vibrational levels of the HCN and HNC photofragments that result from 193 nm photolysis of
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Vinyl-Cyanide (VCN).These populations are determined from the relative intensities of “vibrational
satellites” of the J=0-1 rotational transition in each vibrational state. This is significant because all
of these vibrational populations are sampled within each frequency chirp over a 6 GHz wide region
centered at ~90 GHz, even though the sampled vibrational levels span the 0-10,000 cm-1 energy
region.

Figure 9. 3-Center vs. 4-center mechanisms for photolysis of vinyl cyanide. This is an over-simplified
guesstimate of the mechanisms for the production of HCN and HNC. In the 3-center mechanism the leaving

CN group attaches the H3 atom to its C-atom end and departs as HCN. In the 4-center mechanism the
leaving CN group attaches the H1 atom to its N-atom end and departs as HNC. The co-product of the 3-

center path is vinylidene and from the 4-center path is extreme cis-bending acetylene. Vinylidene has its
predicted J=0-1 transition within the chirp range of the CPmmW spectrometer, but this transition was not
detected, likely due to collisional relaxation into a dense manifold of highly vibrationally excited acetylene.

Reproduced with permission from reference (40). Copyright 2013 Royal Society of Chemistry.

The chirped pulse partially polarizes all two-level systems the frequencies of which lie within the
bandwidth of the chirped pulse. Each polarized two-level system relaxes by Free Induction Decay
(FID). The FID is an electric field that oscillates at the frequency of the two-level system. All of the
FIDs are detected simultaneously, shot-by-shot.Detection is multiplexed: 60,000 resolution elements of
100 kHz width are sampled in each shot. More than 100,000 shots (at a repetition rate of 10 Hz) can
be phase-coherently averaged. This is an example of a class of experiment that represents a multiple-

348
 Berman et al.; Emerging Trends in Chemical Applications of Lasers 

ACS Symposium Series; American Chemical Society: Washington, DC, 0. 



order-of-magnitude increase in the quantity and quality of spectroscopic information obtainable.
What had seemed impossible has become routine.

Figure 10. Deuterium substitution should have shut down the 3-center mechanism for the formation of
HCN. There are three H atoms in VCN, and each could attach to either end of the CN group. Thus, there

are, naively, 6 mechanisms. H/D substitution could shut down the HCN/HNC-forming mechanisms
involving the replaced H-atom. Replacing the H3 atom would shut down the 3-center mechanism, which

had believed to be dominant. The top and bottom spectra are respectively unsubstituted and H3 replaced by
D. Surprisingly, the HCN (0200) and HNC (0000) transitions show only a ~15% decrease in the intensity

of the HCN/HNC transitions. Adapted with permission from reference (40). Copyright 2013 Royal
Society of Chemistry.

Photolysis of VCN yields HCN or HNC and HCCH or CCH2 (vinylidene). Three of these
possible photofragments have a large permanent electric dipole moment, therefore their pure
rotation microwave spectra are, in principle, detectable. Photofragments are formed rotationally hot
and must be cooled in a supersonic expansion to ~5 K to optimize the Signal:Noise ratio in the
CPmmW spectrum. It is usual to assume that vibrational cooling is much slower than rotational
cooling. The VPDs we extract from the spectra are based on assuming that vibrational cooling is
negligible. This needs to be the subject of careful experiments as some results suggest efficient
vibrational relaxation in collisions between polyatomic molecules (42). No trace of the rotational
spectrum of vinylidene has been detected. It seems likely that rotationally hot vinylidene is
collisionally transferred in the supersonic expansion into highly vibrationally excited S0 acetylene.
This is too bad for several reasons. Foremost among these: (i) the VPD of vinylidene would provide
information about the acetylene-vinylidene transition state on the S0 potential surface similar to
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what was observed for trans-cis isomerization on the acetylene S1 surface; (ii) motivation would be
provided for measurement of correlated product distribution similar to what will be presented in
the next section of this paper concerning the correlations observed between the rotation-vibration
populations of the H2 and CO fragments formed by predissociation of H2CO. Inter-species
correlations represent a new experimental frontier in the characterization of photo-fragmentation
mechanisms: the roaming mechanism.

Figure 9 illustrates various mechanisms by which HCN or HNC could be formed in the
photofragmentation of VCN (40). The first step could involve transfer of the H1 (4-center path) or
H3 (3-center path) atom to CN.The H2 atom is likely to be blocked from direct transfer to the exiting
CN, however in a roaming type of mechanism the H2 atom could play a role equivalent to that of
the H1 atom. One could observe the HCN, HNC VPD that results from nondeuterated VCN, VCN
deuterated at H1, at H2, or at H3.One could also observe the DCN,DNC VPD for VCN deuterated
at H1, H2, and H3. In this way the contributions to the HCN, HNC VPDs from H1, H2, and
H3 could be experimentally separated. Only the effect of H3 substitution was observed, shown in
Figure 10.The expectation was that the 3-center mechanism would be the dominant source of HCN,
but replacement of H3 by D resulted in the unexpectedly small 15% decrease observed in the total
HCN yield. Comparison of the HCN,HNC VPDs to the corresponding DCN,DNC VPDs would
reveal post-transfer H (vs. D) between the C- or N-end of the CN. The combination of CPmmW
spectroscopy and selective isotope substitution would provide an unprecedentedly detailed picture
of the competing mechanisms. But this would still fall short of what could be obtained from inter-
species correlated rotation-vibration VPDs.

Good News and Bad News

Good News

The CPmmW spectrum of the HCN and HNC products of 193 nm photolysis of VCN is
an information-rich sample of the photolysis mechanism(s) (39, 40). The multiplexed nature of
the experiment makes it possible to obtain a vibrational population distribution from the relative
intensities of >30 vibrational satellites of the J=0-1 rotational transition. There is no scanning of
the laser and the chirped pulse of the mm-wave radiation samples the complete set of vibrational
satellites in the same exact way in every pulse. This is the reason that the observed relative intensities
of the vibrational satellite transitions are meaningful. Additional information about the HCN/HNC
photolysis products could have been obtained by observing the J=1-2 transition, which
simultaneously samples vibrational populations in readily assignable states with both ℓ= 0 (even-
v2) and 1 (odd-v2), where ℓ is the vibrational angular momentum associated with ν2, the doubly
degenerate bending normal mode. The even-v2:odd-v2 intensity ratio provides information about
the planarity of the transition state. There is also the possibility of observing the differences between
the VPDs of HCN/HNC and of DCN/DNC that result from replacement of the H by D at each of
the three nonequivalent sites in the VCN molecule. H/D isotope substitution permits partitioning
the yields of each vibrational level into paths involving abstraction of H or D from each of the three
sites.
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Bad News

For photolysis of almost every molecule, the Franck-Condon factors are extremely small for
electronic transitions that excite from the electronic ground state v=0 vibrational level of the parent
molecule to an energy just above the thermodynamic threshold for photolysis. The result of this
Franck-Condon constraint is that excitation must be so far above threshold that multiple
fragmentation paths will contribute to the measured VPDs.

For VCN, there are three H atoms and the CN group has two ends. This means that six
dissociation continua could be involved. Each of the three H atoms could end up attached to either
end of the CN group. How does one extract information about multiple fragmentation pathways
from uncorrelated observations of the HCN- and HNC-forming VPDs?

Information about the VPD of the co-fragment (for VCN the co-fragment is acetylene or
vinylidene) might be helpful. However, acetylene has zero electric dipole moment hence no pure
rotation transition and vinylidene is rapidly transferred by collisions into extremely high vibrational
levels of acetylene as the barrier is on the order of 2 kcal/mol (43). The multiplexed capability of
the CPmmW scheme is typically applicable to obtaining the VPD of only one of the possible VCN
photofragments. But reality is even more unkind. If it were possible to obtain VPDs for more than
one co-fragment, each of the single-species VPDs has the same deficiency of a single VPD: the co-
fragment VPDs are uncorrelated.

When a molecule is photo-excited to an energy above the thermodynamic threshold for
dissociation, it can break into fragments. The simplest class of experiment is to measure the
destruction rate of the parent molecule as a function of the frequency (and intensity) of the photolysis
radiation. This class of measurement is degraded by imperfect control over the initial internal energy
of the parent molecule. The quality of this experiment is enhanced by cooling the internal energy of
the molecule to a few Kelvins in a supersonic expansion or in a cryogenic buffer gas cell.Alternatively,
photolysis can occur via resonant excitation from a selected parent molecule rotation-vibration level
into an assigned rotation-vibration predissociated “level.”

Dissociation continua come in many flavors: structureless, lumpy but unassignable, and very
sharp with assignable lumps.Predissociated lines are a molecule’s gift to the experimentalist, because
they report accurately on both the energy above the thermodynamic threshold for dissociation and
on the rovibronic quantum numbers of the slowly dissociating parent molecule. Sharp and assignable
lumps generally occur near thresholds, but sometimes, for dynamically special reasons, such as the need
to break two old bonds and form one new bond, dissociation occurs via an assignable “resonance”
at an internal energy far above the thermodynamic threshold. However, once dissociation occurs,
two fragments are produced, and energy is distributed among the accessible rotation-vibration states
of these photofragments. It has become standard experimental procedure to accurately measure the
rotation-vibration population distribution of one or both fragments.

The two fragments are born at a transition state, but the information about the energy, structure,
and unimolecular dynamics of passage through the transition state is vastly inferior to what might
be imagined if it were possible to measure the correlated rather than separate population distributions
of the two fragments. How is the above-dissociation energy distributed between the two fragments
that are created in each fragmentation event? What were the inter-fragment impulses and torques as
the two fragments separate? Is this separation a single event or a complex progression of interactions
and responses? In such a case there might be distinct signatures of the underlying mechanisms in the
correlated VPDs.
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Velocity Map Imaging

Velocity Map Imaging (44, 45) (VMI) now readily achieves such quantum state-correlated
measurements: every product in its detected quantum state can be associated state-specifically with
its suite of coproducts. This is possible because momentum and energy conservation permit one to
infer the total translational energy release between two products based simply on detection of that of
one product. Furthermore,VMI allows for very high (velocity) resolution detection of single product
quantum states, given as the radii of concentric circles on a position-sensitive detector (46). For
photodissociation of small molecules, then, every point in the recovered total translational energy
distribution corresponds to some particular internal state of the undetected product in a manner
somewhat analogous to photoelectron spectroscopy.

These product state correlations convey a detailed accounting of the energy and angular
momentum disposal, and, when obtained for a predissociating system in which the parent quantum
state is well-defined, afford unique dynamical insights. In studies of predissociation into multiple
continua in formaldehyde (47), state-correlated measurements between CO and H2 revealed
surprising interactions among these decay pathways—the roaming radical mechanism —and this has
greatly impacted our thinking about the dynamical behavior of reactive systems (48). The discovery
of roaming illustrates the power of multiplexed, multiply-resonant preparation and interrogation of
an excited system as it decays to products, with quantum number labels at every step.

Figure 11. CO (v=0) rotational distributions following photodissociation of formaldehyde at energies just
above (top) and just below (bottom) the radical threshold. Adapted with permission from reference (52).

Copyright 1993 AIP Publishing.
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Figure 12. Velocity map images (left) and total translational energy distributions (right) for the CO (v=0)
rotational levels jCO=40 (A), 28 (B), and 15 (C) following photodissociation of formaldehyde in the S1

2143 band. Combs indicate vibrational levels inferred for the undetected H2 product, except for the
vibrational levels v = 5-7 associated to roaming, rotational onsets for ortho-H2 are also indicated.

Reproduced with permission from reference (48). Copyright 2008 American Chemical Society.

Velocity map imaging achieves measurement of photoproduct translational energies with near-
spectroscopic precision, quantum state specificity and 4π collection efficiency. This powerful
combination has made state-correlated measurements in photochemistry (49) and bimolecular
reactions (50) routine. Imaging studies that first revealed the roaming mechanism in formaldehyde
photodissociation were built on a rich foundation of photochemical investigations spanning fifty
years (51). The first excited singlet state of formaldehyde is metastable, which permits fully
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rotationally resolved selective excitation. Rotationally selective fluorescence studies have reported
on excited state lifetimes and suggested the presence of slow internal conversion into the electronic
ground state.Two dissociative reaction pathways are thermodynamically possible: dissociation over a
tight transition state (t-TS) to molecular products H2 and CO, or at slightly higher energy, barrierless
simple bond fission to give radicals H + HCO. In 1993, van Zee et al. reported measurements of
the CO rotational distributions following excitation of H2CO at a range of energies both below
and above the onset of the radical channel (Figure 11) (52). Below the radical channel, the CO
rotational distributions exhibit a Gaussian profile, and this is ascribed to the structure of the t-TS
and repulsion in the exit channel. Above the radical channel this simple pattern is broken with the
appearance of low rotational levels of CO.Arrows shown in Figure 11 mark jCO=40, 28 and 15 levels
subjected to imaging as discussed below.These measurements strongly suggest the existence of some
novel interactions as the radical threshold is crossed. Van Zee proposed two possible explanations:
interaction between the radical and molecular channels, or anharmonicity of the tight transition state
resulting in the formation of molecular products via some extreme geometries with much lower
associated rotational excitation in CO. In retrospect, it seems that both of their explanations are
correct.One might say that it is the anharmonicity of the TS associated with the opening of the radical
channel that is responsible for the observations. Although this perspective affords useful insight into
the transition state theory view of the measurements, the dynamics involved in this case can speak to
us directly. It is the multiplexing power of imaging methods described below that permits this.

Roaming!

Ten years after the van Zee paper, the velocity map images shown in Figure 12, obtained on
selected vibration-rotation levels of CO (indicated by the arrows in Figure 11), showed that, at
energies slightly above the radical channel threshold, the broken pattern in the CO rotational
distributions is matched by a concomitant broken pattern in the correlated H2 vibrational
distributions (47). The unexpectedly low rotational levels of CO are accompanied by a population
of H2 internal states that is completely distinct from that associated with the t-TS. Extreme H2
vibrational excitation is observed, chiefly populating v=6-8. This is in contrast to the H-H distance
of the t-TS, which would correspond roughly to the classical outer turning point for H2 (v=3).
The dynamical source of this enormous vibrational excitation is obvious. It is the result of an
intramolecular H + HCO reaction at long range. These observations highlight the power of state-
correlated measurements made possible by the multiplexed imaging measurements. The nature of
the anomalous low rotational population of CO is conclusively revealed only in the correlated H2
rovibrational distribution.

Quasiclassical trajectories then provide visualization of this extremely large amplitude motion
and reveal the importance of out-of-plane trajectories for roaming (53). It was recognized
immediately that having full quantum state labels on both products of such an intramolecular
abstraction event was an opportunity for extraordinary insight. Careful analysis of the images shows
that, although the CO rotational excitation associated with roaming is far lower than that via the
t-TS, the H2 rotational distributions are considerably hotter (54). This is supported by extensive
trajectory studies (55). The essential features of this story of the roaming of one H atom and the
delayed abstraction event is shown in the visualization of one roaming trajectory, Figure 13, in which
only the H atom motions are displayed (53). Large amplitude C-H motion precedes the roaming
excursion out to 4 Å, with out-of-plane motion of the system apparent in the behavior of the formyl
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H at lower left. Instantaneous force vectors are also shown beginning in times immediately preceding
the abstraction. The first set of opposite-pointing arrows indicates the inner turning point of the
newly formed hot H2. Prior to the instant that configuration is reached, it is clear that these vectors
are not parallel, as the formyl H is emitted with a greater tendency to follow its own O-C-H angle,
while the roaming atom approaches from a less constrained direction.A related detailed investigation
has recently been shown to account for bimodal CO rotational distributions associated with the
formation of specific low rotational levels of H2 (56).

Although the insights into these detailed intramolecular interactions are rewarding to the
dynamicist, it is the global implication of roaming in H2CO that is most significant. These results for
H2CO suggest that any homolytic bond fission can result in products that may reorient and react at long
range. Subsequent experimental and theoretical studies have confirmed this, and roaming reactions
have been seen or suspected in the reaction dynamics for almost every highly excited polyatomic
molecule. Any system for which the potential energy surface has an energetically accessible pair of
radicals as products must be examined for the possibility of fast reaction between them that may
result in closed-shell products. Very often the consequences have been unexpected.

Figure 13. Visualization of a selected roaming trajectory from QCT calculations. Only H atom motions are
shown, with instantaneous speed color-coded (blue is slow, red is fast). Force vectors are shown in the
abstraction region at 1 fs intervals as the newly formed vibrationally excited H2 departs to the right.

Reproduced with permission from reference (53). Copyright 2006 AIP Publishing.

The discovery of roaming has stimulated much theoretical work in order to reconcile roaming
with transition state theory (57, 58) to treat roaming in the context of dynamical systems (59), and
as theorists from other domains recast roaming in alternative terms to frame new insights (60–62).
This is an active ongoing enterprise. Roaming-like behavior has been well known in ion-molecule
reactions where the roaming mechanism is readily supported by the long-range ion-induced dipole
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interaction and is therefore less unexpected. However, these ionic systems are also of considerable
interest for theorists interested in modeling roaming dynamics (63). There has been some
controversy in the literature concerning the definition of roaming behavior, and one of the present
authors has suggested that the central and unexpected feature is that crucial events in reaction
dynamics typically occur at long range in the van der Waals region (64).

As one might readily imagine, experimental efforts have long been made to observe roaming
reactions in real time. This is challenging because, in formaldehyde, the slow internal conversion
means there is a large background of the parent molecules remaining in the S1 electronic state at any
given moment. This also means that it is experimentally difficult to precisely determine a time origin
against which to clock the appearance of roaming products. Nevertheless, success has recently been
reported using Coulomb Explosion Imaging (65). That approach, in which electrons are suddenly
stripped by a strong femtosecond laser field from a system undergoing dissociation, allows
reconstruction of the geometry and its time-dependence following an initial excitation by a
femtosecond pulse. As CEI develops, it may combine some of the capabilities of state-correlated
measurements with a time-dependent record of the dynamics. In addition to new classes of real-time
probes, future directions for roaming studies include investigation of related behavior in bimolecular
reactions (66) and identifying the signatures of quantum dynamics in roaming reactions (67).

Conclusion

Molecular structure is simple. It is encoded as patterns in spectra. These patterns involve both
regularly spaced spectral lines and regularly varying transition intensities. Dynamics is seldom simple.
It is mostly encoded in broken patterns. Some broken patterns can be “fixed” by building a fit model
that includes interactions between the simple bits. Some fixes can be one-offs, focusing on accidental
degeneracies. Others, such as polyads, are more global, because they are based on matrix element
scaling rules.

Chemical bonds are special because they are more strongly conserved than molecular geometry.
But when bonds are rearranged (isomerization), broken (photolysis), or formed (reactions), it had
been a deeply held belief that eigenstate-resolved spectra can give only trivial information about
chemical dynamics. But this is a premature declaration/admission of defeat. We have shown in this
paper that higher-order patterns (patterns of broken patterns (hyper-patterns), and broken patterns of
broken patterns) exist that encode large amplitude motions.

Discovery and elaboration of these patterns, guided by artificial intelligence tools (e.g., XCC),
can exploit both transition frequencies and intensities. Enormous quantities of raw spectral data
are required. Recent experimental developments, employing techniques such as Chirped Pulse
millimeter-Wave (CPmmW) spectroscopy and Velocity Mapped Imaging (VMI) are multiplexed.
They provide multiple orders of magnitude more data (including meaningful relative intensities) per
unit time. One key to multiplexed techniques is that nothing is scanned. Broadband techniques collect
data in all frequency elements simultaneously. Resolution and signal-to-noise ratio is increased, not
by scanning slowly, but instead by not scanning at all. One performs identical multiple repetitions of
the same broad bandwidth data-acquisition event.

But there is another class of information that is needed in order to capture the structure and
dynamics at a transition state, which involve the correlated motions of two (or more) semi-isolated
chemical units. It is not sufficient to measure simultaneously the population distributions of two
photofragments, it is necessary to measure the correlated distributions. What is the internal state
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population distribution of photofragment A that correlates with each single state of photofragment
B? CPmmW cannot but VMI can do this. These are revolutionary times!
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	2.2 Chemical Reaction Kinetics
	2.2.1 Gas-Phase Criegee Intermediate Reaction Kinetics
	Figure 5. (a) Time-resolved DCS of Criegee chemistry near 1286 cm−1. The spectra were recorded after the 248 nm irradiation of a flowing mixture of CH2I2/O2 over 8000 excimer laser shots. The spectral sampling spacing was 279 MHz (9.3×10−3 cm−1), and the temporal resolution was 10 µs. (b) Temporal profiles of a CH2O line at 1286.062 cm−1 and a CH2OO absorption peak at 1285.727 cm−1. [CH2OO]0 was estimated to be 5.6×1013 molecule cm−3 by kinetic model fitting of the time traces. Adapted with permission from reference 111. Copyright 2020 The Optical Society.
	Figure 6. IR absorption spectra following the photolysis of CH2I2 (5×1016 molecule cm−3, 20 mbar total pressure) at 266 nm. Spectra are shown for photolysis laser on (blue) and laser off (grey). The laser off absorption trace is dominated by CH2I2 features. The difference spectrum (red, photolysis laser on – laser off) is well-modeled by the C2H4 IR spectrum (HITRAN, black, inverted). Data were taken at 10 Hz (photolysis laser repetition rate) with 50 µs integration time at Δt(camera – photolysis laser) = 400 µs, averaging for 2000 images.

	2.2.2 Liquid-Phase Monolayer Desorption Kinetics
	Figure 7. Time-resolved evolution of the ATR-SEIRAS absorbance change upon DMAP desorption from a gold surface, following a potential jump from +0.30 to −0.90 V, acquired using a mid-IR dual-comb spectrometer. Spectral processing conditions were 128 coadditions with 20 μs time binning. Spectral resolution was 3.3 cm−1. Reproduced with permission from reference 106. Copyright 2020 American Chemical Society.
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	Ultrafast Multidimensional Spectroscopy to Probe Molecular Vibrational Polariton Dynamics
	Introduction
	Molecular Vibrational Polaritons
	Figure 1. Basic polariton theory and properties. (a) An energy diagram of molecular vibrational polaritons. (Left) An IR spectrum of vibrational polariton. (b) vibrational polariton dispersion curve, measued by scanning the tilting angle, θ. (c) Corresponding Hopfield coefficients of UP and LP states. (a) and (b) adapted with permission from reference 2. Copyright 2018 National Academy of Sciences.

	Brief Introduction of 2D IR Spectroscopy
	Figure 2. 2D IR pulse sequence and spectral illustration. (a) 2D IR pulse sequence. (b) Illustration of 2D IR experimental setup. (c) A schematic 2D IR spectrum, which highlights spectral features such as cross peaks, lineshapes and the anharmonic shifts. (b) Adapted with permission from reference 2. Copyright 2018 National Academy of Sciences.

	2D IR Spectra of Molecular Vibrational Polaritons
	Early Polaritonic Dynamics and Polariton-Polariton Interactions
	Figure 3. Nonlinear optical signal due to polariton-polariton interactions when t2 is shorter than polariton lifetime. At an early time delay, absorptive features dominate both (a) the pump probe and (b) 2D IR spectra. (c) As the cavity longitudinal thickness decreases, the IR nonlinearity of polariton increases. (d) Broad pump spectra create coherence state that generate oscillating absorptive peaks. (e) Tailored pump sequences can create either populations, which decay exponentially (top), or coherence, which oscillates in time. (a), (b) and (c) adapted with permission from reference 1. Copyright 2019 The Authors, some rights reserved. Exclusive licensee American Association for the Advancement of Science. Distributed under a CC BY-NC 4.0 License http://creativecommons.org/licenses/by-nc/4.0/ (d) and (e) adapted with permission from reference 24. Copyright 2020 American Chemical Society.

	Dark Mode Induced Nonlinearity at Long-Time Delays
	Figure 4. 2D IR and pump probe spectra at long t2 delay. At long t2, polaritons relax to the dark modes. Both (a) pump probe and (b)2D IR show a derivative feature at the ω3= ωUP due to Rabi splitting contraction and an absorptive feature at the ω3= ωLP due to excited state absorption of the dark modes. (a) and (b) adapted with permission from reference 1. Copyright 2019 The Authors, some rights reserved. Exclusive licensee American Association for the Advancement of Science. Distributed under a CC BY-NC 4.0 License http://creativecommons.org/licenses/by-nc/4.0/.

	New Vibrational Dynamics Under VSC
	Intermolecular Energy Transfers
	Figure 5. VSC enabled intermolecular VET. 2D IR spectra (FTIR on top) of (a) uncoupled W(CO)6/W(13CO)6 show there are no crosspeaks due to VET. (b)2D IR of VSC system show crosspeaks indicating VET. (c) Pathways of energy transfer from UP to acceptors/donors.. (d) Dynamics of VSC enabled intermolecular VET (blue dots and yellow curve fitting line) and relaxation (orange dots and green curve fitting line). (e) Energy transfer over relaxation ratio determined by the peak intensity ratio between peaks labeled by orange and black squares in (b), as a function of cavity thickness. (a), (b), (d) and (e) adapted with permission from reference 13. Copyright 2020 American Association for the Advancement of Science.

	Hot Vibrational Dynamics
	Figure 6. Hot vibrational dynamics in polariton systems. (a) Spectral cut at ωLP to show ν12 and ν23 transitions. (b) UP relaxation dynamics show an implusive population of 1st excited state of dark mode. (c) LP relaxation dynamics show a delayed population of 1st excited state of dark mode, and an instaneous population of 2nd excited state, followed by a decay. (d) LP populates 2nd excited states through LP-LP scattering, then relaxing to 1st excited dark modes. (e) An Illustrative similarity between vibrational polariton dynamics and plasmonic dynamics. (f) Cavity molecular dynamics simulation shows LP populates the hot vibrational modes of the reservoir states through multiple photon excitations. (f) Adapted with permission from 28. Copyright 2021 AIP Publishing.
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	Practical Aspects of 2D IR Microscopy
	Introduction
	Technical Aspects of 2D IR Microscopy
	Molecular Information Acquired from 2D IR Spectroscopy
	Figure 1. a) Pulse sequence for a 2D experiment with two pump pulses separated by time τ followed by the probe after TWaiting, followed by emission of the 2D signal. b) Simplified energy diagram relevant to 2D IR of two coupled oscillators. The gold dashed line as the result of the first pump pulse creating a coherence between the ground and first excited eigenstates. The two solid purple lines resulting from the second pump pulse driving population states, the six gray dashed arrows representing a coherence between and both the and , the and and the and states generated by the probe, and the solid red and blue lines as emission of the 2D signal. c) Representative purely absorptive 2D IR spectrum with on-diagonal red peaks corresponding to excited state absorption, and blue to ground state bleach and stimulated emission. The off-diagonal peaks are cross-peaks from the coupled states.

	2D IR Experimental Details
	Implementation of 100 kHz Data Collection
	100 kHz Pulse Shaping and Detection
	Figure 2. a) General pulse shaper layout consisting of two grating separated by 4f, two lenses separated by 2f, and a mask in the Fourier plane. b) On the left the smallest spectral feature δf is shown which is related to the maximum temporal window T shown on the right. As δf decreases, T increases allowing for higher resolution on the 2D pump axis.
	Figure 3. a) Example spectra collected as a function of pump delay τ for pulse pairs generated from our pulse shaper on a 64 channel MCT. b) Line out of pixel 35 showing the decay of the pump pulse pair intensity with delay τ. Increasing the grating ln/mm form 150 ln/mm (yellow) to 300 ln/mm decreases δf by a factor of two and increases T by a factor of two. Increasing T allows more pump delays to be collected, increasing the pump axis resolution of the 2D IR spectrum.
	Figure 4. a) Line out of pixel 35 showing the decay of the pump pulse pair intensity with delay τ for a 3 ps (150 ln/mm, red curve) and 6 ps (300 ln/mm, blue curve). b) Zero padded Fourier transforms of a). c) In blue, a gaussian fit to the linear FTIR, black dots, of the C≡N stretch of methyl thiocyanate in fluoroethylene carbonate. d) 2D IR linewidths resulting from the 3 ps delay (red) and 6 ps delay (blue) collections of the same chemical sample as in c.
	Figure 5. Window length refers to the final tau delay between two pump pulses. FWHM of the convolution factor is the FWHM of the FFT of a specific pump intensity decay. Open circles refer to modelled data. 1.7 and 3.4 ps decays refer to the HWHM of the modelled pump decay being Fourier transformed. Orange stars correspond to the FWHM of the FFT of the pump decay for the 150 ln/mm grating at two different window lengths. Black stars correspond to the FWHM of the FFT of the pump decay for the 300 ln/mm grating at two different window lengths.

	Noise Reduction and Signal Normalization
	Figure 6. 2D IR pump line out for methyl thiocyanate in dimethyl carbonate, ethylene carbonate and diethylene carbonate with noise reduction applied at 2087 cm-1. Noise reduction improves the low frequency side near the reference pixel dramatically, but the benefit decreases as one moves away from the reference pixel.
	Figure 7. Normalization of 2D IR intensity is shown for long term drift in laser power. a) Orange dots show drift in probe intensity squared monitored at pixel 36 of the MCT array, while blue dots show the drift in the 2D IR signal intensity. Normalization of the 2D signal with the probe intensity squared yields the grey dots. All data collected at Tw equal to 0 ps. b) Blue dots show drift in probe intensity squared monitored at pixel 36 of the MCT array during a Tw collection. Orange dots show the probe intensity squared which is used to normalize the 2D intensities (blue dots) to give the grey dots.

	Microscope Design
	Figure 8. a) Setup for a scanning 2D IR microscope. A single pulse shaper is used to generate pulse pairs for the pump line and a spectrometer is used to collect the probe spectra. The sample is scanned using a stage and the image is generated point by point. b) Widefield 2D IR microscope utilizing 2 pulse shapers to generate pulse pairs in both the pump and probe beam lines. A larger area of the sample is illuminated and imaged onto a FPA allowing multiple spatial locations to be collected simultaneously.

	Scanning 100kHz 2D IR Microscopy of Ionic Liquids
	Figure 9. 100 kHz 2D-IR microscope. The front end starts with a Yb- fiber ANDi oscillator which is split to seed a 100 kHz two stage cryo-Yb amplifier as well as pump a 1675 nm OPO. The OPO output seeds a PPLN OPCPA which is pumped by the 1030 nm output of the Yb amplifiers. DFG using ZGP results in 3 µJ at 4650 nm. The DFG output is split using a half wave plate (λ/2 WP) and wire grid polarizer (WGP). The pump line is sent to a pulse shaper to generate pulse pairs and the probe goes to a delay line. Pump and probe pulses are recombined with half wave plates and wire grid polarizers. A SiGe objective focuses the colinear beams to the sample which is controlled by a three-axis nano positioner. A long pass filter is used to divert light to a visible microscope while letting the mid-IR pass. The pump beam is removed with a WGP and the probe and signal beams are sent to a 100 kHz spectrometer with a MCT array.

	2D IR Microscopy of a RTIL Microdroplet
	Sample Preparation
	Linear FTIR Microscopy
	Figure 10. FTIR of bulk [Bmim DCA: Bmim BF4](1:500 by volume) shown in blue, with background correction. The red line shows the corresponding second derivative spectrum.
	Figure 11. Chemical map of [Bmim DCA] in a [Bmim BF4] droplet generated by integrating the intensity of the asymmetric C≡N stretch spectral feature observed in the FTIR spectra collected across the [Bmim DCA:Bmim BF4] droplet.

	2D IR Results
	Figure 12. Comparison of CLS curves generated from measurements made on bulk Bmim DCA: Bmim BF4 samples in a cross polarized pump-probe geometry and the colinear geometry. Overlap of the blue and grey curves confirms the match between the data acquired in both experimental geometries.
	Figure 13. a) Representative 2D IR spectrum taken from the center of the RTIL microdroplet at TWaiting equal to zero. b) Shows the RTIL microdroplet brightfield image with the scaled integrated intensity of the 0-1 transition for the asymmetric C≡N stretch of the [DCA]- overlaid at points where the spectra were collected. The gold box corresponds to the area where data in (c) is collected across the interface. c) Colored dots correspond to spatial locations across the interface where full TWaiting experiments were performed to TWaiting =30 ps. The y-axis shows the self-normalized integrated intensity of the 0-1 transition for the asymmetric C≡N stretch of the [DCA]-.
	Figure 14. a) Center line slope analysis done on the 0-1 transition of the asymmetric C≡N stretch of the [DCA]- corresponding to the spots shown in Figure 13c. b) Shows the self-normalized integrated intensity of the 0-1 transition of the asymmetric C≡N as a function of space and TWaiting. C) Shows the self-normalized integrated intensity of the negative cross peak between the asymmetric C≡N and the combination mode of the of the C-N asymmetric and C-N symmetric stretch. Integration was done for the cross peak centered at 2130 cm-1 on the pump axis, and 2220 cm-1 on the probe axis of the 2D IR spectrum shown in Figure 13a.

	2D IR Microscopy Monitoring the Oxidation of Copper Electrodes in [Bmim DCA:Bmim BF4]
	Sample Preparation
	Figure 15. Image of 2D IR microscope setup, with inset showing the symmetric copper cell used for electrochemical experiments.

	2D IR and FTIR Results
	Figure 16. a) FTIR of bulk Bmim DCA in Bmim BF4 b) FTIR of Bmim DCA in Bmim BF4 between two copper electrodes with no applied potential present. c) 2D IR corresponding to the sample shown in (a). d) 2D IR spectrum corresponding to sample in (b).
	Figure 17. a) FTIR of bulk Bmim DCA in Bmim BF4 with Cu(OAc)2. b) FTIR of bulk Bmim DCA in BF4 with CuCl.
	Figure 18. Three representative 2D IR spectra from different spatial regions between the counter and working electrodes. Distance from the CE is shown in white inset boxes and corresponds to the location on Figure 19.
	Figure 19. Black and white brightfield taken of a small section of the copper electrodes in Figure 15. Overlaid in gold, purple, blue, and orange dots are the scaled and integrated intensity for the ν=0→1 transitions of the modes centered at 2230, 2176, 2156, and 2130 cm-1 respectively. The x-positions are arbitrarily offset, all the data is from the same dataset.
	Figure 20. a) Spectrum taken 470 µm from the CE, the yellow line parallel to the probe axis corresponds to the line out at 2200 cm-1. b) from dark brown to gold shows data corresponding to the line out in (a) as a function of distance from the CE in 10 um steps. Blue vertical lines correspond to slices where peaks were extracted to compare the intensities of the diagonal peak and cross peak. (c) Shows a ratio between the peak taken at the left blue line in (b) divided by the intensity at the right blue line in (b) as a function of distance from the CE.
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	2D White-Light Spectroscopy: Application to Lead-Halide Perovskites with Mixed Cations
	Introduction
	Results
	Figure 1. Linear absorption spectra of the four perovskite samples, MAPbI3, MA0.75FA0.25PbI3, MA0.5FA0.5PbI3, and MA0.16FA0.79Cs0.05PbI2.43Br0.57, in black, red, green, and blue respectively. The spectrum of the pump pulse used in the 2D experiments is also plotted in orange and spans the band gap of all four samples.

	2D WL Spectroscopy Spanning the Band-Edge
	Figure 2. 2D WL spectra at t2 = 0 fs for a) MAPbI3, b) MA0.75FA0.25PbI3, c) MA0.5FA0.5PbI3, and d) MA0.16FA0.79Cs0.05PbI2.43Br0.57, samples 1-4, respectively.
	Figure 3. a-d) 2D WL spectra of samples 1-4, respectively, at 0 fs waiting time. The spectra zoom in on the diagonal peaks near the bandgap. Solid vertical lines of black, red, green, and blue correspond to the bandgap of each sample. e) Overlay of the diagonal slices, where the black, red, green, and blue traces correspond to samples 1-4 respectively.

	Kinetics and Multiphoton Experiments
	Figure 4. a-d) MAPbI3 2D WL spectra at four waiting times, illustrating the decay of the bandgap renormalization peak at λprobe = 800 nm, and the growth of peak G. e) plots slices through the 2D WL spectra at λprobe = 750 nm (dashed vertical lines), illustrating the fast growth of the GSB close to the bandgap, and the slightly slower growth of the GSB at 620 nm, where f) shows the kinetics at two representative pump wavelengths, 710 nm (blue) and 620 nm (orange).
	Figure 5. a) shows the decay of peak E of samples 1-4 as the black, red, green, and blue traces respectively. c) Fluence-dependent measurements of MAPbI3 at t2 =500 fs show that the fluence dependence of the GSB at all pump wavelengths is quadratic and becomes more non-linear at wavelengths closest to the bandgap. The non-linearity is due to multi-photon effects, in particular carrier-carrier scattering. b, d) show the kinetics of peaks B and D respectively in samples 1-4. Both features are at their maximum intensity within the width of the pulse overlap (first 50 fs). Sample 4 is not plotted in d), as there is no corresponding peak D in sample 4.

	Discussion
	Explanation of Bandgap Features B and D
	Explanation of Kinetics
	Figure 6. An extremely simplified band diagram cartoon of the lead-halide perovskites. The left side represents the valence bands filled with electrons (filled circles), and empty conduction band, and the right side depicts the occupation of the valence band with holes (empty circles) and conduction band with electrons. During the waiting time in our experiments, the excited electrons or holes will cool to the renormalized bandgap (dashed black lines). The cooling is represented with the orange arrows.

	Conclusions and Outlook
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	Materials
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	Perovskite Precursor Synthesis
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	2D WL Spectroscopy
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	Light Matter
	Introduction
	How to Dress a Metal
	Figure 1. Coherent mPP spectroscopy of Floquet quasi-energy ladder. (a) ITR-mPP measurement of nonresonant 4PP from the SS of Ag(111) shown for . Interference fringes appear for nonresonant 4PP from SS and one-photon photoemission from the nonresonantly excited IP state. Horizontal cut through the data shows 4PP spectra of the IP and SS emission (top). Vertical line profiles through the data show interferograms of the coherent 4PP process at the IP (red) and SS (blue) peaks. The inset shows enlarged SS fringes, whose tilting indicates a coherent four-photon transition. (b) The projected band structure of Ag(111) indicating the 4PP excitation process involving excitation from SS via nonresonant interaction with the IP state Rydberg series. The gray shaded regions indicate the projected bulk bands, which are occupied up to EF (dark). The excitation with eV light generates a Floquet quasi-energy ladder (dashed lines), which is detected by 4PP when exciting to above the vacuum level, Evac, into the photoemission continuum (red). (a) Reproduced with permission from reference 40. Copyright 2019 Reutzel et al. Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license https://creativecommons.org/licenses/by/4.0/. (b) Adapted with permission from reference 45. Copyright 2011 American Physical Society.
	Figure 2. The dressing of electronic bands in three photon resonant IP←SS transition. (a) The surface projected band structure of Cu(111). The SS and IP states exist in the projected bandgap between the lower and upper bulk sp-bands (Lsp and Usp). (b) The real space SS and IP state wave functions (unperturbed) from the Chulkov potential showing their surface character and evanescent penetration into the bulk Cu. (c) The 4PP and 5PP processes at low and high applied optical field, E. The dashed lines show the Floquet quasi-energy states derived from the optical field interaction with the SS (red) and IP (blue) states. The main 4PP process (thick) and its 5PP (ATP) replica (thin) are indicated by dotted lines. The application of a strong optical field causes Stark shifting of the intrinsic states and their Floquet replication, resulting in ATS structures in mPP spectra. The surface state wavefunctions and energies are calculated from data in reference 47.
	Figure 3. Bloch, Rabi, and Floquet engineering of metal electronic structure. The Cu(111) surface band structure depends on the periodic crystal potential, which defines (light blue) dependant Bloch bands , the time-periodic optical field (pink), which generates the Floqet quasi-energy state ladder, and Rabi flopping, which depends on the optical field strength E (blue two-pulse field envelope). The dressing of the three-photon resonant IP←SS transition is recorded as an ITR-4PP signal (back panel). The dressing can be seen as the resonant SS and IP band repulsion in the data, which is shown to diminish in ~15 fs intervals as the total instantaneous optical field decreases. Adapted with permission from reference 20. Copyright 2020 Reutzel et al. Published by Springer Nature under the terms of the Creative Commons Attribution 4.0 International License http://creativecommons.org/licenses/by/4.0/.
	Figure 4. Attosecond optical field dressing of the resonant ITR-mPP signal of the three-photon resonant IP←SS transition. The main panel shows the 4PP signal intensity as a function of Ef and τ under interferometric scanning. The upper panel shows the interference fringe intensity image profiles, or I2PCs, at the 4PP maximum (red) and above 5PP (gray). The dressing causes subfemtosecond splitting of the 4PP fringes when the field is maximum due to the dressing. The 5PP signal shows that the signal from 4PP is transferred to 5PP, which undergoes a field strength dependent shift. The side panels show vertical cuts through the ITR-mPP data showing how the field strength changes the spectra at τ=0.0 fs (green) and τ=0.5 fs (pink).

	Creating and Imaging Topological Plasmonic Excitations on the Nanofemto Scale
	Figure 5. ITR-PEEM imaging of a plasmonic vortex.(a) The principle of PEEM imaging. Light incident normal to the surface induces photoemission through a 2PP process. The emitted spatial distribution of photoelectrons is imaged to record the spatial and temporal interference between the SPP and optical fields that captures the plasmonic vortex. (b) Scanning electron microscope image of the Archimedean structure for generation of the SPP vortex. (c) A single pulse PEEM image of the vortex region showing a phase singularity at its center. (d) Fourier filtered image showing the constructive interference petals of the vortex circulating over a period of 0.9 fs. (e) Simulation of the vortex field over the same time interval as in (d). Reproduced with permission from reference 36. Copyright 2020 Springer Nature.
	Figure 6. The calculated vortex vectorial properties. (a) The calculated SPP Poynting vectors showing the SPP energy flow direction (arrows) and magnitude (color scale). (b) the kSPP-SAM transverse locking for SPP orbiting motion about the vortex core. (c)The amplitude of the in-plane SPP field (color scale) and its spatially dependent polarization. Linear and circular polarizations define L-lines and C-points, respectively. The scale bars indicated λSPP/2. Reproduced with permission from reference. Reproduced with permission from reference 36. Copyright 2020 Springer Nature.
	Figure 7. The plasmonic meron SAM texture. The white background regions mark the areas of linear SPP polarization where its SAM is in plane. Its elliptical domains mark the boundaries of three meron textures with a topological charge of ½. The arrows indicate the SPP SAM direction: it rises from in-plane at L-lines to out-of-plane at the vortex cores. The arrow colors change with the out-of-plane amplitude. Reproduced with permission from reference 36. Copyright 2020 Springer Nature.
	Figure 8. The SPP in-plane SAM and its associated L-line meron boundary. (a) The calculated ellipticity of the SPP polarization identifying the linearly polarized, L-line regions as the bright contrast, which define the meron quasiparticle boundary. (b) the extracted L-line distribution from the optical flow analysis of the experimental data. (c) A Poincaré sphere representation of the SPP polarization. S1-S3 axes designate the polarization Stokes parameters. The vortex core coincides with the C-point, where the SPP SAM is normal to the surface plane, and its boundary is at the sphere equator, which defines the L-line, where the SAM is in the surface plane. The scale bars indicated λSPP/2. Adapted with permission from reference 36. Copyright 2020 Springer Nature.
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	Nonlinear Light Scattering from Buried Interfaces: Fundamentals and Applications
	Introduction
	Second Harmonic Light Scattering
	Figure 1. Light scattered from liquid solutions containing MG only (red dots) vs. both MG and micron sized PSS polymer beads (blue dots).

	Theoretical Models for SHS and Effects of Particle Size, Composition, and Molecular Adsorption Geometry
	Figure 2. Experimentally measured, angle-resolved SHS (at 420 nm) for MG coated polymer beads of different sizes and compared with calculations using either a) nonlinear RGD or b) nonlinear Mie theory. The x/y axis shown in panel a) defines the laboratory frame coordinate system. Adapted with permission from references 41 (panel a) and 42 (panel b). Copyright 2010 American Chemical Society and 2011 American Physical Society.
	Figure 3. Three-dimensional rendition of the SHS pattern for a 50 nm diameter gold particle calculated using nonlinear Mie theory.

	Adsorption Density and Free Energy at Colloidal Surfaces
	Figure 4. a) SHS deduced Langmuir adsorption isotherm for cationic MG interacting with a PSS colloid. b) Displacement of a saturated coverage of MG on the PSS particles by the surfactant, VGP15401.

	Time- and Angle-Resolved SHS Spectroscopy
	Figure 5. a) Schematic representation of an experimental setup for angle-resolved SHS measurements. b) Schematic of a liquid flow jet sample employed in SHS measurements.

	Time-Resolved SHS Microscopy
	Figure 6. (left) Time-resolved SHG images of cationic MG interacting with a living HDF cell. (right) Heat map depicting fit-deduced MG transport rates in the various regions of the HDF cell. Adapted with permission from reference 44. Copyright 2019 American Chemical Society.

	Buried Interfaces in Chemical and Biological Systems
	Molecular Thin Films
	Colloidal Systems
	Colloids of Solid Particles
	Nanoparticles
	Emulsions
	Figure 7. Time-resolved SHS measured following addition of DiA20 (dissolved in ethanol) into water at time t=0 sec. A solution of NaCl was added to the solution near t=150 sec.

	Aerosols
	Biological Membranes
	Model Membranes
	Membranes of Living Cells
	Figure 8. a) Schematic of Gram-negative (E. Coli) cell wall structure. b) Representative time-resolved SHS response of MG interacting with the various membranes in E. coli. The cartons at the top highlight the specific time-dependent interactions giving rise to the characteristic SHS signals at points (1) through (6). c) Uptake of MG observed using time-resolved brightfield transmission microscopy (left) and a comparison of the time-dependent MG uptake responses measured using SHS (green curve) and transmission microscopy (pink curve). The black lines are fittings using the same kinetic model. Adapted with permission from references 30 (panel b) 83, (panel a), and 82 (panel c). Copyright 2014 and 2021 Elsevier and 2020 Wiley.
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	Advances in Vibrational Stark Shift Spectroscopy for Measuring Interfacial Electric Fields
	Introduction
	Vibrational Stark Shift Probes
	Figure 1. Shifting of energy levels and the change in spectroscopic gap due to interaction with the electric field.
	Figure 2. Cartoon depicting various external influences on the frequency of the Stark probe benzonitrile. The externally applied electric field, field from the solvent and ionic environment, polarizing influence of substituents, and specific interaction of the probe such as hydrogen bonding, can all affect the frequency shift.

	The Linear Stark Effect in Benzonitrile and Its Electronic Origin
	Figure 3. (a) Occupancy of antibonding orbitals (ABO) of CN vs electric fields. Electron density decreases in antibonding orbitals towards more positive fields. (b) Differences of occupancy between bonding orbital (BO) and antibonding orbital (ABO) of CN vs electric fields. Occupancy difference increases towards more positive fields, indicating stiffening of CN bond.
	Figure 4. (a) Computed frequency shift of benzonitrile in the presence of fields , and as shown in the inset. The response in the z direction is the largest. (b) Experimental electrochemical frequency shifts for a SAM of mercaptobenzonitrile in 1M KCl solution. The applied potential decays across the monolayer and into the electrolyte due to screening by ions. The gradient of this potential, i.e., the field, induces the frequency shift. For this range of potential, the response mostly remains linear.

	Sensitivity to Fields Not Aligned with the Nitrile Stretch
	Inhomogeneous Fields
	Deviation from the Linear Stark Behavior
	Figure 5. Examples of specific interactions of the benzonitrile probe that cause a frequency shift and can complicate interpretation of Stark shift spectra. (a) Hydrogen bonding of the lone pair with water results in a blue shift with respect to no solvent (dotted line). Therefore a dielectric solvation model discussed later in this chaper (blue line, fitted to non-hydrogen bonding solvents) cannot describe their behavior. (b) A much larger vibrational frequency shift is induced by interaction of the lone pair with a Lewis acid. (c) Cartoon representation of the interaction of nitrile lone pair with a Lewis acid.

	Specific Interactions of the Nitrile Lone Pair
	Linewidth of Nitrile Stretch
	Figure 6. Plot of the widths of Lorentzians used to fit the center frequencies of the nitrile stretch as a (a) function of applied voltage and (b) Hammett parameter

	Applications to Interfacial Problems
	Solvation Field at Metal-Dielectric Junctions
	Figure 7. (a) The elements of interfacial dipolar solvation model. The Stark probe feels an asymmetric solvation environment and interacts with each side, modeled by image dipoles. This interaction results in a net field exerted on the probe, which causes a frequency shift. (b) The experimental frequency shift for benzonitrile on gold in contact with solvents of varying dielectric constant. The one-parameter fit to the model in (a) is shown in blue. (c) The interfacial electric fields predicted from this model as a function of dielectric constant.

	Field at Metal-Electrolyte Junction
	Figure 8. (a) Frequency change as a function of the applied potential and ionic concentration. (b) Electric field experienced by the SAM layer based on the model and the experimentally retrieved parameters. The plot gives the general behavior of how the interfacial field varies with the ionic concentration and potential. (c) Frequency change at 0.3 V w.r.t Ag/AgCl as a function of KCl concentration. (d) Frequency change in the presence of 10 mM KCl as a function of applied potential.

	Field at Metal-Ionic Liquid Junction
	Figure 9. (a) Stark shift spectroscopy at the metal-ionic liquid interface indicates large solvation fields in the presence of ILs with small anions. (b) Molecular dynamics simulations of these interfaces showed that the frequency change was mediated by ion packing and partial ion penetration into the monolayer.

	Water Partition Between the Interface and the Bulk
	Figure 10. (a) The blue-shifted CN stretch in mixtures of aprotic solvents and water can be used as a reporter for the water content at the interface. (b) Our results suggest that a tightly bound layer of ionic liquids near the surface resists dissolution even when the water content in the bulk is in excess of 0.9 mole fraction. The data is for [EMIM+][BF4-] mixed with water.

	Field Caused by Surfactants
	Figure 11. (a) Cartoon representation showing the length scales over which Stark shift spectroscopy and electrochemical impedance spectroscopy report electrostatic effects. (b) Nitrile peak frequencies as a function of cationic, anionic and neutral surfactant concentrations. Cationic surfactant produces the maximum frequency shift of the nitrile which corresponds to the largest interfacial field.

	Stark Probe Tethered to a Reactant
	Figure 12. Potential-dependent evolution of the nitrile stretch spectra during the (a) forward scan and (c) reverse scan. (b) Steady state current versus potential, where the horizontal dotted line at –0.7 V indicates the onset potential for steady-state current.
	Figure 13. Schematic figure showing the sequence of events for the reaction based on our experimental and computational data. (a) The reactant MAMBN-H+ molecules reside outside the EDL and do not feel the polarizing influence of the electrode. (b) The reactant molecules enter the EDL. Some of the reactant MAMBN-H+ molecules undergo the Volmer reaction and form MAMBN, as evidenced by the largely red-shifted peak shown in Figure 12a. Lack of electrochemical current in this range suggests that this is a stationary population and does not turn over. (c) At potentials more negative of –0.7 V, the reaction can turn over yielding a steady state current. Correspondingly, a steady state population of MAMBN-H+ and MAMBN that continue to Stark shift with potential is observed (Figure 12a).
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	Chemical Imaging by Stimulated Raman Scattering Microscopy
	Introduction
	Figure 1. Introduction of Raman-based techniques. (A) Timeline of several key milestones in the development of Raman spectroscopy and microscopy. (B) Schematic energy diagrams of spontaneous Raman, SRS, and CARS processes. A nonresonant four-wave mixing process is responsible for the NRB in CARS.
	Figure 2. Principle of SRS microscopy. (A) Schematic representation of a typical SRS microscope. (B) Quantum interaction scheme of SRS. Each quantum of vibrational transition is accompanied by one photon being annihilated in the pump beam (denoted as the SRL). Simultaneously, one photon is created in the Stokes beam (denoted as the SRG). (C) SRS signal (SRL) detection scheme using high-frequency modulation and demodulation.

	Technical Innovations
	From Single-Color SRS to Hyperspectral SRS Microscopy
	Hyperspectral SRS Microscopy
	Figure 3. Comparison between spontaneous Raman and SRS techniques in terms of common experimental implementation. (A) Spontaneous Raman micro-spectroscopy. (B) Hyperspectral SRS microscopy based on wavelength tuning of a narrowband pump and Stokes beams. (C) Hyperspectral SRS microscopy based on spectral focusing of a broadband pump and Stokes beams. (D) Multiplex SRS microscopy based on a narrowband Stokes and a broadband pump beams.

	Multiplexing SRS Microscopy
	Toward Single-Molecule SRS Detection Sensitivity
	SRS Imaging Beyond the Diffraction Limit
	SRS Imaging in Three Dimensions
	Epi-SRS Microscopy for In Vivo Imaging
	Applications
	Label-Free Biological Imaging
	Lipid, Protein, and Nucleic Acid
	Small Molecules
	Figure 4. Application of SRS microscopy in label-free imaging. (A) Fat storage visualized by SRS in the wild-type and mutants of C. elegans. Reproduced with permission from reference 77. Copyright 2011 Springer Nature. (B) Label-free video-rate SRS imaging shows the heterogeneous distribution of metabolites in Euglena gracilis. Reproduced with permission from reference 78. Copyright 2016 Springer Nature. (C) Top: quantitative analysis of different lipid molecules using hsSRS based on an unsaturation ratio calculated from R3015/2965(cm-1) (CE: cholesteryl oleate; TAG: triolein). Bottom: lipid compositional changes associated with hepatic steatosis during endoplasmic stress by SRS imaging. Adapted with permission from reference 79. Copyright 2014 American Chemical Society. (D) Left: Raman spectra of DNA, cellular protein, and cellular lipids extracted from HeLa cells. Right: SRS images of a live cell in the mitotic phase from three channels and decomposed distribution of DNA, protein, and lipids. Adapted with permission from reference 85. Copyright 2015 National Academy of Sciences. (E) SRS imaging of acetylcholine at the frog neuromuscular junction compared to a two-photon fluorescence image of α-bungarotoxin staining of acetylcholine receptors. Reproduced with permission from reference 19. Copyright 2016 American Chemical Society. (F) SRS imaging of BaF3 and BCR-ABL1 cells treated with imatinib (20 μM) and nilotinib (20 μM) at 1305 cm-1 shows drug accumulation in lysosomes. Reproduced with permission from reference 88. Copyright 2014 Springer Nature.

	Bioorthogonal Imaging of Small Molecules with Raman Tags
	Isotope Labeling
	Figure 5. Selective examples of bioorthogonal SRS imaging using Raman tags. (A) SRS imaging for newly synthesized proteins in various biological samples by metabolic incorporation of deuterated amino acids. Bottom: time-lapsed imaging of live dividing HeLa cells labeled with deuterated amino acids. Adapted with permission from references 92 and 93. Copyright 2013 National Academy of Sciences and 2015 American Chemical Society. (B) Separation of newly synthesized lipid, protein, and DNA signals (C-D signal) via unmixing in dividing cells. Reproduced with permission from reference 95. Copyright 2018 The Authors. Published by Springer Nature under a Creative Commons Attribution 4.0 International License. (C) Live SRS imaging of de novo synthesis of DNA RNA, proteomes, phospholipids and triglycerides by metabolic incorporation of alkyne-tagged small precursors. Bottom: Time-lapsed images of dividing cells incubated with 100 μM of EdU. Adapted with permission from reference 49. Copyright 2014 Springer Nature. (D) SRS imaging of 3-OPG uptake in U-87 MG tumor xenograft tissues showing a sharp contrast at the interface of two tumor regions. Adapted with permission from reference 100. Copyright 2015 John Wiley and Sons. (E) Two-color glucose metabolism imaging of choroid plexus in ex vivo live mouse brain tissues. Reproduced with permission from reference 101. Copyright 2018 Royal Society of Chemistry (F) SRS imaging of phenyldiyne-cholesterol storage in M12 cells (with cholesterol-mobilizing drug HPCD treatment) and in C. elegans. Reproduced with permission from reference 102. Copyright 2015 The Authors. Published by Springer Nature under a Creative Commons Attribution 4.0 International License.

	Alkyne Tags
	Super-Multiplex SRS Imaging
	Figure 6. Super-multiplex SRS imaging. (A) Multicolor SRS imaging of nascent DNA, RNA, and fatty acyl derivatives in live HeLa cells by spectral targeting of different isotopically edited alkyne tags. Adapted with permission from reference 108. Copyright 2014 American Chemical Society. (B) Molecular design of activable Raman probes for enzyme activities based on isotope-edited 9CN-JCP. Raman signals from 9CN-JCP-based probes are activated upon reaction of the probe with the target enzyme due to absorption shifting to the NIR region (electronic preresonance condition). Adapted with permission from reference 109. Copyright 2020 American Chemical Society. (C) Design of the MARS palette with well-resolved epr-SRS peaks in the cell-silent Raman region. (D) 16-color live cell imaging with eight MARS dyes, four fingerprint commercial vibrational dyes, and four fluorescent dyes. Panel C and D adapted with permission from reference 51. Copyright 2017 Springer Nature. (E) Construction of “Carbow” palette with 20 well-resolved peaks. (F) 10-color organelle imaging in live HeLa cells with targeted Carbow probes. (G) Super-multiplexed optical barcoding with Carbow-doped polystyrene beads in live cells. Panel E, F and G adapted with permission from reference 48. Copyright 2018 Springer Nature.

	SRS Imaging in Material Science
	Structure Characterization
	Figure 7. Application of SRS imaging in material science. (A) Images of an h-BN thin flak with spontaneous Raman and SRS microscopy acquired at 1369 cm-1. Right: thickness quantification with SRS microscopy based on E2g mode. Adapted with permission from reference 110. Copyright 2019 American Chemical Society. (B) 3D SRS imaging of individual synthetic aerosol with three components: nitrile (green), sulfate(red), and oxalate (blue). Adapted with permission from reference 111. Copyright 2020 The Authors. Published by John Wiley and Sons under a Creative Commons Attribution 4.0 International License. (C) Chemical mapping of CD3CN (2275 cm-1) adsorbed in H-MOR crystals reveals the accessibility of acid sites at different stages of dealumination. Adapted with permission from reference 112. Copyright 2014 American Chemical Society. (D) Left: Structure of Rhodamine 800. Middle: two photon fluorescence images of aqueous microdroplets containing 2 μM Rh800 in hexadecane. Right: Typical background-subtracted SREF spectra of the microdroplet interface and a 20 μM Rh800 bulk water solution. Adapted with permission from reference 114. Copyright 2020 American Chemical Society. (E) Top left: schematic of a Li-Li symmetric cell under SRS imaging. Top right: average [Li+] vs time at 5 μm, 10 μm, and 50 μm away from the electrode surface. Black lines are a fitting curve based on Nernst-Planck equation. Bottom: Local Li dendrite growth and local Li+ concentration acquired by SRS microcopy at three distinct stages. Reproduced with permission from reference 116. Copyright 2018 The Authors. Published by Springer Nature under a Creative Commons Attribution 4.0 International License. (F) Top line: SRS recording of fast polymerization dynamics after UV initiation. Arrows are used to represent the polymer wave. Bottom line: Ultrafast dynamics of polymer wave propagation captured in the polymerization rate map. Reproduced with permission from reference 117. Copyright 2020 The Authors. Published by John Wiley and Sons under a Creative Commons Attribution 4.0 International License. (G) Multicolor live-cell sorting in coculture of three cell lines with SRS imaging after 4 h and 24 h. Each cell line is color-coded with specific Raman-active polymer dots (alkyne for COS-7, nitrile for MEF, and C-D for HeLa) before being mixed in the coculture. Reproduced with permission from reference 120. Copyright 2017 Royal Society of Chemistry. (H) SRS images of sectioned slices of tumor tissues from mice intravenously injected with targetable Raman beads (AS1411-, MUC1-, and cRGDfk-anchored Raman beads m-9) and untargetable Raman beads (polyT-anchored Raman beads m-9). Reproduced with permission from reference 121. Copyright 2019 American Chemical Society.

	Dynamic Process Visualization
	Nanomaterial Imaging with Biological Relevance
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	Emerging Trends in Super-resolution Imaging: How Lasers Light the Way
	Introduction
	Single Molecule Localization Microscopy (SMLM)
	Introduction
	Figure 1. Principle of SMLM-based super-resolution imaging. (A) Example of diffraction-limited emission from a single fluorescent molecule imaged on a CCD camera and (B, left) the same image projected in three dimensions. (B, right) Fitting the emission to a model function such as a 2-D Gaussian yields the position of the peak (black arrow), which is approximated as the location of the emitter. (C, i-ii) Individual emitters are modulated between emissive (red stars) and non-emissive (gray stars) states in order to localize each of their positions. (C-iii) Repeating the process builds up a final reconstructed image where each dot represents the localized position of a single emitter.

	Localization without Photoswitching: Laser Modulation Strategies
	Figure 2. (A) Schematic of super-resolution microscopy using coherent control. (B-C) Four different shaped pulses (SP1 – SP4) are introduced to the sample, generating different fluorescent responses from individual emitters (S1 – S4). (D-G) By analyzing images in pairs and taking the fast Fourier transform, single emitters are resolved from a diffraction-limited image. Adapted with permission of AAAS from reference 37. Copyright 2020 The Authors, some rights reserved; Exclusive licensee AAAS. Distributed under a CC BY-NC 4.0 License (http://creativecommons.org/licenses/by-nc/4.0/).
	Figure 3. (A) Schematic of frequency modulated super-resolution imaging, in which three different excitation sources are modulated at distinct frequencies. (B) The modulating emission of a single fluorophore (top) can be Fourier transformed (middle) in order to determine which dye is emitting (bottom). (C) Two color image of microtubules (green) and mitochondria (magenta). (D) (left) Three-dimensional super-resolution imaging with the z-position of the microtubules encoded as shown in the color bar inset. Mitochondria are shown in magenta. (right) Zoomed-in region of cell. Reproduced with permission from reference 43. Copyright 2018 National Academy of Sciences.

	Controlling the Spatial Excitation Profile
	Figure 4. (A-B) Segmentation of the excitation illumination profile reveals that fluorophore bright time is more uniformly distributed across the field of view with the flat top beam compared to the Gaussian beam. (C) Photon count histograms demonstrate easy discrimination of single emitter vs. multiple emitters with the flat top beam compared to Gaussian excitation. (D) PAINT image of microtubules in COS-7 cells under the different illumination profiles. Adapted with permission from reference 47. Copyright 2019 The Authors. Published by Springer Nature under a Creative Commons Attribution 4.0 International License http://creativecommons.org/licenses/by/4.0/.

	Localization without Point Spread Function Fitting
	Figure 5. (A) Schematic of MINFLUX. (B) A donut-shaped laser samples different positions (indicated as ri and associated colored dots), leading to different photon counts (ni) from a fluorophore (star). The technique allows for (C) unique positioning of individual photoswitchable fluorophores as well as (D-E) single molecule tracking. Reproduced with permission from reference 58. Copyright 2017 The American Association for the Advancement of Science.

	Stimulated Emission Depletion (STED)
	Introduction
	Figure 6. Principles of fluorescence-based STED. A diffraction- limited Gaussian pump beam (green) excites a population of molecules, while a donut-shaped STED beam (orange) depletes a sub-population of the excited molecules via stimulated emission. Only molecules in the center of the donut undergo spontaneous emission, creating a much smaller effective point spread function (red). (B) Energies of the pump and STED beams relative to the absorption (solid line) and emission (dashed line) of a molecule.

	STED Beyond Fluorescence
	Figure 7. (A) Principle of demodulation pump-probe (DPP) microscopy, in which the intensity of two pumps with different excitation profiles (green) are modulated 180° out of phase. Modulation of the probe only occurs when interacting with species in the center of the donut due to modulation cancelation in the outer periphery of the excitation spot. (B-C) Comparison of (B) normal pump-probe and (C) DPP microscopy for single walled carbon nanotubes. (D) Comparison of spatial resolution of the two techniques. Adapted with permission from reference 73. Copyright 2021 American Chemical Society.

	Single Wavelength STED Variants
	Outlook
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	Applications of Lasers and Mass Spectrometry in Molecular Spectroscopy and Molecular Structure Determination
	Introduction
	Early Examples of “Action” Detected Photon Absorption
	Electronic Spectroscopy of Mass-Selected Molecular Cations by Photodissociation
	Figure 1. Schematic of the photofragments spectrometer developed by Huber et al. 14 to measure the electronic predissociation spectrum of O2+ ions. The fast-ion beam was turned by a quadrupole (Q1), which enabled the ion beam to propagate co-axially with the beam from a tunable dye laser. The predissociation daughter fragments were then extracted from the beam path using a second quadrupole (Q2). Adapted with permission from reference 19. Copyright 1980 Elsevier.
	Figure 2. High-resolution fast-ion-beam electronic photodissociation spectrum of N2O+. Reprinted with permission from reference 20. Copyright 1983 Springer.

	Action Electronic Spectroscopies of Anions
	Figure 3. (A) Energy level diagram for OH¯ showing rotational fine structure. (B) Example OH¯ threshold detachment spectrum. The labeled arrows highlight laser frequencies at which there was a dramatic increase in photoelectron fluence. Adapted with permission from reference 41. Copyright 1982 AIP Publishing.

	Infrared Spectroscopy of Ions Held in Ion Traps
	Introduction of “Ion-Bunching” Methods to Enable Efficient Overlap between Mass-Selected Ions and Widely Tunable Pulsed Lasers
	Figure 4. Schematic of the mass-selective photofragmentation spectrometer developed by the Johnson lab at Yale. To separate lighter daughter fragments from heavier parent ions, the voltage difference across the reflectron was changed so that the ion packet of interest was focused on the detector (EM2). Adapted with permission from reference 49. Copyright 1986 Elsevier.

	Mass Messenger or Tagging Brings Linear IR Spectroscopy of Cold Ions
	Figure 5. Tag-free two-color, IR-IR vibrational IRMPD spectrum of H5O2+. The energy level diagram inset depicts the energetics of the two-color process. Cold ions were irradiated first by a tunable infrared laser (hν1) and then by a fixed-frequency CO2 laser. When the first laser was resonant with a vibrational transition the internal energy of the cluster ion increased and the sequential absorption of photons from the CO2 laser provided sufficient energy to dissociate the cluster. Adapted with permission from reference 62. Copyright 1989 AIP Publishing.

	Electrospray Ionization and Cryogenically Cooled Ion Traps Brings Universal Capability for Vibrational Characterization of Molecular Ions, Non-covalently Bound Complexes and Ion Clusters
	Figure 6. (A) Electrospray ion source (1) interfaced to a cryogenic ion trap (9) that is coupled to a Wiley-McLaren time-of-flight mass spectrometer. Notably, the ion optics for transferring room-temperature electrosprayed ions to the cryogenic trap includes a 90° turning quadrupole (5). (B) Schematic view of the cryogenic ion trap. Adapted with permission from reference 92. Copyright 2008 AIP Publishing.
	Figure 7. Mass spectra demonstrating the controlled condensation of H2 molecules onto the dianion of dodecanoic acid (C12H20O4)2-. Adducts with 5, 10, and 15 H2 molecules are labeled. Adapted with permission from reference 94. Copyright 2011 Elsevier.

	Structural Characterization of ESI Ions with Cryogenic Ion Vibrational Predissociation Spectroscopy
	Application to Bond-Specific Assignments of Vibrational Transitions Signaling Non-covalent Contacts in Folded Peptides with “Isotope Edited” Spectroscopy
	Figure 8. Schematic diagram of the triple-focusing, isomer-selective cryogenic ion spectrometer currently in use at Yale University. The following sections give examples of how the various components are used in specific applications involving the structure of a biomimetic catalyst, the non-covalent interactions at play in a simple folded dipeptide, and the measurement of surface melting in a water cluster cage.
	Figure 9. (d) Vibrational D2-predissociation spectra of the all 12C and 14N tripeptide catalyst (structure shown in inset). (a-c) Color coded difference spectra of the tripeptide that were obtained by subtracting the heavy isotope substituted spectra from the spectrum in (d). The color coding of the traces and peaks corresponds to the functional groups as indicated in the top schematic structure. Reprinted with permission from reference 97. Copyright 2012 AAAS.

	Isomer-Selective Vibrational Spectra through Two-Color, IR-IR Photobleaching
	Figure 10. (b) Vibrational predissociation spectrum of a mixture of cis and trans isomers of SarSarH+. A probe laser was fixed on green (‡) and blue (†) peaks for the isomer-selective IR-IR double resonance dip spectra in (a) and (c). The dip spectra were obtained by scanning a pump laser upstream from the probe laser and recording a decrease in the signal of the daughter fragment produced by the probe laser. The calculated structures are shown as insets and the associated harmonic spectra are presented at the top and bottom of (a) and (c), respectively. Reprinted with permission from 61. Copyright 2014 American Chemical Society.

	Real-Time Kinetics of Spectral Diffusion at the Onset of “Surface Melting” in a Three-Dimensional Water Cage
	Figure 11. (A) OH and OD stretch regions of the vibrational predissociation spectrum of D3O+(HDO)(D2O)19 recorded at 20 K. The spectrum shows the presence of multiple isotopomers corresponding to the single H atom "locked” to various positions around the cage. (B, trace a) Expanded view of the OH stretch region. The peaks are labeled with the hydrogen bonding environment of the H atom incorporating water molecule, with A = H-bond acceptor and D = H-bond donor. (B, traces b-f) Double-resonance spectra recorded at different temperatures in which the probe laser was fixed at the free OH stretch of an AAD HDO molecule. At low temperatures, there are no dips for OH stretches corresponding to different H-bonding arrangements, indicating that the AAD HDO molecule is frozen in place. At higher temperatures, a dip is recorded for the other positions, indicative of migration of the HDO molecule. Reprinted with permission from reference 110. Copyright 2020 National Academy of Sciences.

	Hybrid Instruments: Integration of Cryogenic Ion Spectroscopy with High-Resolution Mass Spectrometry
	Figure 12. Scheme of the instrument in which the Yale cryogenic, triple-focusing photofragmentation TOF was coupled to a Thermo Fisher Orbitrap mass spectrometer. The inset displays the predissociation spectrum of a dipeptide (black trace) and collision-induced dissociation fragment ions. Adapted with permission from reference 119. Copyright 2019 American Chemical Society.

	Next Generation Methods on the Horizon: Coherent Two-Dimensional Spectroscopies in Mass-Selected, Cryogenically Cooled Ions in Ion Traps
	Figure 13. Schematic of combined one-dimensional and two-dimensional cryogenic photofragmentation mass spectrometer constructed by Fournier at Washington University in St. Louis.
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	High Resolution Infrared Spectroscopy of Highly Reactive Chemical Intermediates: Berkeley Inspiration and a C.B. Moore Retrospective
	Introduction
	George Pimentel: The Early Vision of Rapid Scan IR Spectroscopy
	Figure 1. A. Schematic of Pimentel’s original apparatus schematic for rapid scan IR spectroscopy of CH3 radicals, based on a rapidly rotating IR grating (2000 rpm) to create a high dispersion (1 cm-1/μs) of IR light transmitted through CH3 radicals generated by flashlamp photolysis of precursor in a flow cell. B. Transmitted IR light as a function of time (bottom) and thus IR frequency (top), indicating transient absorption by CH3 in the out-of-plane vibrational mode. Adapted with permission from reference 12. Copyright 1972 American Institute of Physics.

	C. Bradley Moore: High-Resolution Radical Laser Flash Spectroscopy
	Figure 2. A. Schematic of the original Moore apparatus for high resolution IR laser spectroscopy of singlet methylene (1CH2) diradical generated by 308 nm UV excimer laser photolysis of ketene in a flow cell. B Sample high resolution spectral scan region (2.2 cm-1) revealing Doppler limited (Δν ≈ 0.01 cm-1) transient absorption by 1CH2 in the CH symmetric/antisymmetric stretch vibrational modes. Adapted with permission from reference 2. Copyright 1983 American Chemical Society.

	Days of the JILA Slit Jet Supersonic Discharge Expansion Spectrometer
	Figure 3. A. Photo of the JILA slit Jet discharge spectrometer, illustrating the downward gas flow (green arrow) of discharge generated radicals/molecular ions through a 40 mm x 1 mm x 300 mm slit orifice and multipassing of difference frequency generated tunable IR laser light (red arrow) along the slit jet axis. B. Cartoon cut away of the slit jaws, illustrating high frequency square wave modulation of the discharge. Note that the voltage polarity between slit jaw is negative wrt to the pulsed valve ground, which exploits preferential downstream flow of slow “lumbering” atomic cations (Ne+, Ar+) yet facile upstream flow of electrons, i.e. supersonic expanding discharges have diode-like properties.
	Figure 4. A. Fourier transform spectral analysis of the difference laser amplitude noise in units of absorbance sensitivity per root bandwidth vs frequency. The two traces correspond to DFG laser noise in the absence (upper) or presence (lower) of balanced signal-reference detector subtraction with a fast (10MHz) electronic servoloop. Note the 100x reduction in common mode amplitude noise, achieving levels within 2x of the quantum shot noise limit (dashed line). B. Sample demonstration of phase sensitive balanced lock-in subtraction methods in actual spectral scans over the Q-branch region for the symmetric CH2 stretch of ethyl radical, revealing comparable enhancement in absorption sensitivity.

	Sample Slit Jet Discharge Radical and Molecular Ion Systems
	CH3: The Simplest Alkyl Radical
	Figure 5. Sample spectra data scan over a single robvibrational transition (N,K = 1,1 ←0,0) in the ν3 asymmetric CH stretch in methyl radical, revealing systematic improvement of S/N by optimization of CH3I precursor concentrations and discharge currents, achieving a S/N in excess of 1000:1. Note that clear evidence of multiple peaks and substructure, nominally for a single rovibrational line, due to spin rotation (N*S) and Fermi contact (AFI*S) structure. B. Sequential deconstruction of this spectral structure into fine and hyperfine contributions, indicating excellent agreement with experimental lineshape results. The sub-Doppler line widths attainable in the slit expansion (blue arrow) are ≈ 10 times smaller than under typical pinhole (green arrow) expansion conditions, often permitting rare access to radical fine/hyperfine structure information via IR laser spectroscopy. Adapted with permission from reference 71. Copyright 1997 American Institute of Physics.

	Jet-Cooled Molecular Ions
	Figure 6. A. Direct absorption trace transmitted IR laser light transmitted through discharge generated molecular ions (H3+ ν2 (J,K = 2,1 ← 1,0)) in a slit discharge jet expansion, clearly revealing strong in-phase modulation (20 kHz) due to the modulated discharge. B. This modulation obviously motivates phase sensitive detection, results of which are shown for a sample frequency scan over the same rovibrational transition at S/N > 1000:1. Note that the widths for these H3+ transitions are quite broad due to high Doppler velocities in a predominantly H2 discharge, with spectral “wings” due to uncollimated expansion from each end of the slit orifice along the slit jet axis.

	Size Limits for High Resolution IR Jet Spectroscopy of Radicals
	Figure 7. A. Sample high resolution IR spectral scan (in blue) over the out-of-phase CH stretch of phenyl radical in the slit jet dicharge spectrometer, with spectral simulations from a least squares analysis dsiplyed downward (in red). B. A blow up region of this pheny radical spectrum in the Q-branch region, illustrating excllent agreement with all rotational struture and the apparent absence of additional structure due to IVR vibrational coupling between bright and dark manifolds in the upper state. Adapted with permission from reference 111. Copyright 2013 American Chemical Society.
	Figure 8. Partial visual summary of supersonically cooled hydrocarbon radicals and/or reactive chemical species explored/analyzed to date with the JILA slit jet discharge spectrometer, including examples of alkyl (top row), cycloalkyl (mid row), and aromatic (bottom row) radicals. (* represent species under current investigation/analysis).

	Summary and Conclusion
	Figure 9. A. Overview of the Cavity Enhanced IR Frequency Comb spectral capability, currently operational in the mid IR spectral region, with the broadband comb (frep = 250 MHz) injected into a 8000 finesse cavity by Pound-Drever-Hall (PDH) frequency sideband locking methods. B. Data in the OH and CH spectral regions from actual air samples (DJN, 6/18/2021) reveal 1000’s of peaks and high (5 ppt) sensitivities due to both abundant (H2O, HDO) and trace (CH4, CH3OH) species present in human breath. Inset: high finesse IR cavity and sample Tedlar inlet gas bag geometry.
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	Modern Techniques, Modern Concepts, and Molecules Doing Stuff
	Introduction
	Discussion
	Spectroscopic Perturbations between Two Electronic States of a Diatomic Molecule
	Figure 1. A comparison of the SiO H 1Σ+ (0,0) (top) and (1,0) (bottom) bands. The (0,0) band at 1435 Å is perturbation free, but perturbations in the v=1 level of the H 1 Σ+ excited electronic state cause the (1,0) band to be shattered. Only one electronic state is responsible for the disruption of the v=1 level and only one fitted inter-electronic state spin-orbit perturbation matrix element is required to create a fully understood pattern. (Courtesy I.Renhorn) 11. Reproduced with permission from reference 2. Copyright 2004 Elsevier.
	Figure 2. Perturbations in the 28Si18O and 28Si16O A 1Π state. The J-values where each A 1Π vibrational level crosses a perturber are marked with a different symbol for each observably different type of perturbing state. This sort of collection of multiple perturbation data provides definitive electronic and absolute vibrational assignments of all of the significant perturbers of a chosen spectroscopic “bright state,” in this case the A 1Π excited state, viewed in absorption from the X 1Σ+ electronic ground state. Reproduced with permission from reference 15. Copyright 1976 IOP.

	Anharmonic Interactions among Vibrational Modes of a Polyatomic Molecule: Polyads
	Polyads in the S0 and S1 States of Acetylene
	Figure 3. Normal modes of the HCCH S1 trans-bent conformer. The displacement structure, mode-#, symmetry, and frequency of the 6 normal modes are presented. Modes 2 and 3 are Franck-Condon active from the linear S0 electronic ground state. Modes 4 (torsion, au) and 6 (“cis-bend,” bu) have nearly identical frequencies and are strongly mixed by both a Darling-Dennison 2:2 anharmonic interaction and a Coriolis interaction. The result is the domination of state-space by bending polyads, denoted by Bn, where n=v4+v6. The anharmonic interaction between modes 3 (trans-bend) and 6 (cis-bend) is needed to create a local-bender, but the strong interaction between the normal modes with frequencies 1047.55 and 768.26 cm-1 is frustrated and apparently concealed by the strong mixing between modes 4 and 6. Adapted with permission from reference 26. Copyright 2015 AAAS.

	Recovery of Patterns: Extended Spectral Cross-Correlation (XCC) Method
	Figure 4. Extended cross correlation (XCC). (a-1) Patterns A and B both appear, with different relative intensities in Spectra 1 and 2. (a-2) Noise is added to the two spectra; (b) the Recursion Map is a plot, resolution element by resolution element, of the intensities in Spectrum 1 vs. the intensities in Spectrum 2. The two straight lines from the origin represent patterns A and B. The slopes of the two lines are the ratios of patterns A and B in spectra 1 and 2. The inset shows how the intensity of each point in each spectrum is related to the fitted ratio direction (R) and the perpendicular offset (d) from this ratio direction. (c) The XCC merit function comes from a robust estimator fit of the angles that best describe each ratio direction. (d) Patterns A and B are reconstructed, based on the two ratio directions determined on the merit function plot, by apportioning the intensity in each resolution element to patterns A and B. Adapted with permission from reference 6. Copyright 1997 AIP Publishing.
	Figure 5. Every vibrational level up to the energy of the trans-cis isomerization transition state is observed, assigned, and fitted. Notice the frequent appearance of the polyad symbol, Bn. State space is dominated by mode-4~mode-6 bending polyads. The interactions and basis-state membership in all of these polyads are inter-related. The Heff polyad fit model generates an eigenvector for every eigenstate. A series of polyads built on 0, 1, 2, and 3 quanta of mode-3 are labeled by enclosure in an oval. Although the polyad model is supposed to be unaffected by quanta in a non-polyad mode, a breaking of the polyad pattern of broken patterns reveals the energy and structure of the trans-cis transition state. Adapted with permission from reference 25. Copyright 2011 AIP Publishing.
	Figure 6. Excitation in ν3 shatters the (v4,v6) bending polyads. The spectra shown are the K′=1 sub-bands of the 3nB2, n=0-3 polyads. The spectra are arranged so that the highest frequency sub-bands (nominally 3n42 are aligned vertically. It appears that the addition of quanta in mode-3 causes a small but slowly increasing lower frequency shift of the nominal 3n4161 sub-band and a large and rapidly increasing shift of the nominal 3n62 sub-band. This is not supposed to happen. Crucial information about the energy and structure of the trans-cis isomerization transition state is provided by how excitation in mode-3 causes the structure of the (v4,v6) bending polyad to break. Detailed analysis shows that the isomerization is in-plane, not torsional, and that mode-4 plays a spectator role. Reproduced with permission from reference 33. Copyright 2009 Elsevier.

	A Broken Pattern of Broken Patterns
	Polyads Encode trans-cis Isomerization on the Acetylene S1 (1Au) Potential Surface
	Figure 7. The transition state for trans-cis isomerization on the HCCH S1 potential surface. Examination of the vibrational structure of S1 acetylene reveals the energy and structure of the transition state for trans-cis isomerization. The symmetric (mode-3) and antisymmetric (mode-6) bending modes combine to form the local-bender motion, which is along the minimum energy isomerization path. Reproduced with permission from reference 26. Copyright 2015 AAAS.

	Photofragment Vibrational Population Distributions Encode the Transition States of a Photolysis Reaction
	Figure 8. Chirped pulse mm-wave (CPmmW) spectrum of 193 nm photolysis products (HCN and HNC) of vinyl-cyanide. More than 30 assigned vibrational satellites of the J=0-1 rotational transitions of both HCN and HNC. Insets show the distinctly different 14N I=1 quadrupole hyperfine splittings. All of the transitions within the 86.5-93.0 GHz sweep range are sampled in each chirped pulse. Their relative intensities are meaningful and correspond to relative vibrational level populations. Reproduced with permission from reference 39. Copyright 2020 National Academy of Sciences.
	Figure 9. 3-Center vs. 4-center mechanisms for photolysis of vinyl cyanide. This is an over-simplified guesstimate of the mechanisms for the production of HCN and HNC. In the 3-center mechanism the leaving CN group attaches the H3 atom to its C-atom end and departs as HCN. In the 4-center mechanism the leaving CN group attaches the H1 atom to its N-atom end and departs as HNC. The co-product of the 3-center path is vinylidene and from the 4-center path is extreme cis-bending acetylene. Vinylidene has its predicted J=0-1 transition within the chirp range of the CPmmW spectrometer, but this transition was not detected, likely due to collisional relaxation into a dense manifold of highly vibrationally excited acetylene. Reproduced with permission from reference 40. Copyright 2013 Royal Society of Chemistry.
	Figure 10. Deuterium substitution should have shut down the 3-center mechanism for the formation of HCN. There are three H atoms in VCN, and each could attach to either end of the CN group. Thus, there are, naively, 6 mechanisms. H/D substitution could shut down the HCN/HNC-forming mechanisms involving the replaced H-atom. Replacing the H3 atom would shut down the 3-center mechanism, which had believed to be dominant. The top and bottom spectra are respectively unsubstituted and H3 replaced by D. Surprisingly, the HCN (0200) and HNC (0000) transitions show only a ~15% decrease in the intensity of the HCN/HNC transitions. Adapted with permission from reference 40. Copyright 2013 Royal Society of Chemistry.
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	Velocity Map Imaging
	Figure 11. CO (v=0) rotational distributions following photodissociation of formaldehyde at energies just above (top) and just below (bottom) the radical threshold. Adapted with permission from reference 52. Copyright 1993 AIP Publishing.
	Figure 12. Velocity map images (left) and total translational energy distributions (right) for the CO (v=0) rotational levels jCO=40 (A), 28 (B), and 15 (C) following photodissociation of formaldehyde in the S1 2143 band. Combs indicate vibrational levels inferred for the undetected H2 product, except for the vibrational levels v = 5-7 associated to roaming, rotational onsets for ortho-H2 are also indicated. Reproduced with permission from reference 48. Copyright 2008 American Chemical Society.

	Roaming!
	Figure 13. Visualization of a selected roaming trajectory from QCT calculations. Only H atom motions are shown, with instantaneous speed color-coded (blue is slow, red is fast). Force vectors are shown in the abstraction region at 1 fs intervals as the newly formed vibrationally excited H2 departs to the right. Reproduced with permission from reference 53. Copyright 2006 AIP Publishing.
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	Heterogeneous Plasmonic Photocatalysis: Light-Driven Chemical Reactions Introduce a New Approach to Industrially-Relevant Chemistry
	Introduction
	Electronic Structure of Metals for Photocatalysis
	Photon-Assisted Bond Activation Mechanisms
	Figure 1. Localized surface plasmon resonance (LSPR) excitation and dephasing in metal nanoparticles. (a-d) LSPR excitation and subsequent relaxation in a metal nanoparticle (NP) following illumination with a laser pulse and the characteristic timescales. (a) LSPR excitation and redirection of incident photons (Poynting vector) towards and into the nanoparticle. (b-d) Time evolution of hot carriers following LSPR excitation. Photoexcited electrons and holes are represented by the red and blue areas above and below the Fermi level (Ef), respectively. (b) plasmon dephasing through elastic re-emission of photons and nonradiative Landau damping. The initial distribution of hot carriers is highly nonthermal. In the first 1–100 fs following Landau damping, the nonthermal distribution of charge carrier decays through carrier multiplication caused by electron–electron scattering. (c) Following initial thermalization within the 100 fs to 1 ps, hot carriers will redistribute their energy into a Fermi-Dirac distribution. (d) Ultimately, hot carriers relax completely on the 100ps to 10-ns time scale, resulting in heat generation and transfer to the surroundings of the metallic structure via thermal conduction. (e) Calculated time evolution of a number of hot carriers (electrons, red line and holes, blue line) per unit of time and volume as a function of their energy in a 15 nm spherical Ag NP following LSPR excitation using 3.65 eV photon energy. Zero energy refers to the Fermi level. (f-h) First-principles simulation of real-time LSPR dynamics in a small Ag (Ag561) NP. (f) Time-dependent dipole moment response of the NP upon excitation by monochromatic ultrafast Gaussian light pulse. (g) Temporal evolution of electron density oscillations in the NP. Red and blue isosurfaces denote an increase and decrease in electron density, respectively. (h) Time evolution of the energy stored in an excited electronic system. The total energy of the system is divided into the energy of nonresonant electron–hole transition contributions constituting screened plasmon excitation and that of resonant transition contributions constituting mainly hot carriers. A part of the plasmon energy is in the form of Coulomb energy. Figures adapted with permission from: (a-d), Reference 20, Copyright 2015 Nature Publishing Group; (e), Reference 22, Copyright 2014 American Chemical Society; (f-h), Reference 32, Copyright 2020 American Chemical Society.
	Figure 2. Photo-induced nonthermal bond activation mechanisms. Schematic illustrations showing the activation of adsorbate molecules via indirect hot electron transfer (a) and direct photoinduced charge transfer mechanisms (b) representing three-step and one-step mechanisms, respectively. Indirect energy transfer is characterized by a Fermi-Dirac type distribution following metal photoexcitation, where the photogenerated hot carriers with sufficient energy can populate hybridized metal-adsorbate states to initiate bond dissociation. By contrast, the one-step mechanism proceeds via the direct photoexcitation of charge carriers to the hybridized adsorbate–metal states (i). Alternatively, direct photoexcitation may involve transitions within adsorbate orbitals (ii). (c) Schematic illustration of the proposed TNI mechanism. Hot carrier transfer deposits energy into the adsorbate, resulting in an electronic excitation. The adsorbate then evolves along the excited state PES and may overcome the activation barrier for dissociation (Path 1). Alternatively, the adsorbate may return to a vibrationally excited state in the ground state, thus effectively lowering the energy barrier for inducing chemical reactions (Paths 2, 3). Finally, the adsorbate may ultimately return to the ground state (Path 4). The excitation of a single adsorbate may occur via single or multiple electronic excitations.

	Direct Photocatalysis
	Multicomponent Plasmonic Photocatalysts
	Photon-Driven Catalytic Transformations
	Figure 3. Photo-driven chemical transformations. (a) Photocatalytic H2 dissociation. (left) Schematic of hot electron driven H2 dissociation on TiO2-supported Au NPs. (middle) Wavelength-dependent HD production from the dissociation of H2 and D2. (right) Calculated absorption cross-section for 7 nm Au NP partially embedded in a 30 nm TiO2. (b, c) Photocatalytic epoxidations. (b) A representative mass spectrometer response of ethylene epoxidation over Al2O3-supported ~60 nm Ag nanocubes at 450 K in the dark and under visible light illumination. (c) Selectivity toward propylene oxide (PO) for visible light-driven and purely thermal catalysis as a function of reaction rate in propylene epoxidation over silica-supported Cu NPs. (d-h) Photocatalytic hydrogenations. (d) Selectivity of ethylene:ethane production under photo- (red) and thermocatalytic (black) acetylene hydrogenation on Pd-decorated AlNCs. (e) CO2 hydrogenation over AlNC@Cu2O, showing different product selectivity under visible-light laser illumination and purely heat-driven process at dark. (f) Product (CO and CH4) selectivity in thermo- (light off) and photocatalytic (ultraviolet light on) CO2 hydrogenation over Rh nanocubes at 623K. Simulated near-field distribution at the surface of 27 nm Rh nanocube at resonance (3.96 eV) is also shown. (g) NH3 production rates over the Ru-Cs/MgO catalyst as a function of light intensity using various photon sources at an equivalent catalyst temperature of 325 °C. (h) Schematic of photocatalytic graphene hydrogenation using tilted Pd nanocones under 450 nm laser illumination. (i, j) Photocatalytic H2 production. (i) photocatalytic (9.6 W cm−2 visible-light laser) and thermocatalytic (480 °C, dark) ammonia splitting on oxide-supported Cu-Ru surface alloy, and Cu and Ru NPs. Schematics of proposed light-induced changes to the catalyst surface coverage is also shown. (j) Light-driven and thermocatalytic dry methane reforming on Cu-Ru single-atom surface alloy. Stability and selectivity comparison for the photocatalytic process under 19.2 W cm−2 visible-light laser illumination (blue circles) and thermocatalysis at 1,000 K (red circles) are shown. (k, l) Photocatalytic abatement of environmental hazards. (k) Photocatalytic nitrous oxide (N2O) decomposition into N2 and O2 on iridium-decorated AlNCs using visible-light laser. (l) Photocatalytic hydrodefluorination of CH3F into CH3D and DF on Pd-decorated AlNCs using CW (532 nm) laser. Figures adapted with permission from: (a) Reference 63, Copyright 2013 American Chemical Society; (b) Reference 6, Copyright 2011 Nature Publishing Group; (c) Reference 9, Copyright 2013 AAAS;(d) Reference 7, Copyright 2016 PNAS; (e) Reference 11, Copyright 2017 Nature Publishing Group; (f) Reference 12, Copyright 2017 Nature Publishing Group; (g) Reference 70, Copyright 2019 American Chemical Society; (h) Reference 64, Copyright 2019 American Chemical Society; (i) Reference 8, Copyright 2018 AAAS. (j) Reference 15, Copyright 2020 Nature Publishing Group; (k) Reference 79, Copyright 2019 American Chemical Society. (l) Reference 14, Copyright 2020 Nature Publishing Group.

	Spectroscopic Studies of Reaction Dynamics
	Figure 4. Reaction dynamics resolved by ultrafast and pump-probe spectroscopy. (a) Femtosecond Stimulated Raman Spectroscopy on plasmonic Au NPs, resolving the local temperature during photocatalysis. (b) A representative transmission spectrum of the dynamics of Au (left of inset) and Al (right of inset) nanodisks from Single-particle transient extinction spectroscopy. Scale bar of the inset: 100 nm. (e) Hot electron dynamics at the Au-GaN interface resolved using ultrafast transient absorption spectroscopy. The data represents hot hole injection from Au to GaN in less than 200 fs. Figures adapted with permissions from: (a) Reference 90, Copyright 2018 American Chemical Society; (b) Reference 95, Copyright 2019 American Chemical Society; (c) Reference 97, Copyright 2020 Nature Publishing Group.

	Real-Space Study of Reaction Dynamics
	Figure 5. In-situ and real-space observations of reaction dynamics. (a) Snapshots of Pd nanocubes in Au-Pd antenna reactors under light irradiation (top) and in the dark (bottom) in an environmental TEM during the dehydrogenation process on Pd. Scale bar: 50 nm (b) Snapshots of the dehydrogenation process of Pd nanorod on an Au pad under resonant irradiation in an H2 environment. The nucleation starts in the middle of the Pd nanorod instead of starting from both sides of the tip, as under dark environment. Scale bar: 100 nm. (c) Real-space observation of S-S bond dissociation in the junction of an Ag STM tip and a metal substrate. The feedback loop of the STM maintains the gap distance between Ag tip and metal substrate during light irradiation (top), topographic images of (CH3S)2 molecules on Ag (111) with 532 nm p-polarized light irradiation before and after the reaction (bottom) enables the quantification of the real-space distribution of dissociated molecules. Figures adapted with permissions from: (a) Reference 98, Copyright 2018 Nature Publishing Group; (b) Reference 99, Copyright 2021 AAAS; (c) Reference 101, Copyright 2018 AAAS.

	Dynamics of the Near Field and Hot Electrons
	Figure 6. Dynamics of the near field observed through photoelectron emission microscopy (PEEM) and hot electron dynamics through momentum resolved two photon emission (2PP) measurements. (a) Schematic of the principle of PEEM based on linear (one photon absorption) and nonlinear process (multiple photons). (b) photoemission spectrum of an Au dolmen structure and an image of the corresponding plasmon mode through photoemission electron microscopy (PEEM). (c) 2PP momentum maps on Ag (111) (left) and Cs covered Ag (111) (right). Momentum maps have information on the Cs σ-resonance probability density and σ-resonance coupling to the substrate via optical excitation and Coulomb interaction. Figures adapted with permissions from: (a) Reference 103, Copyright 2020 American Institute of Physics; (b) Reference 104, Copyright 2016 American Chemical Society; (c) Reference 34, 2012 Copyright American Institute of Physics.
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	Figure 1. Experimental images of the central slice of a three-dimensional Coulomb crystal. (A) Shows a Coulomb crystal containing only laser-cooled Ca+ ions. In image (B), sympathetically-cooled Xe+ ions have been incorporated into the crystal. While the Xe+ ions cannot be directly imaged (they are not laser cooled, and so do not fluoresce), their presence can be seen in the characteristic flattening of the lattice positions of the Ca+ ions in the crystal. Images (C) to (F) show the progress of a charge transfer reaction between Xe+ ions and neutral ammonia molecules, with the formation of ammonia ions able to be observed through the growth of a dark core in the centre of the crystal. Reproduced with permission from reference 18. Copyright 2015 American Chemical Society.
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	Figure 2. (A) The energies of stationary points along the reaction pathways involving Ca (1S0) (in black) and Ca (3PJ) (in red) proceeding to BaOCa+ products are indicated, calculated using the CCSD(T) method and a cc-pV5Z basis set. Note the presence of an energetic barrier to reaction in the Ca (1S0) pathway. There is only a submerged barrier for reaction with Ca (3PJ). (B) Ca energy level diagram, with the states involved in the laser cooling scheme indicated. The reaction Ca (3PJ) states are indicated in bold text and highlighted. Reproduced with permission from reference 37. Copyright 2017 American Association for the Advancement of Science.
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	Figure 3. Primary products measured from the reaction of C2D2++ DC3D3 as a function of time. Ion numbers are normalized to the initial number of C2D2+ in the trap. The reaction time corresponds to the amount of time propyne is in the chamber. See reference 59 for more details. Reproduced with permission from reference 59. Copyright 2020 PCCP Owner Societies.
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	Figure 4. The locations of hyperfine components of electric-dipole-forbidden transitions in ortho-N2+ are shown, as established from the mean number of charge-transfer reactions that occurred as a function of excitation frequency. Experimental data points are indicated by solid squares/circles, with error bars indicating the uncertainty in the measurements. Dotted lines indicate Gaussian fits to the three transitions identified, with the sum of these Gaussians shown as a solid line. Vertical lines represent theoretical predictions of the transitions, with the shaded regions illustrating the uncertainty in these calculations. See reference 64 for more details. Reproduced with permission from reference 64. Copyright 2014 Nature Publishing Group.
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	Quantum Coherence in Chemical and Photobiological Systems
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	Figure 1. Quantum coherence results from a fixed-phase relationship between chromophores in an ensemble. A) One molecule will experience an oscillating dipole after a laser excitation prepares the molecule in a superposition of electronic energy states. B) The oscillation frequency is proportional to the energy difference between the states, and the energy difference will fluctuate as the molecule dynamically couples with the bath. C) A collection of molecules experiencing oscillating dipole moments with a fixed-phase relationship will produce a macroscopically oscillating polarization within the sample. D) As the chromophore oscillation frequencies differ due to individual bath fluctuations, the fixed-phase relationship deteriorates, and the oscillating signal will exponentially damp with time. This process is called dephasing.
	Figure 2. Two-dimensional spectra contain both population and coherence dynamics during t2. A) Pulse sequence used in two-dimensional electronic spectroscopic measurements. The signal is Fourier transformed over t1 and t3, which both evolve as one-quantum coherences (1 QC), to obtain the excitation and detection frequency axes, respectively. The second time domain t2 can be detrended and Fourier transformed to obtain the waiting time beating frequencies , which result from zero-quantum coherences (0 QC). B) Mock two-dimensional spectrum of a three-state system showing diagonal peaks and cross peaks as a function of the waiting time t2. The negative features above the diagonal are excited state absorption features reflecting excitation of multiple states. The growth of a below diagonal cross peak (marked with x) is indicative of downhill exciton energy transfer. Oscillations in the signal across t2 are indicative of quantum coherence. C) The response of the system upon perturbation by the laser pulses can be described by double-sided Feynman pathways. Shown are pathways which evolve as a population (purple) and a coherence (green) during t2. These pathways sum together to produce a total signal whose evolution possesses character of both population and coherence dynamics.
	Figure 3. Two-dimensional electronic spectroscopy can map quantum coherence pathways as a function of three time/frequency domains. A) Rephasing two-dimensional spectrum of the wild-type FMO complex in reducing conditions showing spectra at the waiting time t2 = 760 fs. The growth of a below diagonal cross peak (square) is indicative of downhill exciton energy transfer. B-D) Multiple pathways contribute to any given point in the 2D spectrum. A trace of the below diagonal peak can be taken as a function of t2, fit to an exponential and detrended (B) to remove population dynamics and leave the coherence pathways (C), and Fourier transformed to reveal oscillation frequencies and relative beating strengths (D).
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	Figure 4. In a bulk heterojunction, a delocalized exciton is formed by photoexcitation. The exciton quickly reaches an interface, and charge separation is aided by vibronic coupling across the donor an acceptor domains. The separated electron and hole localize and incoherently diffuse to charge collectors. Energy transfer and charge separation are energetically ‘downhill’ along the coupled potential energy surfaces.
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	Figure 5. Vibronic states span the region between vibrational and electronic states. Coherences can be ‘purely’ vibrational (between vibrational levels within a single electronic energy state on the excited or ground state) or ‘purely’ electronic (between electronic levels with the same vibrational excitation on the excited state) as two limiting cases. Coherences can also exist between any set of vibronic states, where electronic and nuclear degrees of freedom nonadiabatically couple to produce a new basis of states, shown to the right of the vibronic diagram. Yellow and purple lines depict states localized onto one electronic surface, and black lines depict vibronic states which can be delocalized between surfaces. Below the diagrams are descriptions of long-lived coherences for each type of state.
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