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Abstract

In this paper, we consider the Gaussian pro-
cess (GP) bandit optimization problem in a
non-stationary environment. To capture ex-
ternal changes, the black-box function is al-
lowed to be time-varying within a reproducing
kernel Hilbert space (RKHS). To this end, we
develop WGP-UCB, a novel UCB-type algo-
rithm based on weighted Gaussian process
regression. A key challenge is how to cope
with infinite-dimensional feature maps. To
that end, we leverage kernel approximation
techniques to prove a sublinear regret bound,
which is the first (frequentist) sublinear regret
guarantee on weighted time-varying bandits
with general nonlinear rewards. This result
generalizes both non-stationary linear bandits
and standard GP-UCB algorithms. Further,
a novel concentration inequality is achieved
for weighted Gaussian process regression with
general weights. We also provide universal
upper bounds and weight-dependent upper
bounds for weighted maximum information
gains. These results are of independent in-
terest for applications such as news ranking
and adaptive pricing, where weights can be
adopted to capture the importance or quality
of data. Finally, we conduct experiments to
highlight the favorable gains of the proposed
algorithm in many cases when compared to
existing methods.

Proceedings of the 25'" International Conference on Artifi-
cial Intelligence and Statistics (AISTATS) 2022, Valencia,
Spain. PMLR: Volume 151. Copyright 2022 by the au-
thor(s).

Xingyu Zhou
Wayne State University

Abhishek Gupta
The Ohio State University

Baekjin Kim
University of Michigan

Ness Shroff
The Ohio State University

1 Introduction

There has been significant interest in developing the
theoretical foundations and practical algorithms for
solving bandit optimization problems. This interest
has been driven by many practical applications, where
one needs to sequentially select query points to maxi-
mize the cumulative reward (Bubeck and Cesa-Bianchi,
2012). Such sequential decision-making is usually based
on noisy feedback from black-box functions defined over
a possibly large domain space.

The most classical model is the multi-armed bandit
(MAB) (Robbins, 1952) where query points are inde-
pendent and finite. It is then extended to stochastic
linear bandits (Auer, 2002; Abbasi-Yadkori et al., 2011),
where the black-box function is linear, and query points
become non-orthonormal. Gaussian process bandits
(Srinivas et al., 2009; Chowdhury and Gopalan, 2017)
further generalizes the previous two by allowing general
black-box functions (e.g., non-linear and non-convex)
by utilizing the representation power of the reproducing
kernel Hilbert space (RKHS). These models of online
decision-making have becoming ubiquitous in practical
applications, such as change-points detection (Liu et al.,
2018), personalized news recommendation (Li et al.,
2010), and portfolio selection (Huo and Fu, 2017).

In real-world scenarios, the unknown function is often
not fixed but varies over time. For example, the chan-
nel conditions in wireless networks are time-varying,
and thus the Quality of Service is not static (Zhou
et al., 2019). In recommender systems, users’ prefer-
ences may change with growth, and the corresponding
reward function for any recommending action is time-
varying (Li et al., 2010). This has motivated recent
studies in online-decision making under time-varying
environments, such as in MAB (Besbes et al., 2014),
linear bandits (Kim and Tewari, 2020), and Gaussian
process bandits (Bogunovic et al., 2016). Roughly
speaking, there are three commonly used techniques
to handle non-stationarity — restarting, sliding win-



Weighted Gaussian Process Bandits for Non-stationary Environments

dow and weighted penalty. By restarting, the learning
agent resets the learning process once in a while to
directly discard all the old information at once (e.g.,
(Zhao et al., 2020; Besson and Kaufmann, 2019) ) while
under the sliding window, the learning agent gradu-
ally discard old information by only using the most
recent data in the learning process (e.g., (Cheung et al.,
2019)). Recently, Russac et al. (2019) proposes the
weighted penalty approach, which puts more weight on
the most recent data while penalizing outdated infor-
mation via less weight. This approach can be viewed
as a ‘soft’ way of discounting outdated information
rather than completely dropping it as in restarting
and sliding window methods. The weighted penalty
approach has been shown to be beneficial when the
black-box function is linear (Russac et al., 2019) or
general continuously differentiable Lipschitz function
(Russac et al., 2020). However, it remains an open
problem whether one can achieve the advantages of the
weighted penalty approach for general black-box func-
tions, in particular the ones in an RKHS, which enjoys
the uniform approximation of an arbitrary continuous
function (Micchelli et al., 2006) (under a proper choice
of the kernel).

Recently, Wei and Luo (2021) provides optimal re-
sults for (generalized) linear bandits, via maintaining
different instances of base algorithms. It remains an
open problem whether Gaussian Process bandit can
achieve its regret bound. To be specific, we do not
know whether GP bandits satisfies Assumption 1 in
this paper and what is the form of C(t) and A(t) for
GP bandits. If C(t) does not have the same polynomial
form as its Theorem 2, its result cannot be extended
to GP bandits.

In this paper, we take the first step to tackling this
fundamental problem by proposing a novel weighted
penalty algorithm with rigorous regret guarantees in the
context of Gaussian process bandits. This is achieved
by overcoming several key challenges. First, to fully
utilize the representation power of an RKHS for general
functions, our choice of kernel often has an infinite-
dimensional feature space (e.g., Squared Exponential
kernel). In this case, all existing regret analysis breaks
down as regret bounds in these works have an explicit,
growing dependence on the feature dimension (e.g.,
d). Moreover, the standard approach of resolving the
dependence on d in the regret bounds for GP bandits
does not apply in our case. This is because we are
dealing with a weighted GP regression rather than a
standard one, which directly raises three substantial
challenges. First, we need to find a new self-normalized
concentration inequality to show that the posterior
mean under the weighted GP regression is still close
to the true function in a certain sense, which helps to

translate the cumulative regret into a sum of predictive
variance. Then, we need to find a new technique to
bounding this term by a properly defined so-called
Maximum Information Gain (MIG). Finally, existing
bounds on MIG also do not apply, and thus we have
to derive the new ones in our weighted setting.

Contributions. In summary, our contributions can
be summarized as follow.

First, we develop a general framework for the regret
analysis under weighted GP regression by overcoming
the aforementioned challenges. In particular, for gen-
eral weighted GP regression, we establish the first self-
normalized concentration inequality. Then, by novel
applications of Quadrature Fourier features (QFF) ap-
proximation and Mercer’s theorem, we present the first
bounds for the sum of predictive variance and the corre-
sponding MIGs in the weighted case. These results are
not only the cornerstones in our setting, but also could
be useful for other general GP regression settings.

Second, we propose a new algorithm - Weighted Gaus-
sian Process Upper Confidence Bound (WGP-UCB)
for non-stationary bandit optimization. It general-
izes the standard GP-UCB algorithms (Srinivas et al.,
2009; Chowdhury and Gopalan, 2017) in stationary
environments to the time-varying case. This is also a
significant generalization of discounted linear bandit
(Russac et al., 2019) and discounted generalized lin-
ear UCB (Russac et al., 2020) by allowing the payoff
function to be within a much broader class of functions
(thanks to the use of RKHS).

Third, by a proper choice of the weighted scheme in
WGP-UCB, we establish the first regret bound for
the weighted penalty algorithm in the context of GP
bandits by utilizing our novel results for the weighted
GP regression. In particular, we have a regret bound
O(f'y;/ SBCIF/ 413/ 4) if the variation budget Br is known,
and a regret bound O(%+/* ByT3/4) if By is unknown,
for both abruptly-changing and slowly-varying envi-
ronments where 47 is a properly defined maximum
information gain. Note that this result directly recov-
ers the existing weighted penalty results as special cases
(e.g., a choice of the linear kernel).

Related Work. Online learning in changing envi-
ronments has been well studied. In traditional MAB,
(Auer et al., 2019) considers the situation where reward
distributions may change abruptly several times, which
is usually referred to switching bandits (Garivier and
Moulines, 2011) or abruptly-changing environments.
The regret bound usually depends on the number of
changes, which relies on change-point detection (Cao
et al., 2019; Liu et al., 2018). An alternative approach
to quantify time-variations is variation budget (Besbes
et al., 2014, 2015, 2019), which captures the cumulative
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temporal variation of system parameters for the total
time horizon.

In the stochastic linear bandits setting, we recall that
there are mainly three strategies to deal with non-
stationarity : restarting (Zhao et al., 2020), sliding
window (Cheung et al., 2019), and weighted penalty.
The last strategy leverages an increasing weight se-
quence to emphasize the impact of recent observations
while gradually forgetting past observations. In Rus-
sac et al. (2019), exponentially increasing weights are
used to develop the D-LinUCB algorithm based on
the weighted least square estimator. Two variants of
this algorithm are developed in Kim and Tewari (2020)
based on perturbation techniques. Recently, a tech-
nical flaw in these three works (Cheung et al., 2019;
Russac et al., 2019; Zhao et al., 2020) was identified
in Zhao and Zhang (2021), which corrects the order of
regret bounds in all three algorithms. For generalized
linear models, sliding window and weighted penalty
algorithms are developed in Russac et al. (2020), where
the payoff functions are required to be continuously
differentiable and Lipschitz.

For the Gaussian process bandits, there are two dif-
ferent assumptions on the black-box functions. The
Bayesian setting assumes that the unknown function
is a sample from a GP with a known kernel, while the
frequentist setting (agnostic setting in Srinivas et al.
(2009)) assumes that the unknown function is a fixed
function in a reproducing kernel Hilbert space (RKHS)
with bounded norm. Under the Bayesian setting, Bo-
gunovic et al. (2016) proposes a discounted algorithm
and a restarting algorithm, assuming that the evolu-
tion of Gaussian process obeys a simple Markov model.
Under the frequentist setting, Zhou and Shroff (2021)
introduces restarting and sliding window algorithms
and obtains regret bounds based on maximum informa-
tion gain. However, due to difficulties arising from the
time variation and infinite-dimensional feature maps,
the weighted penalty algorithm has not been studied
yet under the frequentist setting, which is also the
future direction as listed in Bogunovic et al. (2016).

2 Problem Statement and
Preliminaries

In this section, we introduce the setting of our problem
and necessary preliminaries.

We consider the non-stationary problem of sequen-
tially maximizing reward function f; : D — R over
a set of decisions D C R% . At each discrete time
slot t = 1,2,..., the learning agent selects an action
(query point) z; € D and the reward fi(z;) is ob-
served through a noisy channel as y; = fi(z;) + &

where ¢; is the zero mean noise. Denote the his-
tory as Hi1 = {(zs,ys) : s € {1,2,...,t — 1}}.
Conditioned on history H;_1, the noise sequence ¢;
is R-sub-Gaussian for a fixed constant R > 0, i.e.
vt > 1,V\ € R,E[e)‘ﬂ}},l} < exp(@) where
Fi—1 = o (H¢_1, 1) is the o-algebra generated by ac-
tions and rewards observed so far.

The objective of the learning agent is to maximize
the cumulative reward ZZ;I fi(ze). This is equiv-
alent to minimize its dynamic regret R, which is
defined as Ry = 23:1 fe(xF) — fi(xt) where zf =
arg max,ecp fi(z) is the attainable best action at time
t for function fi(+).

Regularity Assumptions: We assume that f; is a
fixed function in a Reproducing Kernel Hilbert Space
(RKHS) with a bounded norm. Specifically, we assume
that D is compact. The RKHS, denoted by Hy (D),
is completely specified by its kernel function k(-,-),
with an inner product (-, -) ;; satisfying the reproducing
property: f(z) = (f,k(z,-))y for all f € Hy(D). The
RKHS norm is given by ||f|lg = /{f, f) . We as-
sume that f; at each time ¢ is bounded by || fi||z < B
for a fixed constant B. Moreover, we assume a bounded
variance by restricting k(z,z) < 1. The assumptions
hold for practically relevant kernels. One concrete
example is Squared Exponential kernel, defined as
ksp(x,2') = exp(—s?/2(?) where scale parameter [ > 0
and s = ||z —2'||2 specifies distance between two points.

Time-varying Budget: As the environment is time-
varying, we assume that the total variation of f; sat-
isfies the following budget, ZtT;ll | fex1 — fellg < Br,
including both abruptly-changing and slowly-changing
environments.

Maximum Information Gain: We use I(ya; fa) to
denote the mutual information between fa = [f(2)]zeca
and y4 = fa+ €4, which quantifies the reduction in un-
certainty about f after observing y4 at points A C D.
Then the maximum information gain (Srinivas et al.,
2009) is defined as, 7, := maxacp:ja|=n {(ya; fa) =
Max Ac p:aj=n 3 l0gdet(l + A7'K,), where Ky =
(2,2 )osren.

Agnostic setting: We recall the agnostic setting
in standard GP-UCB algorithm (Chowdhury and
Gopalan, 2017) for the stationary environment. Gaus-
sian process (GP) and Gaussian likelihood models
are used to design this algorithm. GPp(0,k(-,-)) is
the prior for reward function f;. The noise ¢ is
drawn independently from N(0,\). Conditioned on
the history H;, it has the posterior distribution of f;,
GPp (pi(-), 0 (), where the posterior mean and vari-
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ance are defined as

pe () = ke ()T (Ky + M) " Lyr (1)
op () = k(z,x) — ke(2) T (K + X)) " Hhe(2) - (2)

where y;.; € R? is the reward vector [yi,...,y:?. For
set of sampling points A; = {z1,...,2:}, the kernel
matrix is K; = [k(z,2')])z.27ca, € R and the vector
ki(z) = [k(z1,2),...,k(z¢,2)]T € Rt The GP prior
and Gaussian likelihood are only used for algorithm
design and do not affect the setting of reward function
ft € Hi(D) and noise ¢ (i.e., could be sub-Gaussian).

3 Weighted Gaussian Process
Regression

In this section, we introduce a general weighted al-
gorithm based on weighted GP regression. The key
difference with standard GP regression is that we allow
different weight for each data point. It is worth noting
that this result is fairly generic in the sense that it can
be applied in general situations where weights are used
to associate with ‘importance’ in the data points. E.g.,
more weights are assigned to observations that are less
noisy in weighted ridge regression (Zhou et al., 2021).

In particular, the weighted GP regression under a
changing regularizer is defined by

t—1

f =argmin Z ws(ys —

fe€HK(D) g1

F@))? + Al 113,

where each data point is associated with a weight in
computing the least square estimate. Due to this,
standard posterior mean and variance in (1) and (2)
fail to capture the statistics of f To this end, we
have to carefully adjust the kernel vector and ker-
nel matrix in (1) by incorporating proper weights.
Specifically, let W = diag(y/w1, /W3, - . ., /W) € RP*E
Then we define the weighted version of kernel ma-
trix f(t = WK,WT and weighted kernel vector
ki(z) := Wky(z). We further define weighted observa-
tion §1.¢ = Wypy = [\/tlel,...,\/QTtyt]T. Finally, a
weight-dependent regularizer is defined by A; = Awy.
Then, f and its uncertainty are given by the following
equations, respectively.

fir(x) = ke(2)T (Ko + ML) ™ G (3)
&7 (x) = k(z, x) — k()" (K + ML) k() (4)
One can see that (3) and (4) share the same struc-
ture as the standard ones in (1) and (2). This nice

result directly enables us to design a UCB-type learning
algorithm in the weighted case as follows.

Algorithm: The Weighted Gaussian Process-UCB al-
gorithm (WGP-UCB) (Algorithm 1) uses a combination

of the weighted posterior mean fi;_;(x) and weighted
standard deviation &¢_1(z) to construct an upper con-
fidence bound (UCB) over the unknown function. It
then chooses an action x; at time t as follows:

Ty = arg rzneag)( fi—1(x) + Bi—16¢-1(x) (5)

where 3; = B + %R,/Qlog(%) +2% and 0 < § < 1.
We note that this algorithm enjoys the same simplic-
ity as the standard non-weighted one (Chowdhury
and Gopalan, 2017; Srinivas et al., 2009). Meanwhile,
there are substantial differences. In particular, be-
sides the new posterior mean and variance, we also
need to replace the MIG in the confidence width S,
by a weighted one, i.e., ;. This term is defined as
Y = maxAcD:‘A‘:t%logdet(I + o 'TWPK W3 =
MAaX A D:|A|=t % logdet(I + o; 'K;), where W? =
diag(wy, wa, ..., wy) € R K, = W2K,W?T is the
double-weighted kernel matrix and a; = Aw?.

In the following sections, we will develop a general
framework for the regret analysis in the weighted GP
regression, which recovers the standard analysis as spe-
cial cases by choosing ws = 1 for all s € [T] (Chowdhury
and Gopalan, 2017; Srinivas et al., 2009). From a high-
level perspective, the typical recipe of deriving regret
bounds in GP bandits has three main steps. (I) One
needs to first show that the true underlying function is
close to the posterior mean within some distance given
by the standard derivation. This concentration result
is the cornerstone and is typically achieved by relying
on the so-called self-normalized inequality. (II) Based
on this concentration, one can bound the cumulative
regret by a sum of predictive variance terms. This
can be further upper bounded by the MIG. (IIT) The
MIG will finally be upper bounded depending on the
choice of kernels, which leads to the final regret bound.
However, all the three key steps face new challenges
in our weighted case, and hence we will conquer them
one by one.

4 Confidence Bounds

In this section, we focus on deriving a new concentra-
tion inequality in the weighted case to show that the
new posterior mean is still close to the true function
in the non-stationary environment, which resolves the
challenge (I) listed above. In particular, we present
concentration results for both stationary and non-
stationary environments.

To start with, we introduce a particular feature map
via Mercer’s Theorem, which will only be used in our
analysis. The following version of Mercer’s theorem
(described by Theorem 1 next) is adapted from The-
orem 4.1 and 4.2 in Kanagawa et al. (2018), which
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Algorithm 1: Weighted Gaussian Process UCB
(WGP-UCB)

Input

: parameters k(-,-), B, R, \, 0,
weights {w;}7_ ;.
fort > 1 do
Set 81 = B+ %R 2log(§) + 271 ;
Choose

ry = argmaxgep fie—1() + Bi—16:-1(x);
Observe reward y; = fi(xt) + €

Update fi:(z) and &¢+(x) according to Equation
(3) and (4).

end

roughly says that the kernel function can be expressed
in terms of the eigenvalues and eigenfunctions under
mild conditions.

Theorem 1. Let X be a compact metric space, k :
X x X — R be a continuous kernel with respect to a
finite Borel measure v whose support is X. Then, there
is a countable sequence (A, ¢;)ien, where \; > 0 and

lim; 00 Ai = 0 and {¢;} forms an orthonormal basis
of Lo, (X), such that

=3 b (@)om () (6)

where ¢, € RT and ¢, € H for m > 1. {cn}55_, is
the eigenvalue sequence in decreasing order. {pm}0_q
are the eigenfeatures (eigenfunctions) of k. The RKHS
can also be represented in terms of {¢pm, dm}_,. i.e.,

H={f() =D Onvendn(): Iflm = 0]z < oc}.

Based on this theorem, we can explicitly define a feature
map as ¢(x) = [p1(z), p2(z),...]T € RM (M may be
infinity) where ¢, = \/em¢m € H and ¢, := D —
R. Given 0 = [0y,0,...]7 € RM we have reward
function f(z) = 7 p(x) and kernel function k(z,2’) =

oT(x)p(z") € R. Define &, := [p(z1),...,p(z,)]T €
R™>*M and we get the t x t kernel matrix K; = @t@;f
and k;(z) = ®10(x) € RE.

In our weighted case, we have the weighted feature ma-
trix ®, := W®,, weighted kernel vector kt( ) = ®y(x)
and weighted kernel matrix K, = &, ®T. Addition-
ally, the double-weighted feature matrix CE = W32,

and double-weighted kernel matrix K; = ®;®!. Be-
sides, we further define weighted Gram matrix V; =
S wep(zs)p(xs)T 4+ Al € RMXM and double-
weighted Gram matrix V; = S0_ w2p(z)p(zs)T +
ayly € RMXM_ The full list of notations is deferred to
Appendix A.

This explicit feature map enables us to directly establish
the following result, which states that our weighted
GP bandit generalizes the weighted linear bandit. The
details and proof are stated in Appendix B.1 Lemma
9, where 0, = Vi Zg 1 WsP(Z5)Ys-

Remark 1. The weighted linear bandits in (Russac
et al., 2019, Equation 3) can be recovered by taking

fie(2) = p(x) "0, and p(z) =

In the following, based on this explicit feature space,
we will establish confidence bounds for our weighted
GP bandit under both stationary and non-stationary
environments.

Confidence bound under stationary environ-
ments. First we consider the stationary envi-
ronment, where the reward function f; = f* does not
change with respect to time ¢. The following result
shows how the posterior mean fi;(x) is concentrated
around the unknown reward function f*(z).

Theorem 2. Let f* : D — R be a member of the
RKHS of real-valued functions on D specified by ker-
nel k, with RKHS norm bounded by ||f*||lg < B and
62 (z) = A||o(x )||V AT Then, with probability at

least 1 — 06, the followmg concentration inequality holds:

(J,'t(l‘)
A R

|f* (@) = fu(z)| < 6u()

= 64(x) Bt

Proof Sketch for Theorem 2. Following similar
steps in (Abbasi-Yadkori, 2013, Section 3.2), we first
develop a self-normalized concentration bound on the
weighted error sum S; = 22:1 wsp(zs)es. Then we
bound ||St||‘~,;1 through double weighted information

2log(~ ) + 2%

]

gain ;. Finally we decompose |f*(x) — fis(x)| into two
terms [ () |y, 17,y and (|Se]lg, 1+ Ad6%]}g, 1), and
then bound them separately The formal proofs and
auxiliary lemmas are deferred to Appendix B.2.

We note that fi;(x) here can be calculated by Equation
(3). As ¢(z) is involved in V; and V;, we need to
know the feature map ¢(x) before calculating &¢(z),
which is usually not practical. We resolve this issue in
the following subsection by defining another predictive
variance &4 (z).

With this confidence bound, we can claim that the
standard kernelized bandit is only a special case of
our weighted kernelized bandit. We defer the detailed
explanation to Appendix B.2.3 via Lemma 12.
Remark 2. The standard stationary case (IGP-UCB
algorithm) (Chowdhury and Gopalan, 2017, Theorem
2) is recovered by taking A =1 and wy = 1.

Confidence bounds for non-stationary cases.
In the non-stationary case, it is not guaranteed that
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the actual reward function f;(z;) always lies inside of
confidence ellipsoid in Theorem 2 because of the time
variations of environments. As did in weighted linear
bandits (Russac et al., 2019), we introduce a surrogate

parameter. my(z) = ¢(x)TV,~ 1[22 11Uhs%O(a?s)fs(903)4’
Awg_107], where f7(z) = o(x)"0;.

We note that this surrogate parameter m(x) is only
used in the analysis of dynamic regret bound, and it is
not involved in the implementation of our Algorithm 1.

Leveraging this surrogate parameter my(x), we can
show that the new posterior mean is still close to the
true function in the non-stationary environment. i.e., it
satisfies |my(z) — fig—1(x)| < G64—1(2)Bi—1 where 62 (z)
is defined in Equation (4).

Theorem 3. Let C; = {fi : |fe(x) — f—1(z)| <
G1—1(x)Bi—1,Vx € D} denote the confidence ellipsoid.
Then, ¥6 >0, P(m; € C;) > 1—9.

We remark that we cannot directly generalize weighted
linear bandit (Russac et al., 2019) to nonlinear bandit
by simply replacing A, in Russac et al. (2019) with fea-
ture map @(x). This is because we can explicitly calcu-
late the weighted gram V; = 22:1 ws As AT+ M1 in lin-
ear case, while in the nonlinear case the weighted gram
V, = 22:1 wsp(ws)p(ws)T + A\iIg cannot be explic-
itly calculated since the feature map ¢(x) is unknown.
Therefore, calculating 6;(r)? = /\\|<p(a:)\|$/,1‘~/fv,1 is
not practical. We overcome this by desigtning t&t(x)
in Equation (4) (can be calculated without ¢(z)) and
a+(x) plays the similar role as 6:(x) in the confidence
bound. The full proof is stated in Appendix B.3.

5 Dynamic Regret

In this section, we aim to resolve the challenge (IT)
listed at the end of Section 3 and obtain a sublinear
regret bound for WGP-UCB (Algorithm 1). In partic-
ular, we resort to Quadrature Fourier Features (QFF)
approximation to find an upper bound over the sum of
predictive variance, which allows us to explicitly state
the regret bound and analyze the order of regret bound.
We further consider exponentially increasing weights
of the form w; = 1=t to simplify the analysis, where
0 < n < 1 is the discounting factor.

Quadrature Fourier Features (QFF) approxima-
tion. In some previous work (Abbasi-Yadkori et al.,
2011; Russac et al., 2019), the feature dimension explic-
itly appears in the regret bound, which makes regret
bound become trivial if the feature space is of infinite
dimension. To overcome this, we find an approximate
feature map @, such that the error of approximation is
controlled in the infinite-dimensional feature space.

We consider a finite-dimension feature map ¢(-) : D —

R™ such that it has a uniform approximation guaran-
tee (Mutny and Krause, 2019), i.e., for any z,y € D,
sup,., [k(z,y) — 3(@)73(y)| < em. 1 D = [0, 1]%, for
common kernels such as the Squared Exponential or
the modified Matern kernel, we construct the feature

map where m € N and m = m?,

2
v(pi) cos (TfpiTx),if 1<i<m

¢(x); = A
V(Pi—m ) sin (Tpf_mx),if m+1<i<2m
where v(p) = H;l:l % and H; is the ith

Hermite polynomial (Hildebrand, 1987). The set
{p1,...,pj} = Pm x ... X P (d times) where Pg
is the set of m roots of the ith Hermite polynomial H;.

We then define <i>t = x1) ..,<p zy)]" kt( ) =
O,.5(x), Kt = fI)tq)t, Vt = <I> <I>t + )\tIH, o3 (x) =
k(x, ) = ke (2)T (Kt M T) " (@) = M| @l )\|‘7t,1,and
¥ = 3logdet(] + A 1®,87). For SE kernel, QFF
= O(ﬂ) (Chowdhury and

error is bounded by &,, (miz)y™

Gopalan, 2019, Lemma 14).

Bounding the sum of predictive variance.
Leveraging the QFF and the associated error bound,
we can achieve a novel weight-dependent upper bound
for the sum of predictive variance.

Z Gr_1(z) < V/ANT3r + 22mT?log(1/n) + ?Lf
t=1

i.e., we approximate it with some finite dimension re-
sults and we can show that the approximation error
part is small, through B TTM = O(1) after properly
tuning n and m. The detalled proof is in Appendix C.1
and C.2.

We have tried to simply extend standard re-
sults in Chowdhury and Gopalan (2017), however
we found that we cannot bound Zthl Gr—1(xt)
with weighted MIG 74, i.e., Zthl or-1(xy) <
\/)\T log det(I + A~1K7), which cannot be bounded
through 9; = maxacp:jaj— % log det(I + )\t_lf(t) be-
cause \; = An~¢ > \. We overcome it by truncating the

feature space via QFF and bound the finite part with a
samll approximation error, as shown in Appendix C.2.

Regret bound of WGP-UCB with QFF approx-
imation. With the novel upper bound above, we can
state the dynamic regret bound of WGP-UCB with
QFF approximation.

Theorem 4. Let f; € Hi(D),
k(z,z) < 1.

Ifille < B and
Then, with probability at least 1 — ¢,
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the dynamic regret R s bounded by

1 1
O(ﬁT\/TﬁT +mT? log(f) + C%BT, 15 + mclog(%)

2
4ﬁ T e
B” LT+ Br Em 5275’”)

where ¢ > 1 is an integer,
B+ %R, [21og(3) + 27:.

Proof Sketch for Theorem 4. There are mainly
three steps in this proof. First, we separate the sta-
tionary and non-stationary parts in the instantaneous
regret r¢. They are bounded by 28;_16:—1(x;) and

Zp t—c ”fp = for1 HH% le):t—c étfl(xS) + %a re-
spectively. As pointed out by (Zhao and Zhang, 2021,
p.4), the statement Apyay (V"4 P pntAAT) <
1 in (Russac et al., 2019, p.18) is not true. We
fix this error in our proof as well, which intro-
duces extra term » 7_, 6y_1(xs). Secondly, we

0<n<l1, and By =

leverage the mew bound for Zle Gi—1(x¢) devel-
oped above, which is \/4AA\Ty7 + 2AmT2log(1/n) +
TvEm Finally, we bound Zé e

1-n °
VAN + 2 me log(1/n) + @ with QFF, which is
composed of finite approxmlatlon result and associated

error. The full proof is in Appendix C.2-C.5.

6¢—1(xs) through

Order analysis of regret bound. We start
analysing the order of regret bound by define 4 =
max{yr,¥r}. It is the maximum between double-
weighted MIG and weighted MIG with QFF approx-
imation, which is called combined weighted MIG. By
optimally setting ¢ = lffT and m = logy . (T°% 3/2),
we have the order analysis as follows. The detail is
deferred to Appendix C.6.

Corollary 5. If By is known, the dynamic regret
bound is O( 7/8 1/4T3/4) by optimally choosing n =

1- ’V;lMBl/QT Y2 If By is unknown, the dynamic
regret bound is O( 7/ BrT3/%) by optimally choosing
n=1- 1/4 1/2'

Remark 3. This regret bound achieves the same order
as Zhou and Shroff (2021) where restarting and sliding
window mechanisms are used. It is also a generaliza-
tion of Zhao and Zhang (2021), which studied non-
stationary linear bandit and fized the error of largest
eigenvalue in previous papers (Cheung et al., 2019;
Russac et al., 2019; Zhao et al., 2020).

6 Upper bounds on Maximum
Information Gain

In this section, we aim to resolve the challenge (IIT)
mentioned in Section 3, i.e., finding an explicit upper

bound on MIG. In our case, we have multiple weighted
MIGs and hence standard results fail. To resolve this
issue, we generalize the idea in Vakili et al. (2021) to
our weighted case by exploiting the tail properties in
the feature maps given by Mercer’s theorem.

In particular, our bounds on MIGs are based on a
finite dimensional projection of the kernel, we start with
outlining the details of this projection. For each element
in K;, we recall Equation (6) by Mercer’s Theorem,
where ¢, € RY and ¢, € Hy, for m > 1. {c,, }5o_, is
the eigenvalue sequence in decreasing order. {¢,, }>°_,
are the eigenfeature of k. Similarly, for each element
in double weighted kernel matrix K;, we have double
weighted kernel function k(z;,z;) = wyw;k(z;,z;) =
D o1 Wit Con i () P (7).

Assumption 1. (1) Vx,2’ € D, |k(z,2')] < k, for
some k > 0 (2) Vm € N,V € D, |¢pp(z)| < 9, for
some P > 0.

In particular, we consider a N-dimensional projection
(Vakili et al., 2021), where the N-dimensional feature
space is Uy = [¢1(2), ¢2(x),...,on(2)]". We keep
the first N-dimension feature in kernel kp(x;, ;) =
wiw; Zm 1 Em®m (2i)Pm(x;). The remaining part is
ko(z,2") = k(x,2') — kp(z,2).

We define the following quantity based on the tail mass
of the eigenvalues of m, oy = >~y .1 ¢m®®. Then
for all z,2’ € D, we have ko(x,2’) < dn. For some
kernel k, if ¢,, diminishes at a sufficiently fast rate,
then dy becomes arbitrarily small when N is large
enough, which will be discussed in Corollary 8.

Universal Bound:  Based on this eigendecay, we
provide a universal upper bound for both 47 and ¥,
which states that the order O(log(T")) holds for com-
bined weighted MIG 4p with any increasing weights
{wg}t_;. The full proof is stated in Appendix D.1.

Theorem 6. If Assumption 1 holds, ~r =
max{7r,5r} < § log (1 + %) + Zén

The expression in Theorem 6 can be predigested as
Ar = O(Nlog(T) + onT), which resolves challenge
(IIT) mentioned in Section 3. To be more specific,
the following remark provides an explicit form of the
upper bound for SE kernel, which has a exponential
eigendecay (Belkin, 2018; Vakili et al., 2021).

Remark 4. For SE kernel, we have ¢, =
O(exp(—m*?)) and A4 = O(logd+1(T)).

Weight-dependent bound. Specifically, if the
weights are exponentially increasing, we achieve a
tighter upper bound for double weighted MIG 47 and
single weighted MIG with QFF ~r, respectively. This
novel upper bound depends on the discount factor 7
and holds under any time horizon 7.
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Figure 1: Average cumulative regret of four algorithms in three different scenarios

Theorem 7. If Assumption 1 holds and weight w; =

n~t, the following upper bound on Y1 holds for all

N e N.

N 2 1
7 < — log (1 .
=0 Og( +)\N(1—n2))+2)\(1—n2)5N

If the polynomial or exponential conditions on the
the eigendecay of k are provided, a tighter bound is
established.

Corollary 8. 1. Under the (Cp, Bp) polynomial eigen-
decay condition, i.e., ¢y < Cpm™Pr,

Cpyp?

) Lo
,VTS(()\(I—T] PlOg ﬁp(l—’_

)

2. Under the (Ce 1, Ce 2, B = 1) exponential eigendecay
condition, i.e. ¢y, < Cey exp(—CeomPe),

k

T < ( (10g(%772) +Cg,) + 1) log(1 +

1
Ce,lwz)
)\06,2 .

1
08,2

where Cg, = log (

Similar results hold for 47 except that ﬁ is replaced

by ﬁ For kernel with polynomial eigendecay condi-
tion, 47 will play a role in the overall dynamic regret
bound due to its leading term of (1jn2 )1/[3,,‘ However,
for kernels with exponential eigendecay condition, it
will not affect the overall dynamic regret bound since

it only has the logarithmic dependency on

1
1-n2"
7 Experiments
We numerically compare the performance of IGP-

UCB (Chowdhury and Gopalan, 2017), R-GP-UCB
(Zhou and Shroff, 2021), SW-GP-UCB(Zhou and Shroff,

AL =7n?)

)

2021), WGP-UCB (Algorithm 1) on both synthetic and
real-world data. The restarting period H, sliding win-
dow SW and exponential weight n are set order-wise
by theory (Corollary 5, Remark 1 (Zhou and Shroff,
2021)).

Synthetic data. We develop experiments on both
abruptly-changing environments and the slowly-varying
environments. We generate the objective function f €
Hy (D) where D is a discretization of [0, 1] into 100
evenly spaced points. We use SE kernel with [ = 0.2
as our kernel function k(-, x;) where supporting points
x; € D. The reward function is generated as f(-) =
Z?i1 a;k(-, ;) with «; € [—1,1] uniformly sampled
and M = 100. In the first experiment (Figure 1 (a)),
we observe the empirical performance of all algorithms
in an abruptly changing environment. The reward
function changes at 2 points, i.e., before ¢ = 100, f; =
f1; for t € [100,200], f: = f5; for t € [200,500], f:
fi. The second experiment corresponds to a slowly-
changing environment (Figure 1 (b)), where when ¢ <=
T/2, fr = fi+ (ff — fi)2t/T, and when ¢t > T/2,
fi=fr+(fE=f5)2t-T)/T. All f’s are randomly
sampled within RKHS and the cumulative regret is
averaged on 100 independent experiments with error
bars in the figure.

Stock market data. We take the adjusted closing
price of 29 stocks for 823 days.! We use the daily
closing price as our time-varying reward function f;
and the empirical covariance of the stock price as our
kernel function k. We assume that investors would
like to buy one stock upon opening and sell it right
before closing, i.e., they want to get much profit as
possible after selling it on the same day. The regret is
non-sublinear as the rewards in this dataset are heavy-
tailed.

Observations. We find that WGP-UCB outperforms
three algorithms over all experiments. Moreover, R-

"https://www.quandl.com/data/EOD-End-of-Day-US-

Stock-Prices
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GP-UCB and SW-GP-UCB completely drop outdated
information and may not have enough information
to make predictions. However, W-GP-UCB, retains
outdated information through gradual discounts.

8 Conclusion

In this paper, we develop a framework for regret anal-
ysis under weighted Gaussian process regression by
overcoming three critical challenges. We propose WGP-
UCB algorithm for non-stationary bandit optimization
and establish the first regret bound for weighted penalty
algorithm in GP bandits. Our future direction is to im-
prove the regret bound when time-varying budget Bp
is unknown. It would be interesting to adopt adaptive
weights based on non-stationarity detection, via main-
taining different instances of algorithms with different
starting times (Wei and Luo, 2021).
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Appendix
A List of notations

In this section we provide the full list of notations.

e Regularization and weight : A\ = Awy, oy = /\w,?7 wy =Nt

e Weighted observations : 1., = Wy1.4 = [Myl, ey Myt}T
o Weight matrix : W = diag(\/wr, /w2, ..., /W)

e Feature matrix : ®; = [p(z1),...,o(z:)]T

e Weighted feature matrix : &, = Wd,, &, = W2d,, o, = W(g(x1), ..., @(x)]T
e Kernel vector : ki(z) = Prp(x)

e Weighted kernel vector : k;(z) = ®yp(x) = Wd,p(x), ky(z) = Byp(z)

e Kernel matrix : K; = <I>t<I>tT

o Weighted kernel matrix : Ky = Wo,dTW7T K, = W2&,6TW?2T K, = &7
e Weighted error sum : S; = Zi:l wsp(Ts)€s

o Weighted Gram matrix : o
Vi=Y0 wsp(as)p(zs)T + NIy = Oy + NIy = ST W2, + NIy

o Weighted Gram matrix with QFF : V, = i’ffﬁt + Ay
e Double weighted Gram matrix : V; = 32\ w2p(xs)p(2s)T + arly = STWAD, + Iy
e Predictive variance : 62(x) = k(z,x) — ky(2)T (Ky + M) " Yk (2) = )\t||<p(x)||%/t,1

° Predictivue variancg with QFF : 5
52 () = Flar, ) = k()T (K + M)~ Falr) = M3 12

e Loose predictive variance : 62(z) = A||p(2)|?

thl{/tv;l
e Confidence bound, 5, = B + %R, /210g(%) + 2%,
e Weighted maximum information gain : 5 = maxacp.jaj—3logdet(I + MNIWEA WD) =

max sc p:jaj—t 3 logdet(I + A\, ' W, &7 WT)
e Weighted maximum information gain with QFF : 4, = 3 logdet(I + A1, 0T

e Double weighted maximum information gain :
Fe = maxacp. |t 3 logdet(I + a; "TW2K W) =
max sc p.ja|—t 3 logdet(I + o ' W20, 07T W?T)

e Combined weighted maximum information gain : 4 = max{7;, %}
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B Proof of Confidence Bounds

B.1 Connection with weighted linear bandits

The following lemma states that the linear case in Russac et al. (2019) can be recovered by taking ji;(z) = ¢(x)T6;
and ¢(z) = z in WGP-UCB algorithm (Algorithm 1).

Lemma 9. FEquation (3) is equivalent to o(x)T0, where 0, = V™t Zzzlwsgo(xs)ys and V, =
S o1 wep(@s) ()T + Ml

Proof. As 0, is the regularized weighted least-squares estimator of #* at time t in Russac et al. (2019), we have

fir(@) = p(@) 0, = p(@) V7Y wsls)ys

s=1
= @)V, O Gry = ()T (B D1 + MeTu) T B Gr
= (@) (2@ + \eLo) " e = ko(2)" (Ky + MLo) ™ e
The second last equality holds by V; = ®7®, + A\ I and (®7 &, + M\ I5) 1T = &7 (9,07 + A\ 1;) L. O

B.2 Confidence Bounds for stationary environments

In this section we present the detailed proof of confidence bounds for stationary environments.

B.2.1 Self-normalized Concentration

In the following lemma, we shows one concentration inequality about noise sequence €¢;. We define weighted error
sum as Sy = 22:1 wsp(zs)es € RM,
Lemma 10. With probability at least 1 — 3, the following holds simultaneously over all t > 0:

1 _
tily—1 > < 2 t
1S5 < R\/Qlog(a) +log(det(l; + aj ' W20, W2T) (7)

Proof. This result is adopted from (Abbasi-Yadkori, 2013, Section 3.2).

Similar to (Abbasi-Yadkori, 2013, Equation 3.4), we have S; = 22:1 wsp(xs)es where my, is replaced by
wsp(xs) and €, is R-sub-Gaussian noise. Following (Abbasi-Yadkori, 2013, Equation 3.5), this equation holds
V, = 22:1 wlo(zs)p(rs)? + aply = ®TWHA®; + ay Iy, where V is replaced by «;I3 and my is replaced by
wsp(zs). Additionally, we can replace M., with W2®,.

Following the analysis till (Abbasi-Yadkori, 2013, Corollary 3.6), we have the following inequality by replacing
M.+ and V respectively,

det(I; + Wz@t(atIH)fl(W%’t)T)l/z)
5 .

We can get the final result by taking the square root on both sides of the above inequality. O

1012+ < 2R%10g (

As 5 = maxac p.jaj—s 3 logdet(I + oy " W2, ®T W) = maxcp. 4= 3 logdet(I + a; 'K;), we can bound the
term ||St||‘~,171 as follows,

Lemma 11. With probability at least 1 — 6, the following holds simultaneously over all t > 0:

1
[1Sellg-2 < R,/mog(g) + 2%, (8)

where 4y = Max s p:|A|=t % log det(I; + a; "Ky).

We would like to highlight this bound is in terms of double-weighted kernel matrix #; instead of weighted kernel
matrix ;.
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B.2.2 Proof of Theorem 2

We would provide the detailed proof of Theorem 2 in this section.

Proof. As 6, is the regularized weighted least-squares estimator of #* at time t in Russac et al. (2019) and
V, = Zi:l wsp(zs)(xs)T + A\elgr, we have

fiu(z) = o(x)"0; = o(@) "V wep(s)ys

= Sp(x)TVt_l[Z (WS‘P(xS)f*($S) + WSSD(Z'S)%)]

s=1

t
= o(@)" VD wep(as) () 0" + Mb" — N0 + 5]

s=1

= @(@)70" = Mp(2) V10" + () TV, S
We have fi;(z) — f*(x) = fig(2) — o(2)70* = o(2)TV; 1S, — Ao(x)T V6%, therefore
rle) = @) < 1@y (V7 Sulgove + IV 1y,

< le(@lly-ry- (Iellgr + A7 -1 )

Knowing that V; > auIy and V; is positive definite, we have ||9*||‘~/t_1 < \/%HG*HQ With 6%(z) =

/\||90($)||%,;1‘~/tvt,1, we have

(o) = £ @)1 < ZL (182l + 1),

Given || f*|lzz = ||10]l2 < B, we have

~ * ét(x) At
@) = 1 @) < 2 (I8l + Z=B)
< a’(m)B—&—ét(m)R 2log(L) + 25
= oy t N5 g 5 Tt
= G¢(v) By,

where 8; = B + %R\/Zlog(%) + 2%. O

B.2.3 Proof of Remark 2

The following lemma shows that Equation (4) is equivalent to 62(z) = )\t||<p(x)||%/,1.

Lemma 12. Equation (4) is equivalent to 62(x) = )\t||g0(x)\|%/,1.

Proof. As I — é{(i’t(i)? + )\tft)flét = At(éfét +

5¢(2)? = k(z, ) — ke(2) T (Ky + M) " iy ()
(l‘)TSO(fU - <P($)T&>tT(‘i’t‘i){ + )\tlt)_l‘i)ﬁo(x)
(@) I = @ (2] + AeLe) ™' ] ()
@AV () = M@y

Mely) = /\t‘/t_l7 we have
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Assume A = 1 and w; = 1. Then the followings hold; V; = V; and A, = \, thus 6,(x) = &(z) and fi,(z) = ().
In the above Lemma 12, we have 6¢(z) = o4(z) = k(x,x) — ki(2)T (K; + M) Yk (2) and 4, = ~y;, which makes
Theorem 2 equivalent to (Chowdhury and Gopalan, 2017, Theorem 2).

B.3 Confidence bounds for non-stationary cases

In this section we provide the relatively loose regret bound in terms of &¢(x) and then detailed proof of Theorem
3 that the surrogate parameter my(z) lies in the confidence ellipsoid defined in Theorem 2 with high probability.
First, we further restrict that 6:(x) > 0 and &.(x) > 0, then we have the following lemma.

Lemma 13. If {ws}L_; is increasing, then 64(x) < 54(z).

Proof. We recall that 62(x) = A||p(x )|| 7yt by definition and &2(z) = )\t||<p(ac)\|%/,l from Lemma 12. As
V, = 22:1 wso(zs)p(xs)T + Mgy, we have

Zw o(zs)p(xs) T4 /\wt Iy < wy nggo :cg)go(xs)T + /\thIH < wV;.
s=1

Therefore, V, 1V, V7t < w, V1V, V7t < w, V7! and 62(x) < 62(x) since Ay = Awy. O
We would state the full proof of Theorem 3 as follows.

Proof of Theorem 3. We would obtain fi;(z;) = o(z;)"V;"*®] §1.; from the definition of posterior mean fi;(z)
and proof of Lemma 9. Then, we would get the followings,

my () — fir—1(z)
t—1 t—1

= @) TV, 00w folws) + X~ 00 = 002,y

s=1 s=1
t—1 t—1

- ( TV; 127] Sﬂxs)fs(ﬂfs)‘f')\?? (¢~ 1)9* Zﬁ SDﬂCs fs xs ZU prs 65
s=1 s=1

= —p(@)"ViZi S+ =T Ve(@) V67

Then, the distance between surrogate parameter and posterior mean is bounded as,

[me(z) = fi-1 ()] < lo" (@)V;ZiSemal + An =V ]o(2) TV, 216

< |lp(=z )”V LV VD 1||V 1St 1||Vt 1V, Vi

1
A D lo@)ly1 5, V30 oy

A

< 0@y 7yt ISl + MV @)y 5y 167t
G ( ) Gr_1(x) 1

< L \f( )R\/Qlog((ls)+27yt_1+§t_1(x)B

< G_1(z)B-1.

1Se-1lly—1 4+ Aea

The final two steps are because ”0:”\7;_11 < \/%HHZ‘HQ and ||07]l2 = ||/ |z < B. Due to the above Lemma 13,

we obtain the following inequality, |mt/(x) — i1 (x)] < Gp1(x)Bi1. O
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C Proof of Regret Bound

In this section, we state the detailed analysis of dynamic regret of WGP-UCB (Algorithm 1). As A\, = Awy,
the weighted GP regression problem is equivalent to the following problem, where the time-dependent weight is
w} y = ws/w; and regularization factor is time-independent.

t—1

min Wl (ys — F(x:))? + M| )12
(B S )+ A

C.1 Approximation error

First, we would explicitly obtain the approximation error.
Lemma 14. (QFF error (Chowdhury and Gopalan, 2019, Lemma 14)) If D = [0,1]¢, k = ks, then,

1 € \imn d24-1
ﬁmm(@) _O((mP)ﬁl

€m < d2d-1

Lemma 15. Let f € Hi(D), ||f|lg < B and k(xz,xz) <1 for all x € D. Then we have |6¢(x) — 5¢(x)| = O(@)

Proof. First we define a;(z) = k¢(z) — k() have |Jaz()|]2 < €m /ﬁ as well as ||k (z)|]2 < ﬁ

Similarly to the proof of Lemma 15 in Chowdhury and Gopalan (2019), we bound the approximation error
between inverse kernel matrices as,

(e + Nede) ™t = (K + ML) 72
= ||(f(t + )\tIt)_l ((f(t + N I) — (f(t + /\tIt)) (f(t + )\tIt)_l l|2
= |(K¢ + ML) "HEKy — Ko) (K + Medy) 72

IN

(K + Aedy) " 2l Kt — Kl || (K + Aedy) ™2
emA 1 EmA

1
<777:7-
T A (l=m A pf (1=

B y y _\2

The last inequality holds because K — Ki)3 < Z1<”<t ((k(%,%) - k(ﬂﬁi,ﬂﬁj)))\\/n_’_]) <
2

Ae; Zl<z<t77 Zl<]<t77 < 172*(1 I and H(Kt +)‘tIt> 1H2 > >\

Therefore, we have

= |k(z,2) — ke(2)T (Ky 4+ M) " ke (@) — k(a, @) — ke (@) T (Ky + ML) " h ()|
< |k(z,2) = k(x, )] + [k (2)T (Ky + Mdo) " k(@) = Fe(2) " (Ky + ML) ()]
<ém+ |/;it(90)T((f(t + D) — (K + )\tft)_l)i;?t(%”

+ 2lar (@) (Ky + Medy) " k()| + Jar(2)" (KA D) ™ ag(2))|

< e+ 1K+ ML) ™ = (Ky + ML) 7|l ()13

+ 2llar (@) |2/ (Kr 4 Aede) izl (@)l + 1(KeAede) ™ l2llas ()13

EmA A 9 A 1 A 1 A

<em+ +2 | | Tt T
nt(1—mn)AZ nt(1—n) nt(L—n) "X\ nt1—=n) A "nt(l—n)

=)
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Then, the proof is completed from

|5e(2) = 0e(2)* < [G2(x) + 50(2)||6¢(2) — Ge(2)] < |67 () — 57 ().

C.2 Bound of Zle Gr—1(xe)

In this section we would describe the way to obtain the tight bound of Zle Gr—1(xt)
Lemma 16. Zthl Fr—1(z1) < \/ANTyr + 22mT?log(1/n).

Proof. Assume the feature map has a finite dimension m, then

T T

1
Zat 1(xy) < TZat 1(z) < TZQAlog 1+)\at 1(zy))

t=1 t=1

T T
< T§;2Mog<1 + V(@)1 ) < Mleogﬂ + B ()
t= t=

%/‘_11)'

v

Due to Vi > Viy + 07 @) @(z0)” = V;Y2 Iy + 07V, 20(20) @) TV, *)V,E, we have

det(Vy) > det(V,1) det(Fy + 0~/ 2V, 21 (@) (7 2V 2 p(a0) ")
> det(Vi-1)(1+ 17 3@)13 -1 ),

and then the following bound holds.

) 5 .
det(V}) det(Vr)

log(1 +n~"||@p(2)]|2 ( <log(Ili_, ——=—) <o '
; g(1+n~"[e(@)[5, - ; det(V,_ )) 8 t‘ldet(vtfl)) g(det(Vo))

From matrix determinant lemma stating det(A + UVT) = det(I + VTA7IU) det(A) and Vo = Ay € R™*™
det(Vr) is decomposed as,

det(Vp) = det(®5dy + Aply) = det(I; + Dr(Aply) " OR) det(ArLy)
= det(I; + A\ @7 0L) det(n~ T V) = det(I; + Ap' @705~ det(Vp)

Thus, we get

det (V)
98 fen(Th)

) = logdet(I; + A; ' &7r®L) + mT log(n™1) < 257 + mT log(1/n)

Therefore, we have

T
o1 < \[2AT Y log(1 + (@) 12y ) < VDT + 2w og(1/7).

t=1

By combining Lemma 15 and 16, we have the following lemma.

Lemma 17.

T\/ém
L () < Br/ANT 57 + 23mT? log(1 /) + b T1 _; .

HMH
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C.3 Bound of Zf:ch Gi—1(zs)

In this section we would describe the way to obtain the tight bound of partial sum ZZ:FC Gr—1(xs).

Lemma 18. ' Fi—1(zs) < /AAH: + 22mc2 log(1/n).

s=t—c

Proof. Similarly to the proof of Lemma 16, we get the following bound.

t t t
Z gi-1(ws) < | ¢ Z g7 1 (zs) <y |c Z 2\ log (1 +A~167 4 (25))
s=t—c s=t—c s=t—c

t t
1 } 1 y
<\ [4ed D 3 log (1427167 (x,)) < e D 5 log(L+n~"ll@(s)I[F, 1 )-

s=t—c s=t—c

Due to det(V;) > det(V;_1)(1 4+ 77*||¢(x) %/

_1 ), the upper bound can be derived as,
-1

1 (Vr)
det(V;_1) det(Vp_.)

T
> log(L+n7 @)} )-
=T

t —c a t=T—c

From matrix determinant lemma, we have
det(Vr—c) = det(l; + Apt @r_c®h_ ) ™7~ det(V5) > n~™T=9) det(Vp).
Thus we get

log( ))) <logdet(I; + A;'@70L) + melog(n™) < 297 + melog(1/n).

det(Vr
det(Vyp

Therefore, the partial sum $° Fi—1(xs) is bounded as below.

s=t—c

t

T
1 y
Z Fi1(my) < |4Xc Z §1og(1+n‘t||<p(zs)

t=T—c s=t—c

) < V4T + 22 me? log(1/n).

2
v

By combining Lemma 13, 15 and 18, the following lemma can be derived.

Lemma 19. Y Gi1(zs) < /AXHY + 2Xmc?log(1/n) + C\/?

s=t—c
C.4 Preliminary results

The following lemma provides the upper bound the regret of WGP-UCB (Algorithm 1) in terms of
6-t—1(xt)a é-t—l(xt)7 ¢, and -
Lemma 20. Let f; € Hi(D), ||fillg < B and k(z,z) < 1. Then, with probability at least 1 — 6,

& 2 a 4Bn°
e <250 oraw) + 2eBr Y bua(en) + 20
t=1 )\ s=T—c )\(1_77)

where ¢ > 1 is an integer and 0 < n < 1.

Proof. The one time step regret r; is decomposed into the stationary part (first two terms) and non-stationary
part (remaining terms) as

re = fo(zy) = fil@e) = mu(xy) — ma(@e) + fe(xp) — mu(xy) — (fi(@e) — mu ().
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We bound the stationary part as,

my(xf) —me(x) < fig—1(xf) + Be—161-1(x;) — (fu—1(2¢) — Br—16¢-1(21))
< fu—1(xt) + Be—10¢—1(ws) — (fir—1(w¢) — Be—16¢1-1(x¢))
< 2Bi-161-1(xy),

where the first inequality holds by Theorem 3 stating |m(z) — fiz—1(x)| < Bi—16¢—1(x), and the second inequality
works by the nature of UCB-type algorithm, i.e. z; defined in Equation (5) is the arm chosen at time ¢ and thus
the following holds, fi;—1(x}) + Bi—16¢—1(x}) < fig—1(x¢) + Be—10¢—1(x¢).

For the non-stationary part, we have f;(z) = 6;7 o(x) and m(x) = 67 p(z) from Mercer theorem, and || f||%, =
0]l < B. Then, we bound the non-stationary part in terms of distance between surrogate parameter ; and true
parameter 6* as below,

Fu}) = malf) = (fule) = ma(ae)) = (65 = Buosp(a”) = p(2))
< llp(a") = p@)lall; —0ull
< 2@ 21167 — Bll> < 2005 — 4]

where the last inequality holds due to |[p(2)|% = ¢(z)Tp(x) = k(z,z) < 1.

As pointed out by (Zhao and Zhang, 2021, p.4), the statement Aa (V,2) 3°0_, 5, n °A;AT) <1 in (Russac
et al., 2019, p.18) is not true. We would fix this error in the following lemma 21 (proved at the end of this
subsection). We recall some definitions of V4, 65, and 6; as

Zws()@ xs +)‘tIH7
V,_ IZwsgo Ts)p 9*+Vt 1)\,5 107,

v Zﬂ‘“@ z)p(ws) 705 + AUy,

Lemma 21.

p

p
1
= DR AR R AN

s=t—c s=t—c
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Then we would bound the distance between surrogate parameter §; and true parameter 6* as below.

t
167 = Bellz = [ViZ3 Y wsp(as)e

s=1

()" (05 = 07)ll2

t—1 t—c—1
<Y Vit telaa (@) (0 — 07l + IViZE D n*elme)e(as) (03 = 67)]l2
s=t—c s=1
t—1 t—1 t—c—1
<Y Visin el )e(@)™ Y O =05 )l + 11 D n w(ws)e(@s)T (05 = 7). -2
s=t—c p=s s=1
p t c—1
<|I Z Vioin T e(ws)e(@s)” Y (05 = b ||2+ Z 1 (s ) (as) T (05 — 6712
p=t—c s=t—c
t—1 p 2Bt c—1
< D0 IVEY D ntele)e(@) (0 = Opu)la + 55 Y 0t
p=t—c s=t—c s=1
t—1 t—c—1
< Z Hv—l Zp: —s T 9* £ -
< -1 - e(@s)e(@s) Nz - 106 = Oppa)llz + = Z
p=t—c s=t—c s=1
t—1 P
N " 1 , 2Bn°
SP;H 165 = O54ll2 S;cat—l(fcs) -

. . . _ t—1
The third inequality holds by V,7% < (5~

llo(z)]|3 = k(z,2) < 1. The last inequality

Accordingly, we would obtain the following

fe(zg) —mu(xg) — (fi(ze) — mau(

)2I3;, and the fourth inequality works due to [|0*|s < B and
holds from Lemma 21.

upper bound for non-stationary part.

t—1

<2 )
p=t—

P

I1fp = fp+1||H D Galw) + g

t—

ﬂUt

c S= C

By combining bounds for both stationary and non-stationary part, the dynamic regret is bounded as,

T\“M%

=

T\“Mﬂ
y\w

=

T t—1 p ;
1 ) 4Bn°
; 2 = dallny 3 et 3y
t 1 s N1 N
s=T—c )\(1*7])



Weighted Gaussian Process Bandits for Non-stationary Environments

Proof of Lemma 21. We denote the unit ball as B(1) = {z : ||z|]2 = 1} and the optimizer as z*.

P

1Viel D0 n7%e(@)e(@) ||, = sup |27V, )] nte(z)e(@s)") 2|

s=t—c ]B(l) s=t—c

p
< ”VtillZ*Hvt,l\?t—_lth,lH( Z 7778‘»0(553)90(%5)71)2* ||V;11f/t71v;11
s=t—c
p
<=yl Do n7%e(@s) - lle@) - 120 -1, e

s=t—c

1 Lo,
S \/HH Z g QO(SCS) ’|Vt:11\7t,1\/;11

s=t—c

IN

' ( . 1
— n *o(x 1 1 (Because V; = ayIy and ||z |- < —||2* |2 )
TP r ey s =

p
|22 e @a) lyoyv vt

IN

P
Z o(xs) HV[_lth—lV[_ll (Bccausc t—1—-s>0and 0 <y < 1)

P,
Z Ot—1\Ts) 1905
VA

s=t—c

p
EUtl

s=t—c

>/\>—'

HVt 1Vf 1V,

(-

0_

?

>\~

C.5 Proof of Theorem 4

By combining Lemma 17 , 19 and 20, we would obtain the dynamic regret bound as below.

2
Ry < 2B7\/ANT3r + 2AmT2log(1/n) + XCS/QBT\/ZL/\% + 2 meclog(1/n)

4Bn°© T4 QB A\ /em 2ﬁTT\/em

+)\(1— n) A 1—77 1-n ~’

where ¢ > 1 is an integer and 0 < 7 < 1.

C.6 Proof of Corollary 5

In this section we provide the regret order analysis for WGP-UCB (Algorithm 1).

Lemma 22. Let ¢ = 1%: and m = logél/e(T3 3/2) If Br is known, by choosingn =1 —

regret bound is O (% 7/8B1/4T3/4‘)

TVUBYPTV?, the

Proof. Similarly to Russac et al. (2019), we define log(%) =—log(n) ~1—n:=X and ¢ := lfgf =X "'logT.

By defining X = "y;l/ 43}/ 27-1/2 and neglecting the logarithmic factors, we analyse the terms in the following
regret bound one by one.

For the first term 287V T\/4\y7 + 2AmT log(1/1), we have the following

Br ~ W;/z
v 21/2m1/2 y71/2
VANYT + 23mT log(1/n) ~ 47/ " T2 X
2B0VT/AN97 + 2AmT log(1/n) ~ 4rTXY? ~ 41/8 BY/AT3/4,
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For the second term %03/23T V4N + 2 melog(1/n), we have the following
C3/2 ~ X73/2
clog(1/n) ~ 1

2
Xcg/QBT VANY: + 2dmelog(1/n) ~ ")/;/QBTX*?’/2 ~ "y;/SB;MT?’/‘L.

For the third term Lch, we have
A(l—mn)

log'yl T _ _
77c :eclog'y — e1-n 08T _ o log T —T 1

4Bn* _
o x—1~ "y;/4BT1/2T1/2.
L=
For the fourth term %BT 021\{?, we have
CQ ~ X—2
6717{2 ~ T_3/2"Y:;3/4

L ~ X1
L—=n

EBT 2 €m N "y_3/4BTT73/2X73 N B—1/2

By 1— n T T

For the last term %, we have e, = O((e/4)™) = O(T34;*?). Then we have
Br ~ g
/2 T_3/2q'/;3/4
L ~ X1
L=mn
28771 \/€m _ _
Bilp SEPN 77“1/421_1/2X_1 ~ BTI/Z.
-n

By combining five terms, we complete the regret order analysis,
RT S 2B;1/2 4 ’.}/;1/4B;1/2T1/2 4 ,Y;/SB;/4T3/4 + 7;/83;/4173/4 _ 0(7;/8311_‘/41"3/4)

O

Lemma 23. Let ¢ = % and m = log4/e(T3f'y§/2). If By is unknown, by choosing n = 1 — 1;1/4T_1/2, the

regret bound is O("y;/sBTT3/4),

Proof. Similar to the proof above, we define log(%) = —log(n) ~1—n:=X and ¢ := 1;’%: = X"'logT. By
defining X = 4. VAT=1/2 and neglecting the logarithmic factors, we analyse the terms in the following regret
bound one by one.

For the first term, we have the following

280V T\/AN97 + 2AmT log(1/n) ~ e TX/? ~ 47/373/4

For the second term, we have the following

2
Xcf“/QBT VAN + 2xmelog(1/n) ~ A4/ *Br X —3/2 ~ 418 BT/t
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For the third term, we have
4Bn°

T o X1 0 A/ Ap1/2
1—n T

For the fourth term, we have

EBT A\ /em N ,.y—3/4BTT73/2X73 ~ By
A 1—n T

For the last term, we have ¢, = O((e/4)™) = O(T_?’"yz;g/z). Then we have

2671“T\/ €m - ,.}/;1/4T71/2X71 ~1
-0

By combining five terms, we complete the regret order analysis,

Rp < 14 Br + 44/ T2 4+ 45/  BpT3/* 4+ 57/3T3/* = O(43/° BrT3/4).

D Proof of Weighted Information Gain

In this section we provide two types of upper bounds of maximum information gain.

D.1 Universal Bound

In this section we present the proof of Theorem 6.
Proof of Theorem 6. The proof is composed of two following lemmas.

Lemma 24. 7y < % log (1 + %) + %51\[

Proof. In the similar way as (Vakili et al., 2021, Theorem 3), we define T-by-T matrix Kp = [kp(z;, Ij)Hj:l
and Kp = [ko(:vz,:vj)]zTJ 1- Then we have Kt Kp+ Ko.

The mutual information is decomposed into two terms.
_ 1 .
I(ye; f1) = 5 logdet(I; + a 'Ky)

1 _ 1 _ _
= 5 log det(I; + a; 'Kp) + 5 log det(I; + oy *(I; + oy ' K,) ' Ko).

To get the tighter bound, we specify a; = AMw?. The first term is bounded as, where we define Kp = ¥ xCnU%
and G, = CY/ W50y OL2.

1 _ 1 1 _
B logdet(I; + oy *Kp) < leog (Ntr(IN + at_th))

I /\

t
1 1 1
leog (1-’-*0&751 E k Z‘S,Z‘S ) S §N10g (1+NW E wgk;p(x,x))
t

e

IN

)< Nlog( N%

”‘[\D(IJ[\')

>/\+—‘

1
§N10g (

For the second term, as the largest eigenvalue of (I; + a; 'Kp)~! is upper bounded by 1, we have tr((I; +
a; 'Kp)~'Kp) < tr(Kp). Then, we have
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1 _ 1 o
5 logdet(ly + a7 (I + a7 ' Kp) ™ Ko) < log (Etr(l} Farl(l + a;le)—lKo))

t 1 t 1 t
< 2 h - < 5.
s gl g( (t+3 25N ) = 21°g< (t+A5N)) = 210g<1+,\5N> S 0N
Combining two terms, we provide the upper bound of maximal information gain for double weighted kernel matrix
as,
kT

7T<Elog(1+w)+f5]v

Lemma 25. §7 < % log (1 + %) + %51\[‘

Proof. In the similar way of previous lemma, by replacing oy with A and K with K, we also provide the same
upper bound of maximal information gain for weighted kernel matrix as,

< 71 (1+ k—T) + 35
T og N N
where Y'_, ¥ wt < Y 1 = tis used. The result follows as ¥, = 5 logdet(I + A1, 0T) < A =
MaX A p:|A|=t 5 Llogdet(I + A\, 'WEK,WT)) since o, = W[p(z1), ..., ¢(x)]" and K; = 7. O

D.2 Weight dependent bound

We present the proof of Theorem 7. To get the tighter bound, we specify the weight w; = n~* and thus o, = An~2¢.

Proof of Theorem 7. The proof is similar to proof of Lemma 24.

By replacing w; by 7t , we have

1 - 1
3 log det(I; +a; 'Kp) < iNlog (

>/\)—‘

zi: t25>

N k(1 —n?) N k
< —1 1+ ——— ) < —log {14+ ——— ).
=7 Og( +>\N(1—n2))*2 g( +)\N(1—n2))
For the second term,
1 . t L1 :
3 logdet(I; +a; '(I; + oy ' Kp) ' Kp) < log ( X g H=2s5 )

t 1 1—n% 1—n? 1

< Ltog (Ler o) < o (14 ) < o,

Combining two terms, we provide the upper bound of maximal information gain for double weighted kernel matrix
as,

k 1

AN( = 772)) T o =)

_ N
Fr < 510g (1+



Weighted Gaussian Process Bandits for Non-stationary Environments

In the similar way, we also provide the upper bound of maximal information gain for single weighted kernel matrix
as,

k ) + 1

1—n) 2A(1—n

N
< (1 on.
T < 5 log + AN ( ) N
The result follows Jp < 7. O
We also present the proof of Corollary 8.

Proof of Corollary 8. Under the (Cp, 8,) polynomial eigendecay condition, we obtain the following bound on dx
as

On= Y Amd® < CN'TPrg?,

m=N+1

2 1 N 3
By choosing N = ]—(Ag’:¢nz)) % log Pr (1+ ﬁ)],

i
A1 =n?)

Cpp? L. _ 1 k
1 < ((pi(b)ﬁp log 7 (1+ W)

) +1) log(1 +

).
Under the (Ce 1, Ce 2, ) exponential eigendecay condition, we obtain the following bound on Jy as

on < / Cen exp(—C’e,gzﬁe)d)de.
z=N

Now, consider the case of 8. = 1 (skip the case of 8. # 1 for simplicity). Then,

° 1
/ exp(—Cl02%¢)¢%dz = exp(—Ce2NN).

=N Ce,2
With the similar logic, we choose N = fé log (%)L then we obtain the following bound,
Ap < ( (log( )+ C3 )+1) log(l—i—L).
T \Cep L—n? ) A1 —=n?)
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