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Abstract
We study the proximal sampler of Lee et al. (2021a) and obtain new convergence guarantees under
weaker assumptions than strong log-concavity: namely, our results hold for (1) weakly log-concave
targets, and (2) targets satisfying isoperimetric assumptions which allow for non-log-concavity. We
demonstrate our results by obtaining new state-of-the-art sampling guarantees for several classes
of target distributions. We also strengthen the connection between the proximal sampler and the
proximal method in optimization by interpreting the proximal sampler as an entropically regularized
Wasserstein proximal method, and the proximal point method as the limit of the proximal sampler
with vanishing noise.
Keywords: functional inequality, isoperimetry, optimization, proximal point method, proximal
sampler, sampling

1. Introduction

The problem of sampling from a target density πX ∝ exp(−f) on Rd has seen a resurgence of
interest due to its staple role in scientific computing (Robert and Casella, 2004), as well as its
surprising and deep connections with the field of optimization. Indeed, the standard Langevin
algorithm can be viewed as a gradient flow of the Kullback–Leibler (KL) divergence on the space
of probability measures equipped with the geometry of optimal transport, a perspective which has
led to new analyses (Durmus et al., 2019; Salim and Richtarik, 2020; Ahn and Chewi, 2021) and
algorithms (Pereyra, 2016; Zhang et al., 2020; Ding and Li, 2021; Ma et al., 2021) inspired by the
theory of convex optimization.

Among the algorithms in the optimization toolkit, we focus on proximal methods. Classically,
proximal methods are used to minimize composite objectives of the form f + g, where g is smooth
and convex and f is non-smooth but simple enough to allow for evaluation of the proximal map
proxf : y 7→ argminx∈Rd{f(x) + 1

2η ∥x− y∥2}. However, the setting of our investigation is more
closely related to the minimization of a non-composite objective f , for which the proximal method is
known as the proximal point algorithm (Martinet, 1970; Rockafellar, 1976).

As a natural first step towards developing a proximal point algorithm for sampling, one can
combine the proximal map with the standard Langevin algorithm, leading to the proximal Langevin
algorithm. This algorithm was introduced in Pereyra (2016) and analyzed in the papers Bernton
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(2018); Wibisono (2019); Salim and Richtarik (2020). Although these results are encouraging,
the analogy between optimization methods and Langevin-based algorithms is imperfect because
the discretization of the latter leads to asymptotic bias, a feature which is typically not present in
optimization (see Wibisono (2018) for a thorough discussion).

Remarkably, a new proximal algorithm for sampling was proposed recently in Lee et al. (2021a)
which overcomes this issue via a novel Gibbs sampling approach. Briefly, the proximal sampler
is a sampling algorithm which assumes access to samples from an oracle distribution, known as
the restricted Gaussian oracle (RGO); the RGO is a sampling analogue of the proximal map from
optimization. Under this assumption, as well as the additional assumption that the target πX is
strongly log-concave, Lee et al. (2021a) proved1 that the proximal sampler converges exponentially
fast to πX in total variation distance. In their paper, the proximal sampler was used as a reduction
framework to improve the condition number dependence of other sampling algorithms. Indeed, the
RGO is a better conditioned distribution than the target distribution, so that implementing the RGO
is easier than solving the original sampling task. In turn, the reduction framework allowed them to
establish improved complexity results for a variety of structured log-concave sampling problems. We
review the proximal sampler and its implementability in Section 3.

Our contributions. Prior to our work, the convergence of the proximal sampler was only known in
the case when πX ∝ exp(−f) is strongly log-concave. In this paper, we greatly expand the classes
of targets to which the proximal sampler is applicable by providing new convergence guarantees.

First, we consider the case when f is weakly convex. We show that after k iterations, the proximal
sampler outputs a distribution whose KL divergence to the target is O(1/k). Our proof is analogous
to, and is inspired by, the corresponding guarantee for minimizing a weakly convex function (in
particular, the O(1/k) rate matches the optimization result).

Next, we assume that πX satisfies a functional inequality, e.g., a Poincaré inequality or a log-
Sobolev inequality. Such functional inequalities have been employed in the sampling literature as
tractable settings for non-log-concave sampling; see Vempala and Wibisono (2019); Chewi et al.
(2021a). For these distributions, we show that the proximal sampler converges to the target in Rényi
divergence (or any other weaker metric, such as KL divergence) with a rate that matches the known
convergence rates for the continuous-time Langevin diffusion under the same assumptions.

In each of these settings, if we additionally assume that ∇f is Lipschitz, then the RGO is
implementable, as it becomes a smooth strongly log-concave distribution. Hence, we obtain new
sampling guarantees for gradient Lipschitz potentials when the target is weakly log-concave or
satisfies a functional inequality. In all cases, our results are stronger than known results in the
literature. Subsequent works have also considered implementability of the RGO under weaker
smoothness conditions (Liang and Chen, 2021; Gopi et al., 2022; Liang and Chen, 2022a,b).

Finally, we clarify the connection between the proximal sampler and the proximal point algorithm
in optimization in the following ways: (1) We show that convergence proofs for the proximal sampler
can be translated to yield convergence proofs for the proximal point algorithm. As a consequence,
we obtain a new convergence guarantee for the proximal point method under a gradient domination
condition with optimal rate, which is (to the best of our knowledge) a new result. (2) We show that
the RGO can be interpreted as a proximal mapping on Wasserstein space, and that the proximal
sampler can be interpreted as an entropically regularized Wasserstein proximal method (i.e., JKO

1. There is an error in the conference version of the paper which is fixed in the arXiv version (Lee et al., 2021b).
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scheme). The latter perspective allows us to recover the proximal point algorithm as a certain limit of
the proximal sampler as the “noise level” (corresponding to the entropic regularization) tends to zero.

Other related work. Sampling algorithms which are conceptually similar or directly related to the
proximal sampler have been previously proposed in the literature (Girolami and Calderhead, 2011;
Marnissi et al., 2016; Titsias and Papaspiliopoulos, 2018; Vono et al., 2022). The RGO has also
been considered as an adjoint of the heat semigroup in Klartag and Putterman (2021), which was
then used in the recent breakthrough on the KLS conjecture in Klartag and Lehec (2022). After the
first version of our work appeared online, our result under LSI (Theorem 3) was recovered via the
framework of localization schemes in Chen and Eldan (2022).

Organization. The rest of the paper is organized as follows. We begin with background on
distances between probability measures in Section 2 and on the proximal sampler in Section 3.

We give our main results in Section 4. In particular, we state our new convergence guarantees for
the proximal sampler in Section 4.1, and we give applications of our results in Section 4.2. We then
describe the connections between the proximal sampler and the proximal point method in Section 4.3.
All proofs are given in Section A.

Finally, we conclude and list open directions in Section 5.

2. Background and notation

Throughout the paper, we abuse notation by identifying a probability measure with its density w.r.t.
Lebesgue measure. For a probability measure ρ≪ π, we define the KL divergence, the chi-squared
divergence, and the Rényi divergence of order q ≥ 1 respectively via

Hπ(ρ) :=

∫
ρ log

ρ

π
, χ2

π(ρ) :=

∫
ρ2

π
− 1 , Rq,π(ρ) :=

1

q − 1
log

∫
ρq

πq−1
,

with R1,π = Hπ. We recall that for 1 ≤ q ≤ q′ < ∞, we have the monotonicity property
Rq,π ≤ Rq′,π, and that R2,π = log(1 + χ2

π).
We also define the 2-Wasserstein distance between ρ and π to be

W 2
2 (ρ, π) := inf

γ∈C(ρ,π)

∫
∥x− y∥2 dγ(x, y) ,

where C(ρ, π) is the set of couplings of ρ and π, i.e., joint distributions on Rd ×Rd whose marginals
are ρ and π. We refer readers to Villani (2003) for an introduction to optimal transport, and
to Ambrosio et al. (2008) for a detailed treatment of Wasserstein calculus.

3. The proximal sampler

Our goal is to sample from a target probability distribution πX on Rd with density πX ∝ exp(−f)
and finite second moment, where f : Rd → R is the potential.

Following Lee et al. (2021a), we define the joint target distribution π on Rd × Rd with density

π(x, y) ∝ exp
(
−f(x)− 1

2η
∥x− y∥2

)
,

where η > 0 is the step size of the algorithm.
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Observe that the X-marginal of π is equal to the original target distribution πX , whereas the
conditional distribution of Y given X is Gaussian: πY |X(· | x) = N (x, ηI). Therefore, the Y -
marginal is the convolution of πX with a Gaussian, πY = πX ∗ N (0, ηI). The perspective that we
adopt in our proofs is that πY is obtained by evolving πX along the heat flow for time η.

The conditional distribution of X given Y is the “regularized” distribution

πX|Y (x | y) ∝x exp
(
−f(x)− 1

2η
∥x− y∥2

)
.

The restricted Gaussian oracle (RGO) is defined as an oracle that, given y ∈ Rd, outputs a
random variable distributed according to πX|Y (· | y). We also write πX|Y (· | y) = πX|Y=y.

Proximal Sampler: The proximal sampler is initialized at a point x0 ∈ Rd and performs Gibbs
sampling on the joint target π. That is, the proximal sampler iterates the following two steps:

1. From xk, sample yk | xk ∼ πY |X(· | xk) = N (xk, ηI).

2. From yk, sample xk+1 | yk ∼ πX|Y (· | yk).

The first step consists in sampling a Gaussian random variable centered at xk, and is therefore easy
to implement. The second step calls the RGO at the point yk.

As is well-known from the theory of Gibbs sampling, the iterates (xk, yk)k∈N form a reversible
Markov chain with stationary distribution π. That is, the proximal sampler is an unbiased sampling
algorithm, unlike algorithms based on discretizations of stochastic processes such as the unadjusted
Langevin algorithm. This is because the proximal sampler is an idealized algorithm in which we
assume exact access to the RGO. For our applications, we implement the RGO via rejection sampling;
see Section 4.2 for details and Section 4.4 for an explicit example in the Gaussian case.

4. Results

4.1. New convergence results for the proximal sampler

In this section, we describe our new convergence results for the proximal sampler under various
assumptions, beginning with the strongly log-concave and weakly log-concave cases, and then
proceeding to targets satisfying functional inequalities which allow for non-log-concavity.

4.1.1. STRONG LOG-CONCAVITY

We start by recalling the W2 contraction result from Lee et al. (2021b) for the proximal sampler
under strong log-concavity.

Theorem 1 (Lee et al. (2021b, Lemma 2)) Assume that πX ∝ exp(−f) is α-strongly log-concave
(i.e., f is α-strongly convex), where α ≥ 0. For any η > 0 and for any two initial distributions ρX0 ,
ρ̄X0 , after k iterations of the proximal sampler with step size η, the respective distributions ρXk , ρ̄Xk
satisfy the bound

W2(ρ
X
k , ρ̄

X
k ) ≤ W2(ρ

X
0 , ρ̄

X
0 )

(1 + αη)k
. (1)
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Although this result was stated in Lee et al. (2021b) as a convergence result rather than a
contraction, the latter is implicit in the proof. From the proof of Lee et al. (2021b), one can also
read off a convergence guarantee in KL divergence, although this will be a corollary of our result in
Section 4.1.3.

We revisit Theorem 1 in Section A.2 and provide a proof which more closely resembles a classical
convergence proof of the proximal point algorithm. We use Wasserstein subdifferential calculus.

We note that this is the sampling analogue of the classical fact that the proximal map for an
α-strongly convex function with step size η is a 1

1+αη -contraction. In Appendix B.1, we give a new
proof of this fact by translating the proof of Lee et al. (2021b) into optimization.

4.1.2. LOG-CONCAVITY

The preceding result does not yield convergence when α = 0. We provide a new convergence
guarantee for the weakly convex case which mirrors a Lyapunov analysis of gradient flows for convex
functions.

Theorem 2 Assume that πX ∝ exp(−f) is log-concave (i.e., f is convex). For the k-th iterate ρXk
of the proximal sampler,

HπX (ρXk ) ≤ W 2
2 (ρ

X
0 , π

X)

kη
.

Proof Section A.3.

4.1.3. LOG-SOBOLEV INEQUALITY

Recall that a probability distribution π satisfies the log-Sobolev inequality (LSI) with constant α > 0
(α-LSI) if for any probability distribution ρ, the following inequality holds:

Hπ(ρ) ≤
1

2α
Jπ(ρ) . (2)

Here Jπ(ρ) is the Fisher information of ρ w.r.t. π; see Section A.4. Recall that strong log-concavity
implies LSI, and that LSI is equivalent to the gradient domination condition for relative entropy
Hπ (Otto and Villani, 2000); see also Section 4.3.1.

Theorem 3 Assume that πX ∝ exp(−f) satisfies α-LSI. For any η > 0 and any initial distribution
ρX0 , the k-th iterate ρXk of the proximal sampler with step size η satisfies

HπX (ρXk ) ≤ HπX (ρX0 )

(1 + αη)2k
. (3)

Furthermore, for all q ≥ 1:

Rq,πX (ρXk ) ≤
Rq,πX (ρX0 )

(1 + αη)2k/q
. (4)

Proof Section A.4.
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4.1.4. POINCARÉ INEQUALITY

Recall that a probability distribution π satisfies the Poincaré inequality (PI) with constant α > 0
(α-PI) if for any smooth bounded function ψ : Rd → R, the following inequality holds:

varπ(ψ) ≤
1

α
Eπ[∥∇ψ∥2] . (5)

Recall also that α-LSI implies α-PI.

Theorem 4 Assume πX ∝ exp(−f) satisfies α-PI. For any η > 0 and any initial distribution ρX0 ,
the k-th iterate ρXk of the proximal sampler with step size η satisfies

χ2
πX (ρ

X
k ) ≤

χ2
πX (ρ

X
0 )

(1 + αη)2k
. (6)

Furthermore, for all q ≥ 2,

Rq,πX (ρXk ) ≤

Rq,πX (ρX0 )− 2k log(1+αη)
q , if k ≤ q

2 log(1+αη) (Rq,πX (ρX0 )− 1) ,

1/(1 + αη)2(k−k0)/q , if k ≥ k0 := ⌈ q
2 log(1+αη) (Rq,πX (ρX0 )− 1)⌉ .

(7)

Proof Section A.5.

4.1.5. LATAŁA–OLESZKIEWICZ INEQUALITY

We next consider a family of functional inequalities which interpolate between PI and LSI. A
probability distribution π satisfies the Latała–Oleszkiewicz inequality (LOI) of order r ∈ [1, 2] and
constant α > 0 ((r, α)-LOI) if for any smooth bounded function ψ : Rd → R+, the following
inequality holds:

sup
p∈(1,2)

varp,π(ψ)

(2− p)2 (1−1/r)
:= sup

p∈(1,2)

Eπ[ψ
2]− Eπ[ψ

p]2/p

(2− p)2 (1−1/r)
≤ 1

α
Eπ[∥∇ψ∥2] .

This inequality was introduced in Latała and Oleszkiewicz (2000), and sampling guarantees for the
Langevin algorithm under LOI were given in Chewi et al. (2021a). The LOI for r = 1 is equivalent
to PI and the LOI for r = 2 is equivalent to LSI, up to absolute constants. Generally speaking,
(r, α)-LOI captures targets π ∝ exp(−f) such that the tails of f grow as ∥·∥r.

Theorem 5 Assume πX ∝ exp(−f) satisfies (r, α)-LOI with r ∈ [1, 2). For any η > 0, q ≥ 2, and
any initial distribution ρX0 , the k-th iterate ρXk of the proximal sampler with step size η satisfies

Rq,πX (ρXk ) ≤


(
Rq,πX (ρX0 )

2/r−1 − (2/r−1) k log(1+αη)
68q

)r/(2−r)
, if k ≤ c0 ,

1/(1 + αη)(k−⌈c0⌉)/(68q) , if k ≥ ⌈c0⌉ .
(8)

where

c0 :=
68q

(2/r − 1) log(1 + αη)

(
Rq,πX (ρX0 )

2/r−1 − 1
)
.

(For r = 2, we can instead use Theorem 3.)
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Proof Section A.6.

To interpret the result, suppose that Rq,πX (ρX0 ) = O(d) at initialization and that η ≪ 1/α. Then,
the theorem states that after an initial waiting period of ⌈c0⌉ = O(d2/r−1/η) iterations, in which
the Rényi divergence decays to O(1), the Rényi divergence decays exponentially thereafter. This
interpolates between a waiting time of O(d/η) under PI (r = 1; Theorem 4) and a waiting time of
O((log d)/η) under LSI (r = 2; Theorem 3).

4.2. Applications of the convergence results

We start with a corollary of Theorem 2. Suppose that f is β-smooth, i.e., ∇f is β-Lipschitz. Then,
provided 1

η ≥ β, the RGO πX|Y is strongly-log-concave, with condition number (1 + βη)/(1− βη).
We can implement the RGO via rejection sampling.

Rejection Sampling: Given a target distribution π̃ ∝ exp(−f̃), where f̃ is α̃-strongly convex,
perform the following steps.

1. Compute the minimizer x⋆ of f̃ .

2. Repeat until acceptance: draw a random variable Z ∼ N (x⋆, α̃−1I) and accept it with
probability exp(−f̃(Z) + f̃(x⋆) + α̃

2 ∥Z − x⋆∥2).

The resulting sample is distributed according to π̃, and one can show that the expected number of
iterations of the algorithm is bounded by κ̃d/2 with κ̃ := β̃/α̃ and β̃ is the smoothness of f̃ ; see,
e.g., Chewi et al. (2021b, Theorem 7).

We apply this to f̃ given by f̃(x) = f(x) + 1
2η ∥x− y∥2. The algorithm above requires exact

minimization of f̃ , which we assume for simplicity (since it is well-known how to efficiently
minimize a strongly convex and smooth function). With the choice η ≍ 1

βd , the expected number of
iterations is O(1). Combining this implementation of the RGO with Theorem 2, we obtain:

Corollary 6 Suppose πX ∝ exp(−f) where f is convex and β-smooth. Take η ≍ 1
βd and implement

the RGO with rejection sampling as described above. Then, the proximal sampler outputs ρXk with
HπX (ρXk ) ≤ ε and the expected number of calls to an oracle for f is O(βdW 2

2 (ρ
X
0 , π

X)/ε).

More precisely, our algorithm requires access to an oracle of f which can evaluate f and compute
the proximity operator for f .

We now compare this rate with others in the literature. Let m2 denote the second moment
of πX . For example, m2 = O(d) for a product measure, and m2 = O(d2) when f(x) =√
1 + ∥x∥2. It is reasonable to assume that the Poincaré constant α of πX is Ω(d/m2) and that

W 2
2 (ρ

X
0 , π

X) = O(m2). With these simplifications, our complexity is O(βdm2/ε); averaged LMC
achieves Õ(βdm2/ε

2) (Durmus et al., 2019); MALA achieves Õ(β3/2d1/2m
3/2
2 /ε3/4) albeit in

TV2 (Dwivedi et al., 2019; Chen et al., 2020); and LMC achieves Õ(β2m2
2/ε) in the stronger Rényi

metric (Chewi et al., 2021a). Since all these complexity results also hold in terms of the squared total
variation distance, our result has arguably the state-of-the-art complexity for this setting (at least, if
dimension dependence is the primary consideration).

Similarly, implementing the RGO with rejection sampling in Theorem 5 yields:
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Corollary 7 Suppose πX ∝ exp(−f) where f is β-smooth and πX satisfies (r, α)-LOI. Take
η ≍ 1

βd and implement the RGO with rejection sampling as described above. Then, the proximal
sampler outputs ρXk with Rq,πX (ρXk ) ≤ ε and the expected number of calls to an oracle for f is
Õ(βdqα (Rq,πX (ρX0 )2/r−1 ∨ log(1/ε))).

Even for the special case of a Poincaré inequality and smoothness, the first sampling guarantee
under these assumptions is quite recent (Chewi et al., 2021a). Let us write κ̂ := β/α for the
“condition number” and assume Rq,πX (ρX0 ) = O(d) (see, e.g., Chewi et al., 2021a, Appendix A).
Then, our complexity is Õ(κ̂dq (d2/r−1 ∨ log(1/ε))), whereas Chewi et al. (2021a, Theorem 7)
gives a complexity bound for LMC of order Õ(κ̂2d4/r−1q3/ε). We note that our result is the first
high-accuracy guarantee for this setting (i.e., the complexity depends polylogarithmically on ε).
Moreover, even in the low-accuracy regime ε ≍ 1, our complexity of Õ(κ̂d2/rq) is always better (e.g.,
in the Poincaré case r = 1, our rate is Õ(κ̂d2q) whereas Chewi et al. (2021a) yields Õ(κ̂2d3q3)),
although we note that Chewi et al. (2021a) handles the more general weakly smooth case.

Surprisingly, the same strategy of rejection sampling also applies to non-smooth potentials.
In Liang and Chen (2021), it was shown that when the above rejection sampling is applied to
f̃(x) = f(x)+ 1

2η ∥x−y∥
2 with f(x) being a convex andM -Lipschitz function, if η ≤ 1/(16M2d),

the expected number of iterations of the algorithm is bounded above by 2. Moreover, the result is
insensitive to the inexactness of the minimizer of f̃ (Liang and Chen, 2021). Combining it with
Theorem 2 and Theorem 4 we establish:

Corollary 8 Suppose πX ∝ exp(−f) where f is convex and M -Lipschitz. Take η ≍ 1
M2d

and
implement the RGO with rejection sampling as described above.

1. Applying Theorem 2, we deduce that the proximal sampler outputs ρXk with HπX (ρXk ) ≤ ε
and the expected number of calls to an oracle for f is O(M2dW 2

2 (ρ
X
0 , π

X)/ε).

2. Applying Theorem 4 (using the fact that log-concave measures satisfy α-PI for some α > 0),
we deduce that the proximal sampler outputs ρXk with Rq,πX (ρXk ) ≤ ε and the expected

number of calls to an oracle for f is O(M
2dq
α (Rq,πX (ρX0 ) ∨ log(1/ε))).

We make the same simplifications as above to compare the rates. Our complexity (from the
second part of Corollary 8 is O(M2m2 (d ∨ log(1/ε))), whereas Durmus et al. (2019) achieves
O(M2m2/ε

2) in KL divergence and Liang and Chen (2021) achieves Õ(M2dm2/ε
1/2) in squared

total variation distance. In particular, when m2 = O(d), our result is the state-of-the-art.
We summarize the ways in which the proximal sampler improves upon the standard discretized

Langevin algorithm.

1. Under weaker assumptions on the target πX , such as a Poincaré inequality, the analysis of
the Langevin algorithm is affected in two ways: first, the continuous-time convergence of the
diffusion is slower; and second, the discretization analysis becomes much more challenging.
In contrast, although the ideal proximal sampler also converges more slowly under weaker
assumptions, the second issue is no longer present. In particular, regardless of the isoperimetric
assumption on πX , as soon as ∇f is Lipschitz we can implement the RGO via rejection
sampling, yielding a simple analysis with strong convergence guarantees.

8
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2. Related to the first point, it is currently not known how to perform a discretization analysis of
the Langevin algorithm with linear dependence on the condition number κ = β

α under α-LSI
or α-PI. Our results therefore constitute the first O(κ) guarantees for such distributions.

3. When implemented via rejection sampling, the proximal sampler provides a new approach
to obtaining high-accuracy guarantees for sampling (i.e., complexity guarantees with depen-
dence polylog(1/ε) on the accuracy ε). The simplicity of the analysis makes it an attractive
alternative to Metropolis–Hastings algorithms, whose analysis is often involved.

4. Finally, we mention that when the RGO is implemented via the Metropolized random
walk (Dwivedi et al., 2019), the resulting algorithm only uses zeroth-order queries to f ,
which is crucial for certain applications (e.g., Bayesian inverse problems).

4.3. On the relation between the proximal sampler and the proximal point algorithm

The proximal sampler is motivated by the proximal point method in optimization. Recall that in
optimization, the proximal point method for minimizing f is the iteration of the proximal mapping

proxηf (y) := argmin
x∈Rd

{
f(x) +

1

2η
∥x− y∥2

}
(9)

with some step size η > 0. Formally, using the correspondence f ↔ exp(−f) between optimization
and sampling, the RGO can be viewed as the sampling analogue of the proximal mapping.

In this section, we establish a more precise correspondence between the proximal sampler
algorithm (for sampling from exp(−f)) and the proximal point method (for minimizing f ).

4.3.1. CONVERGENCE UNDER LSI/PL

We recall that LSI for π ∝ exp(−f) is equivalent to the statement that the relative entropyHπ satisfies
the gradient domination condition (or the Polyak–Łojasiewicz (PL) inequality) in the Wasserstein
metric (Otto and Villani, 2000). Thus, in the optimization setting, the analogous assumption to LSI is
that f satisfies PL.

We recall f satisfies the PL inequality with constant α > 0 (α-PL) if for all x,

∥∇f(x)∥2 ≥ 2α (f(x)− f⋆),

where f∗ = inf f . The PL inequality allows for mild non-convexity of f , yet still implies exponential
convergence of gradient flow or proximal point method for minimizing f ; see for example (Karimi
et al., 2016).

In light of our convergence guarantee for the proximal sampler under LSI in Theorem 3, it is
natural to ask whether there is an analogous result for the proximal point method under PL. We
answer this affirmatively via the following theorem. We note that a less careful proof of the argument
gives the suboptimal contraction factor 1

1+αη ; to the best of our knowledge, we are not aware of
another reference which obtains the optimal contraction factor under PL (Attouch and Bolte, 2009).2

2. The optimality of our bound can be obtained by considering f(x) = α
2
∥x∥2.

9
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Theorem 9 Suppose that f : Rd → (−∞,+∞] is differentiable and satisfies α-PL and let
x′ ∈ proxηf (x). Also, write f⋆ = inf f . Then, it holds that

f(x′)− f⋆ ≤ 1

(1 + αη)2
{f(x)− f⋆} .

Proof Section B.2.

4.3.2. RGO AS A PROXIMAL OPERATOR ON WASSERSTEIN SPACE

Consider y ∈ Rd. Noting that πX|Y=y(dx) ∝x exp(− 1
2η∥x − y∥2)πX(dx) and using Ambrosio

et al. (2008, Remark 9.4.2) we have

HπX (ρX) = HπX|Y =y(ρX)−
∫

1

2η
∥x− y∥2 dρX(x) + C(y) ,

where C(y) is a constant depending only on y. Using argminHπX|Y =y(·) = πX|Y=y, the RGO can
be expressed as

πX|Y=y = argmin
ρX∈P2(Rd)

{
HπX (ρX) +

1

2η

∫
∥x− y∥2 dρX(x)

}
= argmin

ρX∈P2(Rd)

{
HπX (ρX) +

1

2η
W 2

2 (ρ
X , δy)

}
.

(10)

Thus, by replacing the Euclidean distance by the Wasserstein distance, πX|Y=y = proxη H
πX

(δy).
We use this fact in Section A.2 to provide a new proof of the contraction of the proximal sampler
under strong log-concavity (Theorem 1). The proximal operator over the Wasserstein space is also
known as the JKO scheme (Jordan et al., 1998), which we describe further in the next section.

4.3.3. PROXIMAL SAMPLER AS ENTROPY-REGULARIZED JKO SCHEME

The Wasserstein gradient flow models the steepest descent dynamics of a functional F over the
space of probability distributions with respect to the 2-Wasserstein distance W2. One strategy to
approximate the Wasserstein gradient flow in discrete time is the JKO scheme (Jordan et al., 1998),
which follows the iterations

µk+1 = argmin
µ∈P2(Rd)

{
F (µ) +

1

2η
W 2

2 (µk, µ)
}
, (11)

where η > 0 is the step size. Note that this is a Wasserstein analogue of the proximal point method.
A variant of the JKO scheme with an extra entropic regularization term was developed in Peyré
(2015) to improve the computational efficiency. In this entropy-regularized Wasserstein gradient flow
algorithm, one instead follows the update

µk+1 = argmin
µ∈P2(Rd)

{
F (µ) +

1

2η
W 2

2,ϵ(µk, µ)
}
, (12)

10
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where W2,ϵ is the entropy-regularized 2-Wasserstein distance defined as

W 2
2,ϵ(µ, ν) := min

γ∈C(µ,ν)

{∫
∥x− y∥2 dγ(x, y) + ϵH(γ)

}
, (13)

where H(γ) =
∫
γ log γ denotes the negative entropy.

We show that proximal sampler can be viewed as an entropy-regularized JKO scheme in the
following result.

Theorem 10 Let ρXk , ρ
Y
k , ρ

X
k+1 be the distributions of xk, yk, xk+1, respectively, in one iteration of

the proximal sampler algorithm. Then, they follow the entropy-regularized JKO scheme

ρYk = argmin
µ∈P2(Rd)

1

2η
W 2

2,2η(ρ
X
k , µ) , (14)

and
ρXk+1 = argmin

µ∈P2(Rd)

{∫
f dµ+

1

2η
W 2

2,2η(ρ
Y
k , µ)

}
. (15)

Proof Section A.7.

4.3.4. PROXIMAL POINT METHOD AS THE LIMIT OF THE PROXIMAL SAMPLER

The interpretation of the proximal sampler algorithm above provides some insights on its connections
to optimization. We can define a more general family of proximal sampler algorithm with a different
level of entropy regularization. The forward step is

ρYk = argmin
µ∈P2(Rd)

1

2η
W 2

2,2ηϵ(ρ
X
k , µ) , (16)

and the backward step reads

ρXk+1 = argmin
µ∈P2(Rd)

{∫
f dµ+

1

2η
W 2

2,2ηϵ(ρ
Y
k , µ)

}
. (17)

Theorem 11 As ϵ↘ 0, (16)–(17) reduces to the proximal point algorithm in optimization.

Proof Section A.8.

Indeed, when ϵ = 0, with ρXk = δxk
, we have

ρYk = ρXk = δxk

and furthermore, ρXk+1 = δxk+1
with

xk+1 = argmin
x∈Rd

{
f(x) +

1

2η
∥x− xk∥2

}
.

This is exactly the proximal point method. In fact, even if ρXk is not a Dirac distribution, (16)–(17)
with ϵ = 0 can be viewed as a parallel implementation of the proximal point method with many
different initial points. See Section A.8 for more discussion.

11
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4.4. Example: Gaussian case

Suppose that the target distribution is a Gaussian N (0,Σ), i.e., f(x) = 1
2 ⟨x,Σ

−1x⟩. In this case we
can compute the iterations of the proximal sampler explicitly.

If we initialize the proximal sampler at

ρX0 = N (m0,Σ0) ,

then some calculations show that

ρYk = N (mk,Σk + ηI) ,

ρXk+1 = N (mk+1,Σk+1) ,

where3

mk+1 := Σ (Σ + ηI)−1mk ,

Σk+1 := Σ (Σ + ηI)−1 (Σk + ηI) (Σ + ηI)−1Σ+ ηΣ (Σ + ηI)−1 .

Specializing to the case where Σ = I , η = 1, and we initialize at N (0, σ20I), we obtain

|σ2k − 1| = |σ20 − 1|
4k

. (18)

In particular, this shows that the contraction factor 1
(1+αη)2

in Theorem 3 is sharp.

5. Conclusion and open directions

In this paper, we have studied in detail the proximal sampler of Lee et al. (2021a). In particular, we
have given new convergence proofs under weaker assumptions than what were previously considered,
allowing for a much wider class of distributions beyond log-concavity. In some cases, our proofs are
inspired by convex optimization; in others, they show a remarkable parallel with the continuous-time
theory of the Langevin diffusion under isoperimetry. Additionally, we have drawn more precise links
between the proximal sampler and the proximal point method in optimization.

We conclude by listing a few directions for future study.

1. Is there an extension of the theory we have developed to the problem of sampling from
composite potentials πX ∝ exp(−f − g)?

2. Is there an accelerated version of the proximal sampler?
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Appendix A. Proofs for the proximal sampler

A.1. Techniques

At a high level, our proofs proceed by considering the change in KL divergence or Rényi divergence
when we apply the following two operations to the law ρXk of the iterate and the target πX : (1) we
simultaneously evolve the two measures along the heat flow for time η, and then (2) we apply the
RGO to the resulting measures.

For the first step, we formulate a remarkably general lemma in Section A.1.1 which shows
that the computation of the time derivative of any ϕ-divergence along the simultaneous heat flow
is similar (in a precise sense) to the analogous computation when studying the continuous-time
Langevin diffusion. It is this property that allows us to apply functional inequalities which are usually
used for the Langevin diffusion, such as the Poincaré and log-Sobolev inequalities, in order to study
the convergence of the proximal sampler.

In the second step, we are applying the same operation (of sampling from the RGO) to each
measure, so the data-processing inequality implies that the KL divergence or Rényi divergence can
only decrease. Combined with the previous step, it is sufficient to prove a convergence guarantee
for the proximal sampler; however, the rate turns out to be suboptimal. In order to recover the
optimal rate, we introduce an argument based on the Doob h-transform (described in Section A.1.2)
to obtain contraction in the second step as well, using the backward version of our general lemma
(see Section A.1.3). We summarize our technique in Section A.1.4.

A.1.1. LEMMA ON THE SIMULTANEOUS HEAT FLOW

Let Φπ be a ϕ-divergence for some convex function ϕ, i.e.

Φπ(ρ) := Eπ

[
ϕ
(ρ
π

)]
.

We assume that ϕ is regular enough to justify the interchange of differentiation and integration and to
perform integration by parts; this is satisfied for all of our applications.

We will use the following result in each forward step of the proximal sampler. This is a
generalization of Vempala and Wibisono (2019, Lemma 16).

Lemma 12 Let (µXt )t≥0 be the law of the continuous-time Langevin diffusion with target distribution
πX , and define the dissipation functional DπX via the time derivative of ΦπX along the diffusion:

DπX (µXt ) := −∂tΦπX (µXt ) = EµX
t

〈
∇
(
ϕ′ ◦ µ

X
t

πX
)
,∇ log

µXt
πX

〉
.

If (ρXQt)t≥0 and (πXQt)t≥0 evolve according to the simultaneous heat flow,

∂tρ
XQt =

1

2
∆(ρXQt) , ∂tπ

XQt =
1

2
∆(πXQt) ,
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then

∂tΦπXQt
(ρXQt) = −1

2
DπXQt

(ρXQt) .

Proof On one hand, we know that (µXt )t≥0 satisfies the Fokker-Planck equation

∂tµ
X
t = div

(
µXt ∇ log

µXt
πX

)
so that

∂tΦπX (µXt ) =

∫
ϕ′
(µXt
πX

)
∂tµ

X
t =

∫
ϕ′
(µXt
πX

)
div

(
µXt ∇ log

µXt
πX

)
= −

∫ 〈
∇
[
ϕ′
(µXt
πX

)]
,∇ log

µXt
πX

〉
µXt .

On the other hand, writing ρXt := ρXQt and πXt := πXQt for brevity, along the simultaneous
heat flow we compute

2 ∂tΦπX
t
(ρXt ) = 2

∫
ϕ′
(ρXt
πXt

) (
∂tρ

X
t − ρXt

πXt
∂tπ

X
t

)
+ 2

∫
ϕ
(ρXt
πXt

)
∂tπ

X
t

=

∫
ϕ′
(ρXt
πXt

) (
div(ρXt ∇ log ρXt )− ρXt

πXt
div(πXt ∇ log πXt )

)
+

∫
ϕ
(ρXt
πXt

)
div(πXt ∇ log πXt )

= −
∫ 〈

∇
[
ϕ′
(ρXt
πXt

)]
,∇ log ρXt

〉
ρXt +

∫ 〈
∇
[
ϕ′
(ρXt
πXt

) ρXt
πXt

]
,∇ log πXt

〉
πXt

−
∫ 〈

∇
[
ϕ
(ρXt
πXt

)]
,∇ log πXt

〉
πXt

= −
∫ 〈

∇
[
ϕ′
(ρXt
πXt

)]
,∇ log

ρXt
πXt

〉
ρXt +

∫ 〈
∇ρXt
πXt

,∇ log πXt

〉
ϕ′
(ρXt
πXt

)
πXt

−
∫ 〈

∇ρXt
πXt

,∇ log πXt

〉
ϕ′
(ρXt
πXt

)
πXt

= −DπX
t
(ρXt ) .

Remark 13 A similar statement holds if we replace the ϕ-divergence Φπ with any function ψ ◦ Φπ

of the ϕ-divergence. This allows us to cover the Rényi divergence introduced in Section 2.

A.1.2. DOOB’S h-TRANSFORM

Doob’s h-transform is a useful method to analyze the properties of a diffusion process conditioned on
its value at some terminal time point. Consider a general diffusion process modeled by the stochastic
differential equation (SDE)

dZt = b(t, Zt) dt+ σ(t, Zt) dWt , Z0 ∼ µ0 , (19)
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where (Wt)t≥0 denotes a standard Wiener process. Assume that b(t, z) and σ(t, z) are piecewise
continuous with respect to t and Lipschitz continuous with respect to z so that the above SDE (19)
has a unique solution. The Doob h-transform characterizes the process conditional on its terminal
value ZT , summarized in the following lemma (Särkkä and Solin, 2019).

Lemma 14 Let (Ẑt)0≤t≤T be the process (19) conditioned to satisfy ZT = z. Then, the process
satisfies the following SDE backwards in time:

dẐt = [b(t, Ẑt)− σ(t, Ẑt)σ(t, Ẑt)
T∇ log µt(Ẑt)] dt+ σ(t, Ẑt) dWt ,

where µt is the marginal distribution of Zt in (19) and the SDE is started with ẐT = z.
Equivalently, if we define the SDE

dẐ−
t = [−b(T − t, Ẑ−

t ) + σ(T − t, Ẑ−
t )σ(T − t, Ẑ−

t )T∇ log µT−t(Ẑ
−
t )] dt+ σ(T − t, Ẑ−

t ) dWt ,
(20)

started at Ẑ−
0 = z, then at time T the law of Ẑ−

T is the conditional distribution of Z0 given ZT = z.

A.1.3. LEMMA ON THE SIMULTANEOUS BACKWARD HEAT FLOW

We present the following backward version of Lemma 12, which we use in each backward step of
the proximal sampler. We assume the same set up as in Lemma 12: Let Φπ(ρ) = Eπ[ϕ(

ρ
π )] be a

ϕ-divergence for some convex function ϕ, i.e.

Φπ(ρ) := Eπ

[
ϕ
(ρ
π

)]
and let

Dπ(ρ) = Eρ

〈
∇
(
ϕ′ ◦ ρ

π

)
,∇ log

ρ

π

〉
so that Dπ is the dissipation of Φπ along the Langevin dynamics with target π.

Lemma 15 Let πX be a probability distribution and let π(x, y) = πX(x)N (y;x, ηI) be a joint
density for (X,Y ) with Y obtained from X by running the heat flow for time η. Let πX|Y be
the conditional distribution of X given Y under π, and let πY denote the marginal distribution
of Y . Then, for each t ∈ [0, η], there exists a channel Q−

t that maps probability measures to
probability measures, with the following properties: (1) Q−

0 is the identity channel; (2) Q−
η maps

a probability measure ρY to the the measure ρYQ−
η (x) =

∫
πX|Y (x | y) ρY (dy); (3) for every t,

πYQ−
t = π ∗ N (0, (η − t)I); and (4) for every ρY ,

∂tΦπY Q−
t
(ρYQ−

t ) = −1

2
DπY Q−

t
(ρYQ−

t ) .

The channel is obtained from the Doob h-transform. To give intuition for the construction,
consider the process dZt = dBt started at Z0 ∼ πX , i.e., Brownian motion initialized from πX .
Then, the joint target distribution π of the proximal sampler can be expressed as π = law(Z0, Zη),
and consequently πX|Y=y = law(Z0 | Zη = y). If we define the time reversal Z−

t = Zη−t, then we
can also express this as πX|Y=y = law(Z−

η | Z−
0 = y); moreover, the reversed process (Z−

t )t∈[0,η]
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satisfies the SDE given in Lemma 14. Hence, we can take µQ−
t := law(Z−

η | Z−
0 ∼ µ) and use

calculus in order to prove the result.

Proof Let πt := πX ∗ N (0, tI). We define Q−
t as follows: given ρY , we set ρYQ−

t to be the law at
time t of the SDE

dẐ−
t = ∇ log πη−t(Ẑ

−
t ) dt+ dWt , (21)

started at Ẑ−
0 ∼ ρY . According to Lemma 14 applied to the Brownian motion process (started at

πX ), the channels (Q−
t )0≤t≤η satisfy properties (1), (2), and (3). It remains to verify (4). In the

proof, we write π−t := πYQ−
t and ρ−t := ρYQ−

t for brevity. Note that πη−t = π−t by construction,
and we have the Fokker–Planck equations:

∂tπ
−
t = − div(π−t ∇ log π−t ) +

1

2
∆π−t = −1

2
∆π−t ,

∂tρ
−
t = − div(ρ−t ∇ log π−t ) +

1

2
∆ρ−t = div

(
ρ−t ∇ log

ρ−t
π−t

)
− 1

2
∆ρ−t .

Hence,

2 ∂tΦπ−
t
(ρ−t ) = 2

∫
ϕ′
(ρ−t
π−t

) (
∂tρ

−
t − ρ−t

π−t
∂tπ

−
t

)
+ 2

∫
ϕ
(ρ−t
π−t

)
∂tπ

−
t

=

∫
ϕ′
(ρ−t
π−t

) (
2 div

(
ρ−t ∇ log

ρ−t
π−t

)
−∆ρ−t +

ρ−t
π−t

∆π−t

)
−
∫
ϕ
(ρ−t
π−t

)
∆π−t

= 2

∫
ϕ′
(ρ−t
π−t

)
div

(
ρ−t ∇ log

ρ−t
π−t

)
−
∫
ϕ′
(ρ−t
π−t

) (
∆ρ−t − ρ−t

π−t
∆π−t

)
+

∫
ϕ
(ρ−t
π−t

)
∆π−t︸ ︷︷ ︸

=−D
π−
t
(ρ−t ) by Lemma 12

= −2

∫ 〈
∇
[
ϕ′
(ρ−t
π−t

)]
,∇ log

ρ−t
π−t

〉
ρ−t +Dπ−

t
(ρ−t )

= −2Dπ−
t
(ρ−t ) +Dπ−

t
(ρ−t ) = −Dπ−

t
(ρ−t ) .

A.1.4. GENERAL STRATEGY OF THE PROOFS

Suppose that we want to understand the change in the ϕ-divergence ΦπX (ρX1 ) after one iteration of
the proximal sampler, compared to the ϕ divergence ΦπX (ρX0 ) at initialization. We split the analysis
into two steps.

1. Forward step: In the first step, we draw y0 | x0 ∼ πY |X=x0 = N (x0, ηI).

This creates a joint distribution ρ0(x, y) = ρX0 (x)N (y;x, ηI) with the correct conditionals:
ρ
Y |X
0 = πY |X . Therefore, the ϕ-divergence of the joint distribution is equal to the initial
ϕ-divergence of the X-marginal: Φπ(ρ0) = ΦπX (ρX0 ).

19



CHEN CHEWI SALIM WIBISONO

Consider the Y -marginal y0 ∼ ρY0 . Observe that ρY0 = ρX0 ∗ N (0, ηI) is the output ρY0 = ρ̃η
of the heat flow ∂tρ̃t = 1

2∆ρ̃t at time t = η starting from ρ̃0 = ρX0 . We denote this by
ρY0 = ρX0 Qη, where (Qt)t≥0 denotes the heat semigroup.

Similarly, we can write the Y -marginal of the target as πY = πX ∗ N (0, ηI) = πXQη.

In particular, (ρX0 Qt)t≥0 and (πXQt)t≥0 evolve following the simultaneous heat flow.

By Lemma 12, along the simultaneous heat flow,

∂tΦπXQt
(ρX0 Qt) = −1

2
DπXQt

(ρX0 Qt)

where D·(·) denotes the dissipation functional for the ϕ-divergence along the Langevin dy-
namics. Hence, a lower bound on DπXQt

(ρX0 Qt) leads to an upper bound on

ΦπY (ρY0 )− ΦπX (ρX0 ) = ΦπXQη
(ρX0 Qη)− ΦπX (ρX0 ) .

2. Backward step: In the second step, we draw x1 | y0 ∼ πX|Y=y0 .

This time, we consider the backward heat flow and apply Lemma 15, which yields the Doob
channels (Q−

t )0≤t≤η with ρX1 = ρY0 Q
−
η and πX = πYQ−

η . Lemma 15 implies that

∂tΦπY Q−
t
(ρY0 Q

−
t ) = −1

2
DπY Q−

t
(ρY0 Q

−
t ) .

Observe that this is almost symmetric with the forward step! In particular, a lower bound on
DπY Q−

t
(ρY0 Q

−
t ) leads to an upper bound on

ΦπX (ρX1 )− ΦπY (ρY0 ) = ΦπY Q−
η
(ρY0 Q

−
η )− ΦπY (ρY0 ) .

Combining the two steps allows to understand each iteration of the proximal sampler.

A.2. Convergence under strong log-concavity

Suppose that A is a set-valued mapping on Rd which is strongly monotone, in the sense that

⟨A(x)−A(y), x− y⟩ ≥ α ∥x− y∥2 for all x, y ∈ Rd .

Suppose that x′ ∈ x − ηA(x′) and y′ ∈ y − ηA(y′). Then, by expanding out the square, one can
easily show that ∥x′ − y′∥2 ≤ 1

(1+αη)2
∥x− y∥2. In particular, by applying this to the subdifferential

A = ∂f , where f is α-strongly convex, one immediately obtains the fact that the proximal point
algorithm is a 1

1+αη -contraction. In this section, we translate this proof to the sampling setting.
Recall from (10) that πX|Y=y = proxηF (δy), where F = HπX is α-geodesically strongly

strongly convex (Ambrosio et al., 2008, Equation 10.1.8). Then, from the first-order optimality
conditions on Wasserstein space (see Ambrosio et al., 2008, Lemma 10.1.2), we have

0 ∈ ∂F (πX|Y=y) +
1

η
(id− y) , πX|Y=y-a.s., (22)

where ∂F denotes the Wasserstein subdifferential of F .
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Proof [Proof of Theorem 1] First, let y, ȳ ∈ Rd. Then, from (22):

id ∈ y − η ∂F (πX|Y=y) , πX|Y=y-a.s. (23)

id ∈ ȳ − η ∂F (πX|Y=ȳ) , πX|Y=ȳ-a.s. (24)

Let T be the optimal transport map from πX|Y=y to πX|Y=ȳ. We can rewrite (24) as

T ∈ ȳ − η ∂F (πX|Y=ȳ) ◦ T , πX|Y=y-a.s. (25)

We now abuse notation and write ∂F (πX|Y=y) for an element of the subdifferential. Then,
using (23) and (25), πX|Y=y-a.s.,

∥T − id∥2 = ∥ȳ − y∥2 − 2η ⟨∂F (πX|Y=ȳ) ◦ T − ∂F (πX|Y=y), T − id⟩
− η2 ∥∂F (πX|Y=ȳ) ◦ T − ∂F (πX|Y=y)∥2 .

Integrating with respect to πX|Y=y, and using the geodesic strong convexity of F (Ambrosio et al.,
2008, Equation 10.1.8),

W 2
2 (π

X|Y=y, πX|Y=ȳ) ≤ ∥y − ȳ∥2 − 2αηW 2
2 (π

X|Y=y, πX|Y=ȳ)− α2η2W 2
2 (π

X|Y=y, πX|Y=ȳ) .

Therefore,

W 2
2 (π

X|Y=y, πX|Y=ȳ) ≤ 1

(1 + αη)2
∥y − ȳ∥2.

The rest of the argument is concluded as in Lee et al. (2021b, Lemma 2). We provide the details
here for completeness. First, along the proximal sampler, we have W2(ρ

Y
0 , ρ̄

Y
0 ) ≤ W2(ρ

X
0 , ρ̄

X
0 )

because the heat flow is a Wasserstein contraction (see Section A.1.4 for the notation). Next, let γ
denote an optimal coupling of ρY0 and ρ̄Y0 , and for all y, y ∈ Rd let γy,ȳ denote an optimal coupling
of πX|Y=y and πX|Y=ȳ. We check that the measure γ̂(dx, dx̄) := γ(dy, dȳ) γy,ȳ(dx, dx̄) is a valid
coupling of ρX1 and ρ̄X1 . To check that, for instance, the first marginal of γ̂ is ρX1 , we take a bounded
measurable function ψ : Rd → R and calculate∫

ψ(x) γ̂(dx, dx̄) =

∫∫
ψ(x) γ(dy, dȳ) γy,ȳ(dx, dx̄) =

∫∫
ψ(x) γ(dy, dȳ)πX|Y=y(dx)

=

∫∫
ψ(x) ρY0 (dy)π

X|Y=y(dx) =

∫
ψ(x) ρX1 (dx) ,

and similarly the second marginal of γ̂ is ρ̄X1 . Therefore,

W 2
2 (ρ

X
1 , ρ̄

X
1 ) ≤

∫
∥x− x̄∥2 γ̂(dx, dx̄) =

∫∫
∥x− x̄∥2 γ(dy, dȳ) γy,ȳ(dx, dx̄)

=

∫
W 2

2 (π
X|Y=y, πX|Y=ȳ) γ(dy, dȳ)

≤ 1

(1 + αη)2

∫
∥y − ȳ∥2 γ(dy, dȳ) = 1

(1 + αη)2
W 2

2 (ρ
Y
0 , ρ̄

Y
0 ) ,

which completes the proof.
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A.3. Convergence under log-concavity

For a probability distribution ρ with smooth relative density ρ
π , the Fisher information of ρ with

respect to π is

Jπ(ρ) :=

∫
ρ
∥∥∥∇ log

ρ

π

∥∥∥2 = Eπ

[π
ρ

∥∥∥∇ρ

π

∥∥∥2] . (26)

Recall that Fisher information is the dissipation of KL divergence along the Langevin dynamics.

Proof [Proof of Theorem 2] We follow the strategy and notation of Section A.1.4.

1. Forward step: By log-concavity of πXQt (since log-concavity is preserved by convolu-
tion (Saumard and Wellner, 2014)), the convexity of HπXQt

along Wasserstein geodesics (Am-
brosio et al., 2008, Theorem 9.4.11) yields the inequality

0 = HπXQt
(πXQt)

≥ HπXQt
(ρX0 Qt) + E(Xt,Yt)∼OPT(ρX0 Qt,πXQt)

〈
∇ log

ρX0 Qt

πXQt
(Xt), Yt −Xt

〉
where OPT(·, ·) is used to denote the optimal transport plan. Hence,

EρX0 Qt

[∥∥∇ log
ρX0 Qt

πXQt

∥∥2]︸ ︷︷ ︸
=J

πXQt
(ρX0 Qt)

W 2
2 (ρ

X
0 Qt, π

XQt) ≥ HπXQt
(ρX0 Qt)

2
. (27)

So, by Lemma 12 and (27),

∂tHπXQt
(ρX0 Qt) = −1

2
JπXQt

(ρX0 Qt) ≤ −1

2

HπXQt
(ρX0 Qt)

2

W 2
2 (ρ

X
0 Qt, πXQt)

.

Also, observe that t 7→ W 2
2 (ρ

X
0 Qt, π

XQt) is decreasing because the heat flow is a W2

contraction (which can be proven directly quite easily). Solving this differential inequality
yields

1

HπY (ρY0 )
=

1

HπXQη
(ρX0 Qη)

≥ 1

HπX (ρX0 )
+

η

2W 2
2 (ρ

X
0 , π

X)
.

2. Backward step: By Lemma 15 and (27),

∂tHπY Q−
t
(ρY0 Q

−
t ) = −1

2
JπY Q−

t
(ρY0 Q

−
t ) ≤ −1

2

HπY Q−
t
(ρY0 Q

−
t )

2

W 2
2 (ρ

Y
0 Q

−
t , π

YQ−
t )

.

By (20), the channels (Q−
t )t≥0 can be modeled by the diffusion

dZt = ∇ log πη−t(Zt) dt+ dWt.

Since log πη−t is concave, with a standard coupling argument, one can show that t 7→
W2(ρ

Y
0 Q

−
t , π

YQ−
t ) is decreasing. Hence,

W2(ρ
Y
0 Q

−
t , π

YQ−
t ) ≤W2(ρ

Y
0 Q

−
0 , π

YQ−
0 ) =W2(ρ

Y
0 , π

Y ) ≤W2(ρ
X
0 , π

X) .
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Therefore, we deduce that

1

HπX (ρX1 )
=

1

HπY Q−
η
(ρY0 Q

−
η )

≥ 1

HπY (ρY0 )
+

η

2W 2
2 (ρ

X
0 , π

X)
.

Finally, we iterate this inequality and recall that W 2
2 (ρ

X
k , π

X) ≤W 2
2 (ρ

X
0 , π

X) for all k ∈ N
(see Theorem 1 for α = 0). It quickly yields

1

HπX (ρXk )
≥ 1

HπX (ρX0 )
+

kη

W 2
2 (ρ

X
0 , π

X)

or

HπX (ρXk ) ≤ HπX (ρX0 )

1 + kη HπX (ρX0 )/W 2
2 (ρ

X
0 , π

X)
≤ W 2

2 (ρ
X
0 , π

X)

kη
.

The above proof can be compared to the O(1/t) convergence of the objective gap for the gradient
flow t 7→ xt of a convex function f : Rd → R, which follows from differentiating the Lyapunov
function t 7→ 2t {f(xt)− f(x⋆)}+ ∥xt − x⋆∥2, where x⋆ = argmin f .

A.4. Convergence under LSI

We recall the following definitions. For a probability distribution ρ with smooth relative density ρ
π ,

the Rényi information of ρ with respect to π of order q ≥ 1 is

Jq,π(ρ) := q
Eπ

[(
π
ρ

)q−2 ∥∥∇ ρ
π

∥∥2]
Eπ

[(
π
ρ

)q] .

Note that J1,π(ρ) = Jπ(ρ), where Jπ is the Fisher information (26). Recall that by definition, π
satisfies α-LSI if for all ρ, Jπ(ρ) ≥ 2αHπ(ρ). One can show this also implies for all q ≥ 1:

Jq,π(ρ) ≥
2α

q
Rq,π(ρ) , (28)

see for example Vempala and Wibisono (2019, Lemma 5). Just as Fisher information is the dissipation
of KL divergence along the Langevin dynamics, Rényi information is the dissipation of Rényi
divergence along the Langevin dynamics.

Proof [Proof of Theorem 3] We will prove the following one-step improvement lemma for Rényi
divergence of order q ≥ 1: For any initial distribution ρX0 , after one iteration of the proximal sampler
with step size η > 0, the resulting distribution ρX1 satisfies

Rq,πX (ρX1 ) ≤
Rq,πX (ρX0 )

(1 + αη)2/q
. (29)

Iterating this lemma for k iterations yields the desired convergence rate in the theorem. The result
for KL divergence is the special case q = 1.

We follow the strategy and notation of Section A.1.4.
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1. Forward step: By Lemma 12, along the simultaneous heat flow,

∂tRq,πXQt
(ρX0 Qt) = −1

2
Jq,πXQt

(ρX0 Qt) ≤ −αt

q
Rq,πXQt

(ρX0 Qt)

where by (28), the last inequality holds if πXQt is αt-LSI. Since πX satisfies α-LSI by
assumption, recall that πXQt = πX ∗ N (0, tI) satisfies αt-LSI with αt = ( 1α + t)−1 = α

1+αt .
Integrating, we get

Rq,πXQt
(ρX0 Qt) ≤ exp(−At)Rq,πX (ρX0 )

where At =
1
q

∫ t
0 αs ds =

1
q

∫ t
0

α
1+αs ds =

1
q log(1 + αt). Therefore, after the forward step,

Rq,πY (ρY0 ) = Rq,πXQη
(ρX0 Qη) ≤

Rq,πX (ρX0 )

(1 + αη)1/q
.

2. Backward step: By Lemma 15, along the simultaneous backwards heat flow,

∂tRq,πY Q−
t
(ρY0 Q

−
t ) = −1

2
Jq,πY Q−

t
(ρY0 Q

−
t ) ≤ −αη−t

q
Rq,πY Q−

t
(ρY0 Q

−
t )

where the last inequality holds since πYQ−
t = π ∗N (0, (η− t)I) is αη−t-LSI. Therefore, just

as in the forward step, integration yields

Rq,πX (ρX1 ) = Rq,πY Q−
η
(ρY0 Q

−
η ) ≤

Rq,πY (ρY0 )

(1 + αη)1/q
.

Combining the two steps above yields the desired contraction rate in (29).

A.5. Convergence under PI

The dissipation of the chi-squared divergence along the Langevin dynamics is

Jχ2,π(ρ) := 2Eπ

[∥∥∥∇ρ

π

∥∥∥2] .
Proof [Proof of Theorem 4] We follow the strategy and notation of Section A.1.4.

1. Forward step: Along the simultaneous heat flow, Lemma 12 yields

∂tχ
2
πXQt

(ρX0 Qt) = −1

2
Jχ2,πXQt

(ρX0 Qt) ,

∂tRq,πXQt
(ρX0 Qt) = −1

2
Jq,πXQt

(ρX0 Qt) .

Since πX satisfies α-PI, then πXQt satisfies αt-PI with αt =
α

1+αt . Applying this yields

∂tχ
2
πXQt

(ρX0 Qt) = −1

2
Jχ2,πXQt

(ρX0 Qt) ≤ −αt χ
2
πXQt

(ρX0 Qt)
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and therefore

χ2
πY (ρ

Y
0 ) = χ2

πXQη
(ρX0 Qη) ≤

χ2
πX (ρ

X
0 )

1 + αη

upon integration.

Next, from Vempala and Wibisono (2019, Lemma 17), αt-PI implies

∂tRq,πXQt
(ρX0 Qt) = −1

2
Jq,πXQt

(ρX0 Qt) ≤ −2αt

q
{1− exp(−Rq,πXQt

(ρX0 Qt))} .

We split into two cases. If Rq,πX (ρX0 ) ≥ 1, then as long as Rq,πXQt
(ρX0 Qt) ≥ 1 we can use

the inequality 1− exp(−x) ≥ 1
2 for x ≥ 1, so that

∂tRq,πXQt
(ρX0 Qt) ≤ −αt

q
.

Integrating, we obtain

Rq,πY (ρY0 ) = Rq,πXQη
(ρX0 Qη) ≤

(
Rq,πX (ρX0 )− log(1 + αη)

q

)
∨ 1 .

In the second case, if Rq,πX (ρX0 ) ≤ 1, then we use 1− exp(−x) ≥ x
2 for x ∈ [0, 1] to obtain

∂tRq,πXQt
(ρX0 Qt) ≤ −αt

q
Rq,πXQt

(ρX0 Qt) .

Integrating,

Rq,πY (ρY0 ) = Rq,πXQη
(ρX0 Qη) ≤

Rq,πX (ρX0 )

(1 + αη)1/q
.

2. Backward step: Along the simultaneous backwards heat equation, Lemma 15 yields

∂tχ
2
πY Q−

t
(ρY0 Q

−
t ) = −1

2
Jχ2,πY Q−

t
(ρY0 Q

−
t ) ,

∂tRq,πY Q−
t
(ρY0 Q

−
t ) = −1

2
Jq,πY Q−

t
(ρY0 Q

−
t ) .

Using entirely analogous arguments as in the forward step, we obtain

χ2
πX (ρ

X
1 ) = χ2

πY Q−
η
(ρY0 Q

−
η ) ≤

χ2
πY (ρ

Y
0 )

1 + αη

for the chi-squared divergence,

Rq,πX (ρX1 ) = Rq,πY Q−
η
(ρY0 Q

−
η ) ≤

(
Rq,πY (ρY0 )−

log(1 + αη)

q

)
∨ 1

for the Rényi divergence if Rq,πY (ρY0 ) ≥ 1, and

Rq,πX (ρX1 ) = Rq,πY Q−
η
(ρY0 Q

−
η ) ≤

Rq,πY (ρY0 )

(1 + αη)1/q

if Rq,πY (ρY0 ) ≤ 1.
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A.6. Convergence under LOI

Before giving the convergence proof under LOI, we recall the following property of the behavior of
LOI under convolution.

Lemma 16 Suppose that µ0 satisfies (r, α0)-LOI and µ1 satisfies (r, α1)-LOI. Then, µ0∗µ1 satisfies
(r, (α−1

0 + α−1
1 )−1)-LOI.

Proof Let X0 ∼ µ0 and X1 ∼ µ1 be independent. Then, we can write

varp,µ0∗µ1(ψ) = E[Φ(ψp(X0 +X1))]− Φ(E[ψp(X0 +X1)])

where Φ(x) := x2/p. One can then deduce the conclusion of the lemma easily from the subadditivity
of the Φ-entropy (Boucheron et al., 2013, Theorem 14.1).

Proof [Proof of Theorem 5] We follow the strategy and notation of Section A.1.4.

1. Forward step: Along the simultaneous heat flow, Lemma 12 yields

∂tRq,πXQt
(ρX0 Qt) = −1

2
Jq,πXQt

(ρX0 Qt) .

Since πX satisfies (r, α)-LOI and N (0, tI) satisfies (r′, t−1)-LOI for any r′ ∈ [1, 2] (see
Latała and Oleszkiewicz, 2000, Corollary 1), then by Lemma 16, πXQt satisfies (r, αt)-LOI
with αt =

α
1+αt .

Next, from Chewi et al. (2021a, Theorem 2), (r, αt)-LOI implies

∂tRq,πXQt
(ρX0 Qt) = −1

2
Jq,πXQt

(ρX0 Qt)

≤ − αt

136q

{
Rq,πXQt

(ρX0 Qt)
2−2/r

, Rq,πXQt
(ρX0 Qt) ≥ 1 ,

Rq,πXQt
(ρX0 Qt) , Rq,πXQt

(ρX0 Qt) ≤ 1 .

We split into two cases. If Rq,πX (ρX0 ) ≥ 1, then as long as Rq,πXQt
(ρX0 Qt) ≥ 1,

∂tRq,πXQt
(ρX0 Qt)

2/r−1
=

(2
r
− 1

) ∂tRq,πXQt
(ρX0 Qt)

Rq,πXQt
(ρX0 Qt)

2−2/r
≤ − αt

136q

(2
r
− 1

)
and therefore

Rq,πY (ρY0 )
2/r−1

= Rq,πXQη
(ρX0 Qη)

2/r−1

≤
(
Rq,πX (ρX0 )

2/r−1 − (2/r − 1) log(1 + αη)

136q

)
∨ 1 .

In the second case, if Rq,πX (ρX0 ) ≤ 1, then

∂tRq,πXQt
(ρX0 Qt) ≤ − αt

136q
Rq,πXQt

(ρX0 Qt) .

Integrating,

Rq,πY (ρY0 ) = Rq,πXQη
(ρX0 Qη) ≤

Rq,πX (ρX0 )

(1 + αη)1/(136q)
.
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2. Backward step: Along the simultaneous backwards heat equation, Lemma 15 yields

∂tRq,πY Q−
t
(ρY0 Q

−
t ) = −1

2
Jq,πY Q−

t
(ρY0 Q

−
t ) .

Using entirely analogous arguments as in the forward step, we obtain

Rq,πX (ρX1 )
2/r−1

= Rq,πY Q−
η
(ρY0 Q

−
η )

2/r−1

≤
(
Rq,πY (ρY0 )

2/r−1 − (2/r − 1) log(1 + αη)

136q

)
∨ 1

if Rq,πY (ρY0 ) ≥ 1, and

Rq,πX (ρX1 ) = Rq,πY Q−
η
(ρY0 Q

−
η ) ≤

Rq,πY (ρY0 )

(1 + αη)1/(136q)

if Rq,πY (ρY0 ) ≤ 1.

A.7. The proximal sampler as an entropy-regularized Wasserstein gradient flow

Proof [Proof of Theorem 10] Plugging (13) into (14) yields ρYk = γY with γ being the solution to

min
γ∈P2(Rd×Rd)

γX=ρXk

{∫ 1

2η
∥x− y∥2 dγ(x, y) +H(γ)

}
,

which is clearly γ(x, y) ∝ ρXk (x) exp(− 1
2η ∥x− y∥2). Thus, ρYk = γY = ρXk ∗ N (0, ηI).

Similarly, plugging (13) into (15) yields ρXk+1 = γX with γ being the solution to

min
γ∈P2(Rd×Rd)

γY =ρYk

{∫ [
f(x) +

1

2η
∥x− y∥2

]
dγ(x, y) +H(γ)

}
,

which is clearly γ(x, y) ∝ ρYk (y) exp(−f(x) −
1
2η ∥x − y∥2). Thus, ρXk+1 is induced by the

conditional πX|Y (x | y) ∝x exp(−f(x)− 1
2η ∥x− y∥2) from marginal distribution Y ∼ ρYk .

A.8. The proximal point method as a limit of the proximal sampler

Proof [Proof of Theorem 11] With a general ϵ, following similar argument as in Section A.7, we can
show that the updates (16)–(17) correspond to the sampling algorithm

yk ∼ πY |X=xk
ϵ = N (xk, ϵηI) , (30a)

xk+1 ∼ πX|Y=yk
ϵ ∝ exp

[
−1

ϵ

(
f(x) +

1

2η
∥x− yk∥2

)]
. (30b)

27



CHEN CHEWI SALIM WIBISONO

As ϵ ↘ 0, we see that (30a) converges to yk = xk, whereas (30b) converges to the proximal
mapping xk+1 = argminx∈Rd{f(x) + 1

2η ∥x − yk∥2}. Combining the two gives exactly the
proximal point update xk+1 = proxηf (xk). In addition, the invariant distribution of this algorithm is
πXϵ ∝ exp(−f/ϵ), which converges to a Dirac distribution concentrating on the minimizer of f (or a
uniform distribution over the minimizer set of f ).

It turns out that under some assumptions, the convergence rate of the updates (30) is independent
of the entropy regularization level ϵ. We state and prove the result below for KL divergence only, but
the result also holds for Rényi divergence and χ2-divergence.

Theorem 17 When f is α-strongly convex, the updates of the generalized proximal sampler algo-
rithm converge to the stationary distribution πXϵ ∝ exp(−f/ϵ) with rate

HπX
ϵ
(ρXk ) ≤ 1

(1 + αη)2k
HπX

ϵ
(ρX0 ) . (31)

Proof The forward step (30a) can be modeled by the scaled diffusion

∂tρt =
ϵ

2
∆ρt (32)

over the time interval [0, η]. Let (Qϵ
t)t≥0 denote the heat semigroup corresponding to (32). It follows

from Lemma 12 that

∂tHπXQϵ
t
(ρX0 Q

ϵ
t) = − ϵ

2
JπXQϵ

t
(ρX0 Q

ϵ
t) . (33)

Apparently, πXQϵ
t = πXϵ ∗ N (0, ϵtI). Thus, πXQϵ

t satisfies αt-LSI with

αt =
1

ϵ
α + ϵt

=
α

ϵ (1 + αt)
, (34)

where in the above we have used the fact that exp(−f/ϵ) satisfies α
ϵ -LSI when f is α-strongly

convex. Plugging (34) into (33) yields

∂tHπXQϵ
t
(ρX0 Q

ϵ
t) ≤ −αtHπXQϵ

t
(ρX0 Q

ϵ
t) . (35)

Thus, as before,

HπY
ϵ
(ρY0 ) = HπXQϵ

η
(ρX0 Q

ϵ
η) ≤

1

1 + αη
HπX (ρX0 ) . (36)

The contraction rate in the backward direction is the same and the proof is similar to that of Theorem 3.
This completes the proof.

Theorem 17 is true as long as exp(−f/ϵ) satisfies (α/ϵ)-LSI. The latter is ensured when f is
α-strongly convex; we ask whether it remains true under a weaker condition on f (such as α-PL).
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Appendix B. Optimization proofs inspired by the proximal sampler

B.1. Alternative proof of the contractivity of the proximal map

The following theorem is well-known in optimization.

Theorem 18 Let f : Rd → R be α-strongly convex and differentiable. Then, the proximal mapping

proxηf (y) := argmin
x∈Rd

{
f(x) +

1

2η
∥x− y∥2

}
is a 1

1+αη -contraction.

Here, we give a new proof of the theorem which translates the convergence proof of the proximal
sampler in Lee et al. (2021b) to optimization.

We recall that α-strong convexity implies the α-PL inequality (or gradient domination inequality)

∥∇f(x)∥2 ≥ 2α {f(x)−min f} for all x ∈ Rd ,

which in turn implies the α-quadratic growth inequality

f(x)−min f ≥ α

2
∥x− x⋆∥2 for all x ∈ Rd ,

with x⋆ = argmin f , see Otto and Villani (2000); Blanchet and Bolte (2018).

Proof [Proof of Theorem 18] Let fx(z) := f(z) + 1
2η ∥x− z∥2, and define fy similarly. Then,

x′ := proxηf (x) = argmin fx ,

y′ := proxηf (y) = argmin fy .

Since fx is (α+ 1
η )-strongly convex, then by applying the quadratic growth and PL inequalities,

∥x′ − y′∥2 ≤ 2

α+ 1/η
{fx(y′)− fx(x

′)} ≤ 1

(α+ 1/η)2
∥∇fx(y′)∥2

=
1

(α+ 1/η)2
∥∥∇f(y′) + 1

η
(y′ − x)

∥∥2
=

1

(α+ 1/η)2
∥∥−1

η
(y′ − y) +

1

η
(y′ − x)

∥∥2 = 1

(1 + αη)2
∥x− y∥2

where the last line uses the optimality condition ∇f(y′)+ 1
η (y

′− y) = 0 from the definition of y′.

By comparing with the proof of Lee et al. (2021b, Lemma 2), we see that fy is analogous to
HπX|Y =y for the proximal sampler.

At first glance, it may appear that the proof above only requires a PL inequality, and not strong
convexity. However, this is not the case, as it in fact requires that fx satisfies (α+ 1/η)-PL, which
does not follow from (for example) the assumption that f satisfies α-PL.
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B.2. Optimal contraction factor for the proximal point method under PL

Our proof uses the Hopf–Lax semigroup, guided by the following intuition. There is an analogy
between the standard algebra (+,×) and the tropical algebra (inf,+); see, e.g., Baccelli et al. (1992,
Section 9.4) or Ambrosio et al. (2021, Lecture 16). The following table describes these analogies.

(+,×) (inf,+)
convolution inf-convolution

Fourier transform convex conjugate
diffusion gradient flow

heat equation Hamilton–Jacobi equation
heat semigroup Hopf–Lax semigroup

As described in Section A.1.4, our proofs for the proximal sampler involve computing the time deriva-
tive of t 7→ HπXQt

(ρX0 Qt) where (πXQt)t≥0, (ρX0 Qt)t≥0 are simultaneously evolving according to
the heat flow. In what follows, we will consider the time derivative of t 7→ ft(x), where ft is the
Moreau envelope of f .

Proof [Proof of Theorem 9] Let us define, for t > 0,

ft,x(z) := f(z) +
1

2t
∥z − x∥2 , xt := argmin ft,x . (37)

Then xt = proxtf (x) and x 7→ ft,x(xt) is the Moreau envelope of f . Recall the optimality condition

∇f(xt) +
1

t
(xt − x) = 0 .

The Moreau envelope satisfies the Hamilton–Jacobi equation

∂tft,x(xt) = ⟨∇ft,x(xt)︸ ︷︷ ︸
=0

, ẋt⟩ −
1

2t2
∥xt − x∥2.

Using the PL inequality,

∂tft,x(xt) = − α

2t (1 + αt)
∥xt − x∥2 − 1

2t2 (1 + αt)
∥xt − x∥2

= − α

2t (1 + αt)
∥xt − x∥2 − 1

2 (1 + αt)
∥∇f(xt)∥2

≤ − α

2t (1 + αt)
∥xt − x∥2 − α

1 + αt
{f(xt)− f⋆}

which yields

∂t{ft,x(xt)− f⋆} ≤ − α

1 + αt
{ft,x(xt)− f⋆} .

Integrating this yields4

fη,x(xη)− f⋆ ≤ {f(x)− f⋆} exp
(
−
∫ η

0

α

1 + αt
dt
)
=

1

1 + αη
{f(x)− f⋆} .

4. Denote by (QHL
t )t≥0 the Hopf–Lax semigroup defined by QHL

t f(x) = ft,x(xt). One can check that QHL
t f(x⋆) =

f(x⋆) where x⋆ = argmin f . So, we can rewrite this inequality as QHL
t f(x)−QHL

t f(x⋆) ≤ 1
(1+αt)

{f(x)−f(x⋆)}.
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Hence,

1

1 + αη
{f(x)− f⋆} ≥ f(x′)− f⋆ +

1

2η
∥x′ − x∥2 = f(x′)− f⋆ +

η

2
∥∇f(x′)∥2

≥ f(x′)− f⋆ + αη {f(x′)− f⋆} = (1 + αη) {f(x′)− f⋆} .

This completes the proof.

31


	Introduction
	Background and notation
	The proximal sampler
	Results
	New convergence results for the proximal sampler
	Strong log-concavity
	Log-concavity
	Log-Sobolev inequality
	Poincaré inequality
	Latała–Oleszkiewicz inequality

	Applications of the convergence results
	On the relation between the proximal sampler and the proximal point algorithm
	Convergence under LSI/PL
	RGO as a proximal operator on Wasserstein space
	Proximal sampler as entropy-regularized JKO scheme
	Proximal point method as the limit of the proximal sampler

	Example: Gaussian case

	Conclusion and open directions
	Proofs for the proximal sampler
	Techniques
	Lemma on the simultaneous heat flow
	Doob's h-transform
	Lemma on the simultaneous backward heat flow
	General strategy of the proofs

	Convergence under strong log-concavity
	Convergence under log-concavity
	Convergence under LSI
	Convergence under PI
	Convergence under LOI
	The proximal sampler as an entropy-regularized Wasserstein gradient flow
	The proximal point method as a limit of the proximal sampler

	Optimization proofs inspired by the proximal sampler
	Alternative proof of the contractivity of the proximal map
	Optimal contraction factor for the proximal point method under PL


