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Abstract—In higher education, researchers have recently 

focused on exploring automated, personalized instructional 

systems to enhance students’ learning experiences. 

Motivated by this, we propose a personalized instructional 

system using a straightforward graph system to offer an 

educational game that is effective for students and intuitive 

for developers. Our system uses a directional graph, called 

an action graph, for representing solutions to in-game 

problems based on possible player actions. Through our 

proposed algorithm, a serious game integrated with our 

system would both detect player errors and provide 

personalized assistance to direct a player in the direction of 

a correct solution. To verify system performance, we 

present comparison testing on a group of students engaging 

in the game both with and without AI. Students who played 

the AI-assisted game showed an average 20% decrease in 

time needed and average 58% decrease in actions taken to 

complete the game.    
Keywords— Adaptive game, action graph, personalized system, 

educational game 

I. INTRODUCTION 
A number of recent reports make it clear that the classic one-

size-fit-all teaching method is not universally effective given the 
wide range of preferred learning styles and personality traits 
found in students [20], [21]. While most students benefit more 
from guided learning, it is extremely challenging for instructors 
to offer specific guidance, particularly if the guidance needs to 
be tailored to individual student needs. However, technological 
advancement has made it possible to explore the interplay of 
learning, student behavior, and student attributes. These 
advancements have led to several recent research efforts to 
explore and develop serious games for learning [15]-[19]. By 
integrating pedagogical content into a virtual environment, both 
students and educators are provided with a solid structure for 
contextual learning. Additionally, easy access to student data 
through such virtual environments provides a wide range of 
opportunities to understand what truly happens when students 
are stuck on a problem. Based on that wide range of student data, 
accurate and relevant scaffolding and support can then be easily 
offered. 

A perusal of current literature provides a number of works 
that take advantages of serious games for adaptive learning 
systems. For example, one work from Papadimitriou et al., 
(2019) presented a fuzzy logic-based approach to dynamically 
adjust quiz questions and game content based on a player’s 
performance in an escape room game written in HTML [8]. 
Another approach by Hussaan et al., (2011) focused instead on 
generating educational scenarios tailored to players based on a 
detailed player profile that was populated prior to game 
intervention [9]. Takahashi et al., (2018), meanwhile, focused 
more on a social aspect of serious games by dynamically 

selecting dialogue for characters in the game to create more 
human-like conversations and statements to say to the player 
[10]. 

Adaptive methods in serious games often make use of the 
game environment by modifying it or even generating new 
environments. For example, Gombolay et al., (2019), proposed 
a method for generating sequences of tutorials from test results, 
applying hidden Markov models to generate sequences 
automatically [11]. One approach by Mitsis et al., (2020), even 
focused on dynamically generating the behavior of in-game 
characters, targeting behavior that would further enhance a 
player’s learning using genetic algorithms [12]. Even when not 
modifying content directly, games can instead provide hints to 
players. For example, González-González et al., (2019) 
proposed a system that observed the action history of players to 
adaptively recommend future exercises [13]. 

Although most approaches described above demonstrated 
proficiency in improving student learning, they also are often 
very specific to the domain of choice, limiting potential 
applications in other serious games. But, all serious games 
generally share a similar structure, in which students must 
perform sequential decision-making processes in order to find 
the right solution to a presented problem. And as there are 
correct sequences of actions to arrive at such a solution, we can 
then define a solution graph that represents all acceptable 
sequences of actions that arrive at a solution. With this remark, 
this paper develops a graph-based heuristic approach to guide 
the design of an adaptive serious game. In particular, the paper 
makes the following contributions: We provide a graph-based 
framework by which solutions to in-game problems from 
educational serious games can be represented. Using this 
framework, we develop a graph search algorithm to both detect 
errors in a player’s in-game actions and to provide assistance to 
a player when needed, guiding them toward the correct solution. 
Finally, we test the proposed system through a case study in 
which we compare student opinions and in-game performance 
on a game with and without the proposed system. 

The rest of the paper is organized as follows: Section II 
overviews our proposed methods, including action graphs and 
our heuristic algorithms. Section III provides our case study for 
an adaptive serious game, followed by conclusions in Section 
IV. 

II. ACTION-GRAPH-BASED HEURISTIC FOR ADAPTATION  
 As players are engaged in a serious game to solve a problem, 
they usually associate sequences of actions with game scenarios, 
creating a “best” decision at any given moment that leads to a 
specific destination/objective. For a given problem, an action 
graph can be built beforehand by a domain expert to represent 
all possible action sequences that lead to the 
destination/objective. As players learn to play the game, their 
actions are logged as an action model. When superimposing the 
action model on top of the solution graph, it is easy to compare 
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the player action sequence with the action graph and recognize 
the differences. Such diagnosis allows the system to easily spot 
the wrong actions players take and provide appropriate guidance 
to correct the player. In this way, the players can more easily 
grasp the problem presented to them and reach the objective 
quicker. Following this line of thinking, this section presents the 
solution-action tree structure first in Section II.A. The heuristic 
algorithm for error detection and personalized guidance is then 
presented in Section II.B. 

A. Action Graph 
To represent and search the possible solution space within a 

serious game, we propose representing the space of possible 
solutions as an action graph. An action graph is a rooted tree data 
structure where each node represents a single action that a player 
could take within a given serious game. In this way, such a graph 
can be formally defined as  = ,  , where   is a set of 
nodes and  is a set of directionally-connected edges: 

•  = {, , … , } The set of nodes that comprise the 

action graph. The single root node from which all 
directional connections originate is defined as  ∈ . 

•  = {, , … , } The set of directional edges, each of 

which connects from some source node  ∈   to 
some destination node  ∈ . 

•  is a function that, given an edge  ∈ , returns 

the source node from which the given edge originates, 
also known as the parent node. 

•  is a function that, given an edge  ∈ , returns 
the destination node to which the given edge travels, 
also known as the child node. 

•  = ⋃ ∈ ∃ ∈ :  = ,  =   is 

a function that, for a given node  ∈ , returns a set 
of all nodes  ∈  that are child nodes of . 

•  = ⋃ ∈ ∄ ∈ :  =  is the set of all leaf 

nodes  ∈  , defined as all nodes that do not have 
edges originating from them. 

 The action graph for a specified game is defined in such a 
way that following any sequence of in-game actions from the 
root node to a leaf node will result in a complete, correct solution 
applied to the relevant in-game problem. Thus, by extension, 
any unique sequence of nodes that starts at  and traverses to a 
leaf node represents a unique solution to the given in-game 
problem.  

B. Heuristic Algorithm 

With the action graph described above, we seek to 
implement error detection, adaptive student guidance, and 
solution checking all through one combined algorithm. The 
proposed algorithm uses a list of actions that a student has taken 
in a game, traversing the graph to both check that the student is 
still on track toward a solution and, in the case of an error, 
providing assistance to push the student in the direction of the 
“nearest” solution. This approach is formalized in Algorithm 1.  

Algorithm 1 then returns a flag if the player has made an 
error and returns the list of actions the player must take to move 
from their current state to the nearest solution. To fully integrate 
this low-level algorithm into the system and provide 
personalized student assistance, we also must consider the 
player’s overall performance. If we provide hints and assistance 

on every single error a player makes, they have little 
opportunity to learn on their own. Thus, we consider a 
performance score. 
 
 Algorithm 1: Action graph searching 
 

Inputs:  Action graph for target in-game problem,  
Ordered list of player actions, ,  where [] 

represents the i-th element of  and [1] is the first 
action associated with the root node,  ∈  

1: Initialize   =  ∈  
             =  

2: For  = 2,  =  + 1,  < || do: 
a. If [] ∈  do: 

i.  = the node ∈  that represents [] 
b. Else if [] ∉  do: 

i.  =  
ii. Break 

c. End if 
3: End for 
4: Starting at  ∈ , depth first search to find the shortest 

path to a leaf node. 
5: Parse shortest path into action list ∗, which is the list of 

actions the player must take to reach the nearest solution. 
6: Return  and ∗ 
 

The performance score is a numerical indicator of a 
student’s performance in the game, with higher values 
indicating more negative performance. The specific method for 
computing performance score depends on implementation, 
though typically, the score would be derived from performance 
indicating variables such as number of incorrect answers, time 
taken to make a move, number of past errors, or other relevant 
values. Finally, Algorithm 2 shows the top-level method for 
solution checking and providing assistance. 

 
 Algorithm 2: Player assistance and solution checking 
 

Inputs:  Action graph for target in-game problem,  
       Player’s prior performance score,  
       Minimum performance threshold,   

1: Initialize player action list  = ∅ and  = 0 
2: While problem is not solved do: 

a. If P is updated from the system do: 
i. Receive list of player actions  from system 

ii. Call Algorithm 1 with  and  as inputs to get 
 and ∗ 

iii. Compute new   using errors and other player 
data 

iv. If  ≥   do: 
1. Use ∗ to provide hints to the player. 

v. End if 
b. End if 

3: End while 
 

III. CASE STUDY 
To better visualize the educational impact of our proposed 

method, this section presents a case study from an in-classroom 



 

 

implementation of our proposed action graph model. To 
measure system effectiveness, we implemented our proposed 
system and algorithms into a game called Algae City, and 
specifically into the Water Purification module. Section III.A 
briefly overviews Algae City and the Water Purification module, 
while Section III.B shows results from our case study applying 
the game with and without learning guidance from the proposed 
system. 

A. Algae City - Water Purification 
Algae City is an interactive educational game built in the 

Unity engine that focuses on educating students in various 
applications for algae. The game is designed for middle school 
students (age 11-13). While most students in the target audience 
will be aware of algae as a common photosynthetic organism, 
the game focuses on educating them in less common and more 
significant applications for algae. Algae City does so by 
prompting students to explore algae as an environmentally 
friendly solution to problems such as pollution, energy 
generation, vehicle fueling, and skin cosmetics. Specifically, 
the game is composed of 4 modules: water purification, algae 
reactors, algae fuel, and algae mart, each of which deliver 
different contents pertaining to the overall purpose of the game 
[14]. 

In our case study, we implemented the proposed system and 
adaptive support process into the water purification module. In 
the water purification module, students control a character in a 
virtual city park environment, where they immediately see a 
polluted lake. A cartoonish in-game character then prompts 
players to solve the lake pollution using algae, as shown in Fig. 
1(a). Players are then tasked to solve a simple puzzle by placing 
pipe components from a given selection into a grid, shown in 
Fig. 1(b). The full problem to solve is to connect the input valve 
(left) to the algae scrubber (middle) and then to the output valve 
(right). As players solve levels of this game, the task is made 
more difficult through increasing grid size, different choices of 
pipe segments, additional algae scrubbers, and obstacles in the 
grid preventing pipe placement. Table 1 provides the full list of 
pipe segments that students use to solve the in-game problems. 
Taking the list of possible pipe segments, we can then derive an 
action graph for the first level of the pipe game, as shown in 
Fig. 2. 

TABLE I. LIST OF PIPE SEGMENTS 

Pipe Pipe name Acronym 
Quantity 
of Pipes 

 
Elbow Pipe Elb 2 

 

Elbow- Elbow 
Pipe 

ElbElb 2 

 

Elbow-Straight 
Pipe 

ElbStr 4 

 

Elbow-Elbow 
Curve Pipe 

ElbElb C. 1 

 
Straight Pipe Str 1 

 
Straight-Straight 

Pipe 
StrStr 2 

 
As shown in Fig. 2, a new player is initialized with node  

as their starting position with no prior actions taken. The space 
of possible solutions in the game level is then shown over the 
rest of the action graph with  = {, , … , } . When 
starting, it can be seen in Fig. 2 that all possible actions lead to 
possible solutions with the exception of the elbow-elbow curve 
pipe. Taking an example list of player actions, : 
 

 = [, , , , ] 
 

The algorithm would then traverse nodes  →  →  →
  before finding that no child nodes of   have the  
action. In this situation, the system would then enable the error 
flag and stop traversing the graph. Algorithm 2 would then 
return a  error flag and a path to the nearest solution, ∗: 
 

∗ = [, , , , , , ] 
 

The provided path would then be used to inform our 
integrated hint system. However, since this is the student’s first 
error, they would likely not be provided immediate assistance. 
Similar to a human tutor, the goal of the system is to give 
students space to solve issues and overcome impasses through 
their own effort and learning processes. As such, the game does 
not provide immediate assistance but rather waits until the 
player’s performance score exceeds a certain threshold.  

Algae City collects student data as they play including 
number of movements, time taken to move, and number of 
errors, combining them to derive the performance score. When 
a student’s performance score exceeds a certain threshold, 
Algorithm 2 will actually begin to provide assistance to the 
player using ∗. Say, for example, the student from the earlier 

 
Fig. 1. (a). Water Purification introduction scene; (b) Pipe challenge scene 

 



 

 

example continues to play through and produces the following 
sequence of actions: 

 
 = [, , ,  . , , , ] 

 
The system would then traverse from  →  → ⋯ →  

before encountering another error and enabling the error flag. 
Like before, ∗ is returned, this time as follows: 

 
∗ = [, , , ] 

 
This time, the student’s performance score exceeds the 

threshold due to the additional error. The student would then be 
provided a hint that recommends they explore the action 
represented by , which is to place an elbow pipe in their 
solution. And while the pipe game is a specific case of this 
issue, many such problems in educational serious games can be 
decomposed into simple sequences of actions, making the 
system very flexible for many games and problems. 

 
Fig. 2. The action graph of Water Purification representing all possible solutions to the problem based on what pipes are placed in what order. 

 



 

 

B. Comparison Results 
Our comparison case study used a focus group of 14 

students to compare the educational effectiveness of our serious 
game. The 14 students were randomly split between Game A, 
the control group without adaptive guidance, and Game B, the 
experimental group with adaptive guidance. All 14 students that 
participated in the case study had similar educational standing 
in terms of GPA. As the students played through Algae City’s 
water purification module, we recorded the time taken and 
number of actions required for them to complete the pipe puzzle 
game. Recorded values are shown in Table 2. 

From Table 2, it can be observed that the experimental 
group using Game B showed overall faster and more efficient 
completion of the pipe game. On average, students who used 
Game B completed the game in 28 actions, compared to 51 
actions from students using Game A. Additionally, students in 
the experimental group completed the game in 259 seconds, on 
average, compared to 317 seconds for the control group. Fig. 3 
visualizes this data to further show the impact on completion 
time and actions taken. 

The proposed system provides automated educational hints 
and guidance to students as they play. The reduction in time and 
actions needed for players to complete the game demonstrates 
positive initial results for the system’s ability to impact players’ 
educational experiences. 

 
TABLE II.  DATA COLLECTED FROM STUDENTS IN THE CONTROL 

(GAME A) AND EXPERIMENTAL (GAME B) GROUPS 
Game A (Control) Game B (Experimental) 

Player Time (s) Movements Time (s) Movements # Hints 

1 371 66 266 49 2 

2 398 69 312 51 3 

3 201 28 197 29 1 

4 289 49 232 33 2 

5 371 63 309 44 3 

6 367 53 278 37 2 

7 223 29 217 28 1 

Avg 317 51 259 28 1 

 
The graph-based approach can be applied to any serious 

game provided that the developers are able to create an 
appropriate action graph. When varying the learning context of 
serious games, the educational performance is ultimately up to 
the design of hints and the design of the game itself. The 
proposed system is designed to augment a player’s experience 
with personalized guidance toward a solution. The actual form 
of that guidance and the problem presented in the game would 

vary the performance of the system. However, given an 
appropriate action graph, the system is always able to provide 
the player with hints toward a solution, and as such, it is 
expected that the player would always reach a solution faster 
than in an unguided system. 

The chosen learner model, as well, could impact the 
system’s educational effectiveness. Our performance scale 
model accounted for several aspects of a player’s performance 
(such as time taken and number of errors made) to determine if 
the player needed assistance. Depending on the context of other 
serious games, other variables may need to be accounted for to 
achieve comparable educational effectiveness. In general, it is 
key to provide the system with a solid metric of student 
performance to make informed decisions on when to provide 
assistance and when to allow the player to self-learn. Given 
such a metric, the system should then always be able to leverage 
the action graph at appropriate times to guide a player toward a 
correct solution. 

IV. CONCLUSION 
This paper proposes a personalized instruction system to 

implement adaptive hints and educational support in serious 
games. In the proposed system, students are given 
individualized support based on their gameplay. Our proposed 
system uses a directional tree structure called an action graph 
to represent solutions to in-game problems as sequences of 
actions. Then, using our provided algorithm, a serious game can 
easily be integrated with personalized hints that guide students 
toward solutions when they make errors.  

Survey results and comparison testing from our focus group 
shows that the game with the personalized instruction system 
proves more effective in terms of both time and effort needed 
for students to complete segments of the game. Furthermore, 
student surveys from our case study indicate positive overall 
reception of the adaptive assistance system. Future work will 
focus on continuing to test the system on different narrative 
games and gather additional real data by comparing playing 
games with AI-assisted segment and without AI segment. 
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