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ABSTRACT

UNDERSTANDING USER INTERACTIONS IN STEREOSCOPIC HEAD-MOUNTED
DISPLAYS

Interacting in stereoscopic head mounted displays can be difficult. There are not yet clear stan-
dards for how interactions in these environments should be performed. In virtual reality there are a
number of well designed interaction techniques; however, augmented reality interaction techniques
still need to be improved before they can be easily used. This dissertation covers work done to-
wards understanding how users navigate and interact with virtual environments that are displayed
in stereoscopic head-mounted displays. With this understanding, existing techniques from virtual
reality devices can be transferred to augmented reality where appropriate, and where that is not
the case, new interaction techniques can be developed. This work begins by observing how par-
ticipants interact with virtual content using gesture alone, speech alone, and the combination of
gesture+speech during a basic object manipulation task in augmented reality. Later, a complex
3-dimensional data-exploration environment is developed and refined. That environment is capa-
ble of being used in both augmented reality (AR) and virtual reality (VR), either asynchronously
or simultaneously. The process of iteratively designing that system and the design choices made
during its implementation are provided for future researchers working on complex systems. This
dissertation concludes with a comparison of user interactions and navigation in that complex en-
vironment when using either an augmented or virtual reality display. That comparison contributes
new knowledge on how people perform object manipulations between the two devices.

When viewing 3D visualizations, users will need to feel able to navigate the environment.
Without careful attention to proper interaction technique design, people may struggle to use the
developed system. These struggles may range from a system that is uncomfortable and not fit for

long-term use, or they could be as major as causing new users to not being able to interact in these

il



environments at all. Getting the interactions right for AR and VR environments is a step towards
facilitating their widespread acceptance. This dissertation provides the groundwork needed to start
designing interaction techniques around how people utilize their personal space, virtual space,

body, tools, and feedback systems.
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Chapter 1

Introduction

This dissertation covers research done to improve our understanding of user interactions in AR
environments. This course of research begins with participatory design studies examining multi-
modal inputs in basic environments rendered in augmented reality (AR) head-mounted displays
(HMDs) and ends with an examination of user behaviors in a complex environment, comparing
across AR and virtual reality (VR) HMDs.

Data is being collected in unprecedented quantities and AR is quickly becoming consumer-
available. Representations of data are more digestible and interpretable to users if they are easy to
interact with and immersive. AR and VR can both afford those experiences. If people can intu-
itively explore data to draw their own conclusions, they will have more faith in those conclusions.
For people to efficiently navigate and interact with 3-dimensional (3D) stereoscopic visualiza-
tions, the interface must be invisible. Little work has examined what interaction techniques are
appropriate for use with AR-HMDs. Natural user interactions, i.e., speech, gesture, multimodal
combinations of speech and gesture, pen, and gaze, can make that interface invisible. Without
intuitive interaction techniques, these emerging systems will suffer from low immersion and user

flow, degrading user’s work performance.

1.1 Background

AR devices are becoming increasingly available. The Microsoft Hololens 2, an optical see-
through stereoscopic AR-HMD, has already established a 480 million dollar contract to sell as
many as 100,000 devices to the United States Army [3]. While currently targeted at enterprise
use, shortly AR technologies will be in the hands of the public. The long-term vision of AR
technologists is to have devices with form factors similar to glasses that will take the place of

consumer cell phones, or augment phone use as smartwatches have. AR technology continues



to improve, with Microsoft Hololens 3 in development and rumored AR product launches from
Facebook and Apple as early as 2021 !.

Alongside AR-HMDs, VR-HMDs are rapidly advancing. Some current generation VR-HMDs
can be purchased for less than $400, half of the first generation HTC Vive VR-HMD. VR-HMDs
offer a different experience than AR-HMDs. When in a VR-HMD, the outside world is occluded
by the displays used. This means that the user is more fully immersed in the virtual environment
being presented to them. VR-HMDs also typically have better resolutions, fields of view, and
controllers than AR-HMDs.

Outside of headsets, the rate that people generate and store data is another rapidly growing
area of society. Data collection is occurring at unprecedented levels [4], with nearly 2, 500, 000
Terabytes of data produced globally every day [5,6]. Sources of this data are oftentimes low-cost
and nearly ubiquitous sensors found in smartphones, HMDs, watches, online consumer activity,
news reports, or even corporate reports on various sales and cost metrics. Interpretation of this
data can allow users to develop a wider knowledge base of many things from personal health
tracking to the accuracy of news reports.

With these areas of society each evolving, there is a gap in the literature and a growing need to
answer the question; what is the best way to interact with this rapidly growing data? AR-HMDs
will often leverage gesture and speech commands as seen in the Microsoft HoloLens 2 and the
Magic Leap One. These natural interfaces are easy to carry and if done right, intuitive. Interfaces
that are easy to use can lower the novice to expert skill gap [7] and are more discoverable to end-
users [8]. Similarly, complex data is more digestible when users can interact with it easily [4].
While these input modalities are being shipped with AR-HMDs, there is not a clear standard for
input design in AR [9], or for three-dimensional (3D) data interactions [10, 11].

VR-HMDs have been more commonly utilized for researching interactions with 3D data dis-

plays, however; research on interaction techniques for VR data visualization environments is lack-

Thttps://www.tomsguide.com/news/apple-glasses,https://tech.fb.com/facebook-connect-the-road-to-ar-glasses/



ing [10]. Additionally, the impact of using a VR-HMD for 3D data exploration compared to an
AR-HMD is unknown.

This work rests at the intersection of data visualization, augmented reality, virtual reality, and
user interaction techniques. When data visualizations are displayed in interactive and immersive
3D environments, it is referred to as “Immersive Analytics” (IA) [10, Chapter 1]. IA is a young
field, having come into the public eye at a workshop in 2015 [12]. The same workshop led to the

publication of the TA textbook in 2018 [10].

1.1.1 Motivation

The cost of VR and AR head-mounted displays is dropping while their quality is increasing.
AR-HMDs may soon become pervasive and yet, there is currently very little work on interactions
in AR-HMDs [9], and even less on interactions in AR-IA [10, 11, Chapter 4]. Society’s most
recent large shift in interactive technologies was the transfer from 2D computers to 2D multi-
touch cellular phones, devices with somewhat similar displays and interaction techniques. Both
technologies used 2D screens and arguably, the interactions done with a mouse (i.e., selection,
clicking, dragging) can be well achieved with multi-touch. The shift from 2D interactions and
displays to stereoscopic displays and 3D interaction techniques poses a larger technological leap
from an interaction design standpoint.

Alongside AR and VR'’s increase in availability, there is a shifting landscape in the ways that
office workers can work. COVID-19 has transitioned many traditionally office-based jobs to re-
mote jobs, creating a need for society to adapt to working remotely. Even after COVID-19 is no
longer an international concern, remote work may be here to stay. Many companies have already
announced plans to continue remote work indefinitely [13—15]. Both employees and employers
can benefit from the traditional work to remote work transition. If employees can work from their
homes, then there is no overhead for maintaining an office building. The costs saved range from

heating and cooling, septic systems, and building insurance to facilities management including



parking-lot maintenance. The employee may also advocate for remaining at home due to lower
commute times and less cost in travel.

This new landscape of remote work and personal stereoscopic use makes it necessary to develop
interaction techniques that allow employees to effectively work remotely. AR and VR displays
offer a viewing environment with “infinite pixels” in comparison to a monitor where there is a set
amount of render-able surface. In AR and VR, the user can render many monitors across their
office for the cost of a single device (e.g., AR-HMDs, VR-HMDs). The immersive environments
in these headsets can also allow for collaborative work environments with some work showing
that IA improves collaboration compared to standard co-located collaboration [16]. These display
devices each provide different advantages and may be best suited for different tasks. Before we
can develop interaction techniques for IA environments using stereoscopic devices we need to
understand how differences in the displays used by these headsets impacts user interactions within
them.

Society as a whole will also face this shift in data interpretation. Soon people will have per-
sonal AR and/or VR HMDs and an abundance of health tracking data. Schools may teach using
these displays and children will need to interact with visualizations in their course work. These
interaction techniques can be used for information displays beyond just graphics; people could be
building molecules [17], or learning anatomy with a rendered body [18].

Poorly developed interaction sets pose another barrier for the adoption of this new system
of work. Unintuitive or difficult-to-use interactions can slow users down, break immersion, and
cause high levels of frustration. There is little work on appropriate interactions for IA and many
constraints. Some users may need to interact in an IA environment over long periods of time [19]
while others might be attending a virtual meeting that is an hour-long or interacting with a small
chemistry assignment dataset for only a few minutes. A shift worker may be set up in an office and
need controls that can support long-term use (i.e., speech, multi-touch, micro-gesture, keyboard).
A person attending the meeting may be more willing to use mid-air gestures due to the low risk of

fatigue in inconsistent and intermittent use. The person interacting with the chemistry data may be



traveling on a subway making speech and keyboard controls difficult. To facilitate these diverse
use cases, we must develop robust, intuitive, and varied interaction techniques that can utilize
unimodal and multimodal input technologies.

Before we can develop these inputs we need to understand the user, their input preferences, and
the constraints of these inputs use. As of now, there have been very few works in IA examining the
user, their styles of input, and their preferences of input. This work represents a holistic approach
to IA interaction design that considers the range of use constraints and utilizes a collection of
technologies to facilitate a robust exploration of interaction techniques across complex stereoscopic

environments.

1.2 Previous Work

This work draws upon multimodal interaction design from Human-Computer Interaction (HCI)
and more generic AR/VR environments. This interaction knowledge will be used alongside the

limited existing work on IA and information visualization interaction techniques.

1.2.1 Multimodal Interaction

Outside of interaction techniques, IA systems can also provide implement new tools for the
analysis and interpretation of data. The ability to annotate information while actively reading is
an important component of data exploration. Annotations can deepen learning, understanding, and
increase the exploration of data [20]. Linking annotations to the underlying data structure also
serves an important role in sense-making [20,21]. An example of one possible annotation tool
is writing, which has many advantages over typing in terms of memory and retention [22]. Pen
use has been examined in the context of paper [23], multi-touch surfaces [24], bi-manual interac-
tions [24,25], virtual reality [26,27], and multi-touch surface annotation [20], but no examination
has assessed how users will annotate visualizations with mid-air pen and speech in augmented

reality (AR) environments.



AR technologies are starting to become available to knowledge workers and consumers. With
this technology’s emergence, now is the time to explore mid-air pen use in optical see-through AR.
The space inside optical see-through Augmented Reality headsets is unique. It removes many of
the affordances found with analog pen and paper as well as those found in digital pen and paper.
In AR, there is no obvious surface to write on. The white space provided by paper is a useful tool
for data exploration, often being used to provide a space for annotations [28]. White space use is
complex and understanding its manipulation has been difficult [28]. Techniques for pen annotation
may not carry over well when there is no passive kinesthetic feedback, or the affordances and white

space found in paper.

1.3 Dissertation Layout

The path towards understanding how these multimodal inputs should be implemented is a com-
plex one. AR displays are only beginning to become consumer-available and immersive analytics
environments are still primarily used in research settings. To understand how users interact in
complex environments we need to first build up knowledge of user behaviors and interactions in
basic AR environments.

This dissertation follows that path, starting with two multimodal interaction studies done in AR
(Chapter 2) [29, 30]. One of these studies focuses on observing user gesture interactions and col-
lecting speech and gesture+speech interaction information to compare with the second study, while
the other study focuses on user speech and gesture+speech interactions, collecting gesture interac-
tion information to compare against the first study’s elicited gesture interactions. The comparison
of these studies is not presented here but was submitted as my master’s thesis.

With the knowledge gained from those studies, we turned to researching how interactions are
made with complex environments such as those used in IA. Transitioning from the basic environ-
ment to a more complex one led to the development of a cross-device IA environment with markup

tools and multimodal inputs. This system was developed over several iterative design sessions and



is one of the first of its kind. The development of this system and the design choices made while
creating it are covered in Chapter 3.

Once developed, four pilot studies were run using this system in preparation for running the
full study. The results of these pilots suggested that jumping from a basic environment in AR to a
new complex A environment required more work establishing how users interact with the objects
in the system. This system provided a rich interaction space in which researchers could observe
participants execute a range of actions from writing in mid-air with a pen to highlighting a region
of a 3D scatterplot. When examining user interactions in this environment, we found that the
system may be too unfamiliar or novel to conduct such a study. Some indications of that were that
some participants struggled to perform even basic interactions in this environment. In response
to that observation, we instead ran a between-groups observational study to investigate how users
interact in this unfamiliar IA environment and how the choice of stereoscopic display impacts
those interactions. This study compared AR and VR user behaviors and interactions while using
this IA system in a general data exploration task. Knowing the differences between AR and VR
behaviors allows researchers to know how to leverage each device’s strengths. This comparison
and its discussion are presented in Chapter 4. Finally, this dissertation concludes with the next

steps for the environment and research in this area (Chapter 5).

1.4 The Format of This Dissertation

This dissertation is a cumulative collection of some of the works completed over the course
of my studies on user interactions. Works that are relevant to the main goals of this dissertation
research topic are presented as they were published in top-tier peer-reviewed venues. These works
are introduced and concluded with connections to why they were a necessary step taken during this
research. Including these publications gives important insights into why key decisions were made
during this course of research.

Not all works done during my degree are presented here, some works are omitted due to di-

vergent topics. An example of this is seen with a paper that was presented at the Association for



Computing Machinery (ACM) CHI “Designing Interactions for the Ageing Populations Address-
ing Global Challenges” workshop that looks into what types of inputs older adults might benefit
from in VR [31]. Another such work is the textbook that was written in conjunction with my ad-
visor Dr. Francisco Ortega that guides researchers through the process of running and interpreting
elicitation studies [32]. This book was based on the experiences gained during the two elicitation
papers presented here and a course Francisco and I taught at the 2020 ACM Interaction Design
and Children Conference [29, 30, 33]. A tutorial on a similar topic will be presented at the up-
coming 2022 Human-Computer Interaction International Conference. Works that were done while

completing this degree but were not directly relevant to this dissertation are listed in Appendix A.1.

1.5 Contributions

Chapter 2 provides findings on how people interact using gestures alone, speech alone, and
gesture+speech together, in basic environments that are rendered on AR-HMDs. These findings
include a set of discoverable gesture interactions, a set of common hand poses, the most prevalent
speech commands used, time information for the co-occurring gesture and speech interactions, and
the differences in perceived workload between the input modalities used.

Chapter 3 then discusses the iterative design and implementation of a complex immersive ana-
lytics platform. This platform can support remote and co-located collaboration, asynchronous use,
six annotation tools, and can be run on a PC, VR-HMD, or AR-HMD. This platform is one of the
first of its kind and the platform along with the decisions made as a result of the iterative design
sessions are contributions of this work.

Differences in how AR-HMD and VR-HMD users navigate and interact within that complex
environment are detailed to contribute new knowledge of how those two stereoscopic devices influ-
enced participants’ use of the system (Chapter 4). Contributions of Chapter 4 include knowledge
on how users perform rotations, translations, and scaling inside of IA environments and how users

manage both their virtual and physical space while wearing these devices.



Chapter 2

Multimodal Elicitation Studies

The first goal of this course of research was to develop a better understanding of how people
interact using gesture alone, speech alone, and gesture+speech combined as input modalities in
AR object manipulation environments. Two studies examining user interactions and behaviors
in AR were conducted towards that goal. These two studies were very similar apart from the
presentation of the referent (e.g., the command that interactions are being elicited for). Both studies
are presented in this chapter as they were published [29, 30]. These articles are included with
copyright holder permission. This chapter begins by providing additional information about those

studies and concludes with where the results of those studies led this research.

2.1 Research Aims

The aim of these works was to find how people interacted in basic AR environments using mul-
timodal inputs. The input modalities used were gesture alone, speech alone, and the combination
of gesture+speech. These input modalities were chosen based on their intuitive nature and ease
of access. The exact environments that AR-HMDs will be used in are unknown. Currently, AR-
HMDs are largely used in industry [3, 34]. Conceivably, office workers and everyday citizens will
use AR-HMDs during their daily activities. Evidence of this possibility is seen in the assortment
of AR glasses currently under development or already on the market?. Gestures and speech are the
base case input modality that will likely be available to users in a variety of environments and are

the inputs currently shipped with most AR-HMDs.
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2.2 Extended Study Details

This section provides more granular details on the design of the two studies, recruitment of

participants, data collection, data preparation, and the analyses performed.

2.2.1 Study Design

The two experiments presented here were both Wizard-of-Oz (WoZ) design elicitation studies.
This means that participants interacted with the AR system while the experimenter acted as a
recognizer for their inputs. This way their inputs were unconstrained by the systems recognition
capability, allowing observation of what these participants would intuitively choose to use when
interacting in AR.

These participants’ interactions were limited to the modality condition that they were currently
in, i.e., if the modality condition was gesture then they were asked to only use gesture-based
interactions. For each input modality participants were asked to produce any interaction they felt
was appropriate for executing the command presented to them. Seventeen commands, also called
referents, were used. These referents covered the canonical interactions done when manipulating
objects in 3D environments.

At the beginning of a session, participants arrived at a lab hosted by the university and com-
pleted an informed consent form and a demographics questionnaire. The demographics ques-
tionnaire inquired about participant’s prior exposure to mid-air gesture systems, VR-HMDs, and
AR-HMDs, and demographic information such as gender, age, and major.

Prior to putting on the AR-HMD participants watched video instructions explaining the ex-
periment and what was expected of them. There were two versions of these instructions, one for
each experiment. Once in the environment, participants performed one practice trial for each input
modality. During this practice, participants were asked to produce an input that would change a
virtual cube’s color. Next, the three input modalities were presented in counterbalanced order with
the referents being randomized within each modality. With this design, participants were presented

with an input modality (i.e., gesture), and then asked to produce an input proposal for each referent

10



using that input modality. Once each referent had been completed for that input modality, partici-
pants filled out a NASA-TLX survey for it. This was done to assess their perceived workload for
using that input modality [35]. Following the NASA TLX, the next input modality condition was
completed. This process ended when all input modalities were completed.

All interactions in this environment were performed on a virtual cube that was rendered about
50 cm in front of a user’s head. A cube was selected because of its simple shape whose simplicity

can help lessen the impact that the shape of an object has on a user’s proposed interactions [36].

2.2.2 Methods

In the first study, the referents were read aloud and presented as text on the AR-HMD, and
participants were told that their interactions were being recognized by the system [29]. Once
a participant proposed an interaction for the given referent, an animation of that referent being
executed was played. This was done to create a greater sense of engagement for the participants
where they could feel like they were interacting with a live system. These animations lasted for
2 seconds after which a blue screen was shown. Once ready, they progressed to the next referent,
and the blue screen was removed.

In the second study, the referents were presented as animations of the referent without the
accompanying text or spoken instructions [30]. These animations were as similar to the animations
played after the interaction proposals in the first experiment as possible. Participants were told that
they were guessing what interaction a user in another room did to cause the animation shown. This
provided a sense of engagement similar to the first experiment. Blue screens were shown between
referents in this study as well.

A number of studies have used text referents when eliciting interaction proposals [36—40] while
a number of other studies have used animations [30,41-45]. Most of these studies were unimodal
elicitation studies meaning the best mechanism for referent display when eliciting multimodal
inputs was unknown. Gestures can be primed by animations where speech can be primed by

text or spoken word. By running two studies, we were able to mitigate some of the impacts of
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this priming to better compare the two referent displays. This comparison allowed us to make
recommendations for future multimodal elicitation studies based on the impact that referent display

had on the interaction proposals.

Referents Used

Referents were selected to capture the canonical manipulations performed in 3D environ-
ments [46,47]. These canonical referents were translation on each axis (i.e., X, y, z), rotation
about each axis, and scaling an object to be larger or smaller. Three additional referents were
added to increase the generalizability of the results. These were creating an object, destroying an
object, and selecting an object. For all referents apart from select, participants were told that the

cube shown to them was already selected. The same set of referents was used for both studies.

Pilot Studies

One survey, two pilot studies, and one observational session were run prior to conducting the
two studies presented here. No one participant was included in more than a single study. The
survey was done to assess the general understanding of the terms that were being used for the
referents (i.e., yaw right). This survey was administered to 35 people, all of whom were in an
entry-level computer science course. Additionally, both versions of the final study were run as
pilot studies with 6 participants each to help determine the level of biasing present in the different
methods of referent display.

Prior to running the second study where the referents were presented as animations, an obser-
vational study was conducted with 5 participants. These participants were shown the animations
that would be used in the full study along with some additional animations for the more abstract
referents (i.e., create, destroy, select) and asked what they thought the animations were of. This
was done to ensure that participants were perceiving the animations as the commands that were
being elicited. The results of this observational study revealed that referents not grounded in real-

world physics were difficult to animate. These referents were select, create, and destroy. For those
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difficult to animate referents, the animations with most participants interpreting them correctly

were selected.

Participants

Participants for these studies were all recruited using word of mouth advertising and department-
wide emails. Participants were all either volunteers or given course credit for their participation.
More details on the participants are given in the papers for these studies. Each study used a sample
size of 24 which was grounded in prior work in the field, best summarized by a recent litera-
ture survey Of 216 elicitation studies [48]. This survey found that the mean participant count for
elicitation studies was 25 with a standard deviation of 4 [48]. After allowing for a 3 condition

counterbalanced design, the sample size of 24 was chosen.

Data Collection

Both ego-centric and exo-centric video was recorded of the participants interacting in this sys-
tem. Videos were captured using the on-device ego-centeric camera, a Go-Pro camera that was
worn above participant’s AR-HMD, and an exo-centric camera that faced participants. The session
audio was captured with these videos. The demographics survey and NASA TLX were collected
online and saved as .csv files. This process generated one demographics survey, 3 videos, and 3

NASA TLX responses per participant.

Data Preparation

The pilot survey data was merged across participants to generate a .csv file with one column
per referent and one row per participant. The cells in this .csv listed a binary variable indicating
if the participant defined that referent correctly or not. The videos collected were watched by
the experimenter while the experimenter took notes on what indications of referent priming were
present in the elicited interaction proposals. These notes would include information like which
referents a participant repeated in the speech condition or which animations participant’s gestures

imitated in the gesture condition.

13



The video from the observation sessions was watched and annotated to generate a file with one
column per participant and one row per animation. The cells in this csv indicated if the participant
correctly identified the animation. Animations that were not correctly identified were given a note
saying what the animation was identified as.

The Go-Pro video footage was hand-annotated by the researcher using Microsoft excel. The
other video footage was used as a fallback if the go-pro video was unusable for a given referent.
This occurred most often when a participant’s hands went out of frame. This process resulted
in a file with annotations for each participant’s 17 gesture proposals + 17 speech proposals + 17
gesture+speech proposals. These annotations included the type of gesture performed, fingers used,
direction of movement, or words uttered in the case of speech.

These annotated proposals were then binned into equivalence classes. This process was slightly
different for each input modality. The gesture proposals were combined into equivalence classes
based on their similarity of execution. Proposals with similar motions and hand shapes were com-
bined into one class. An example class is “finger-based x-axis pushing gesture” that would contain
both two finger pushing gestures and one finger pushing gestures. This class would not include
hand pushing gestures where four or more fingers were used. These classes use reversible direc-
tions for rotations and translations meaning that a push left with an open hand and push right with
an open hand were combined into a single “open hand pushing along the x-axis gesture” class.

Speech proposals were binned based on the syntax used and phrases used. The syntax binning
process broke speech proposals into action words, direction words, object specifiers, and other. The
full phrases were binned based on the similarity of words used as seen with the gesture proposals.
During this binning process “move backwards” and “move backward” were considered the same
but “move back” was considered different.

Gesture+speech proposals were broken into gesture proposals and speech proposals then binned
using the processes done for gesture only and speech only proposals. Gesture+speech interaction
time stamps were collected from the raw videos. Timestamps were recorded for when a gesture

started when speech started, when a gesture’s stroke or first major change in direction occurred
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when the speech was concluded, and when the gesture was concluded. The times between gesture
initiation and speech initiation were then calculated such that a negative time meant that speech
was started before the gesture was started. This process resulted in a .csv file with columns for
each time stamp collected plus one for the time difference between gesture and speech initiation.
This file had 17 rows for each participant (one row per referent).

The individual .csv files for all participants were merged into a single file for analysis resulting
in one file for the demographics survey and one file for each input modalities NASA TLX re-
sponses. The demographic data included information on prior device use information, age, gender,

eye-sight, and major or job type information.

Analysis Performed

Pilot survey data was analyzed using the raw counts of correctly or incorrectly defined ref-
erents. This provided information on which referent terms would be most likely understood by
participants. Similarly, the raw counts of the correctly and incorrectly identified animations during
the observational sessions were used to determine which animations were used in the animated

referent study.

Gesture Metrics Agreement Rate (AR) was used to calculate the level of participant agreement
on gesture interaction proposals for each referent. Equation 2.1 shows the agreement rate formula.
When using a sample size of 24, an AR of 0.3 is considered high agreement [49], with high
agreement suggesting that novice users of a system would be able to discover the most commonly
proposed interaction for that referent. In Equation 2.1, P is the set of all proposals for referent 7,
and P; are the subsets of equivalent proposals from P [49].

> 3IBI(RI=1)

AR, = D=7 2.1)
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Fleiss’ Kappa Fleiss’ Kappa was used to calculate the level of change agreement (F.) within

the elicited proposals as suggested by Tsandilas (2019) [50]. The formula used is shown in Equa-
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tion 2.2. In that equation m is the total number of proposals. The term n;; represents the number
of participants proposing interaction proposals ¢ for bin k. The term 7, represents the chance that
a rater classifies a proposal into bin &£ based on the times bin & was used across all proposals. The
term q represents the total possible space of proposals. This formula is used to determine if the
AR metric is a reasonable measure of participant agreement or if the AR was inflated by chance

agreement between proposals.

m
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Speech Analysis The metrics used for speech analysis were max-consensus (MC) and the con-
sensus -distinct ratio (CD'R). MC is the percent of participants proposing the most common utter-
ance proposal [51] and CDR is the percent of proposals for a referent that has over a baseline of
1 participants proposing them [51]. These two metrics are used to indicate the most common pro-
posal in the data and the spread of proposals across the data. A high MC indicates high agreement
between participants on a single proposal where a high CDR indicated that many proposals were
agreed upon by 2 or more participants. Speech proposals were also analyzed using the binned
syntax’s rate of use. This analysis was done to identify the common speech proposal structures

used.

Time Windows Analysis The times between gesture and speech initiations in the gesture+speech
block were analyzed using Wilcoxon rank-sum tests as informed by Shapiro-Wilk tests of normal-
ity. The Wilcoxon rank-sum tests were used to determine the median time between gesture and
speech initiation. The goal of the Wilcoxon rank-sum test was to find what time windows could be

reasonably expected when developing gesture+speech recognition systems.

NASA TLX Analysis Means and standard deviations were computed for NASA TLX results.
Differences between the results for different input modalities were compared using Welch Two

Sample T-Tests after running Shapiro-Wilk tests for normality.
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Consensus Set When consensus sets were provided they were based on the most frequent ges-
ture proposal for the gesture and gesture+speech conditions. Recommendations for the use of the

consensus sets were based on the AR rates computed for each referent.

2.3 Understanding Multimodal User Gesture and Speech Be-

havior for Object Manipulation in Augmented Reality Us-

ing Elicitation’

Figure 2.1: Example of experiment design: Left: participant view, Middle (hand outlines): gesture used,
Right: Participant

2.3.1 Overview

The primary objective of this research is to understand how users manipulate virtual objects
in augmented reality using multimodal interaction (gesture and speech) and unimodal interaction
(gesture). Through this understanding, natural-feeling interactions can be designed for this tech-

nology. These findings are derived from an elicitation study employing Wizard of Oz design aimed

3Williams, A. S., Garcia, J., Ortega, F. (2020). “Understanding Multimodal User Gesture and Speech Behavior for
Object Manipulation in Augmented Reality Using Elicitation”. in IEEE Transactions on Visualization and Computer
Graphics, DOI: https://doi.org/10.1109/TVCG.2020.3023566
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at developing user-defined multimodal interaction sets for building tasks in 3D environments using
optical see-through augmented reality headsets. The modalities tested are gesture and speech com-
bined, gesture only, and speech only. The study was conducted with 24 participants. The canonical
referents for translation, rotation, and scale were used along with some abstract referents (create,
destroy, and select). A consensus set of gestures for interactions is provided. Findings include the
types of gestures performed, the timing between co-occurring gestures and speech (130 millisec-
onds), perceived workload by modality (using NASA TLX), and design guidelines arising from
this study. Multimodal interaction, in particular gesture and speech interactions for augmented
reality headsets, are essential as this technology becomes the future of interactive computing. It is

possible that in the near future, augmented reality glasses will become pervasive.

2.3.2 Introduction

Understanding multimodal interaction within augmented reality (AR) head-mounted displays
(HMDs) is an important step towards improving user interactions. When used as unimodal inputs
gestures and speech each have their strengths [51]. Gestures can be beneficial for direct manip-
ulation of virtual objects where speech can be beneficial for abstract tasks such as creating new
objects. The combination of gesture and speech, abundant in everyday life, can provide richer in-
formation than using either of those modalities alone. The synergies and individual merits of these
modalities have not yet been fully examined in AR-HMD environments. Consider the impact that
the desktop computer, smartphone, and tablet have had on people’s lives. Augmented reality is one
of the key technologies expected to have similar impacts on people’s lives. As such, understanding
the best inputs and combinations of inputs for use in this emerging technology is necessary. Unlike
multi-touch devices, as of now, there exists no clear standard when it comes to mid-air gestures for
use in AR environments [52].

The primary objective of this research is to understand how people naturally manipulate vir-
tual objects in AR environments using multimodal interactions (gesture and speech) and unimodal

interactions (gesture). This is done by observing participants perform these interactions in an un-
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constrained environment. All inputs within each modality were accepted (i.e. any mid-air gesture
or utterance). Given the nature of combining gesture with speech, speech alone was also examined.
This addition allowed for a better analysis of how speech is formed with and without gestures. A
secondary goal of this research is to assist in understanding how existing knowledge about gesture
and speech interactions from psychology [53-55] hold once technology (in particular, AR) is added
to the equation. Thus helping bridge the existing knowledge on human to human communication
with human to computer communication.

End users represent a broad range of preferences. While most users prefer multimodal gesture
and speech interactions, some users will prefer speech alone, or gesture alone [56]. With these
varying individual preferences implementing gesture and speech alone as well as combined is

important.

Contributions

The main contributions of this paper are:

1. A novel within-subjects multimodal and unimodal elicitation study for object manipulation

tasks in optical see-through AR-HMDs (Setup seen in 2.1).

2. Gesture only (producing a gesture set) and speech only elicitation study to highlight the in-
dividual strengths of these input modalities and a co-occurring gesture and speech elicitation

study to highlight the synergies found when combining those modalities.

3. We present findings on the timing windows and syntax of co-occurring gesture and speech

interactions and compare that with the syntax used in speech only interactions.

4. Design guidelines for AR interactions based on the synergies and individual strengths of

gesture and speech interactions.

Multimodal Elicitation

In contrast to multimodal fusion designs, where input recognition and integration is often

tested [57], we used participatory design guidelines [8] to work with the users to find which inter-
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actions they would naturally want to use. This information can be used to help improve recognizer

systems’ accuracy and design user-centric interactions within AR-HMD building environments.

2.3.3 Why Gestures and Speech?

Interface design must be intuitive [58]. There is a large body of work on gesture and speech
in human to human communication [53-55], and human computer communication [5S9-61]. An
interface that mirrors human to human interactions could reduce the learning time needed for
technology use. With that in mind, it is important to have systems with multimodal (e.g., gesture
and speech combined) as well as unimodal (e.g., gesture or speech alone) interaction capabilities.
Gestures and speech together constitute language [53]. They have bidirectional influence and
obligatory influence on each other, which is to say that people typically consider both at the same
time [54].

Using multimodal inputs has many benefits, particularly when dealing with gestures and speech
combined. Gesturing when co-occurring with speech has been shown to help lower the cognitive
load of a task [62], there are hints at sped up task completion time, and even lower error rates [61].
Each information stream (gesture, speech) contains non-redundant information [63] which can
facilitate the disambiguation of the inputs from the other channel [64-66].

Given the option of using gestures, speech, or both combined participants used both 60% to
70% of the time [60, 67]. This can be exploited to help improve recognition accuracy [68]. Users
feel that interactions are more natural when they have multiple input modalities and can choose
the one that best suits them [69, 70]. The ability to have true multimodality could further improve
their interactions.

Current AR-HMDs (i.e. Magic Leap One and Microsoft Hololens) are built with gesture sets
that are limited and likely designed for recognition accuracy, not ease of use. For example, Magic
Leap’s “C” gesture is fairly easy to detect (being a static symbolic gesture) but may not be the most
natural. Additional examples can be found in the other default gestures for the Magic Leap One

and the Microsoft HoloLens 1. Occasionally gesture sets are derived from users; however, these
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are often expert users [71]. People typically prefer user-defined gesture sets to expert-designed
sets [8]. There is also evidence that elicited gestures are up to 24% more memorable [72].

The gap between traditional input devices and combined gesture and speech inputs is being
minimized by advances in technology, soon gesture and speech inputs will be more efficient than
traditional input devices [70].

Switching to these modalities is no trivial task. When using AR-HMDs, issues include ges-
tures for ego-centric cameras such as the head mounted cameras on most HMDs, self-occlusion,
device field of view (FOV), natural feeling interactions, common speech mappings, and timings of
co-occurring gestures and speech when in virtual environments. This work tackles some of those
issues and provides information on the individual and joint strengths of these modalities, a consen-
sus gesture set, co-occurring gesture and speech timing information, and design guidelines to use
when developing building applications for optical see-through augmented reality head-mounted

displays.

2.3.4 Previous Work

Gesture elicitation is a study design that can help us map gestures to actions for emerging
technologies. The elicited inputs have the goal of being highly discoverable to novice users of
systems [8]. Elicitation studies also allow us to better understand user behavior. Elicitation
studies have found that people use larger motions for larger objects when attempting the same
action [73,74], and that there is a preference for upper-body gestures even when a whole-body
system is available [75]. Most commonly these studies have been conducted using Wobbrock et
al.’s methods [8, 76], later refined by Vatavu and Wobbrock [49, 77] (variations exist [78]). This
study used gesture elicitation, as well as mutlimodal gesture and speech elicitation, which is less

common [43,51].

Gesture Elicitation

These methods normally include the use of a Wizard of Oz (WoZ) experiment design. WoZ

experiment design is a way to remove the gulf of execution between the participant and the sys-
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tem [8]. In a WoZ elicitation experiment, a participant is shown a command to execute such as
move left. This command is called a referent. Then the participant provides some sort of input pro-
posal for that referent and behind the curtain, so to speak, an experimenter triggers the recognition
of that input. In the experiment presented here that would look like a participant proposing a ges-
ture (in the gesture modality) to move a virtual object left, then the experimenter, upon seeing this
proposal, triggering the movement of the object. In this way, inputs can be designed for emerging
technologies without perfect recognizers existing. After all the input proposals are collected they
are binned into equivalence classes and measures of consensus between participants are used to
generate input set proposals. This process is elaborated on later.

Many follow-up studies have created gesture sets using gesture elicitation [79, 80]. The pop-
ularity of gesture elicitation can be seen in the variety of the studies that use it, from multi-touch
surfaces [80, 81], and mobile devices [82], to internet of things home sets ups [83]. Efforts to
enhance further elicitation studies have led researchers to devise alternatives that extend beyond
surface-computing devices, such as using multi-touch and mid-air devices in tandem [74, 84] and
using multi-touch devices to control physical objects through virtual representations of said enti-
ties [85]. Imposing constraints on the users’ motion has also led to new elicitation studies primarily
concerned with defining and investigating gesture sets suitable for both impaired and non-impaired

users [38, 86].

Gesture and Speech Studies

Gesture and speech input modalities have been studied for some time. Many studies have
looked at ways of combining them as input channels using multimodal fusion modals [57,59, 92,
93]. The goal of those studies was to implement recognition systems. Studies have also looked
at the timing windows of co-occurring gestures and speech [9]. There is work on the usability of
limited gesture sets [94] and constrained speech dictionaries [89]. Those types of works are aimed
at understanding some combination of the feasibility of gesture and speech inputs, the adaptability

of people to constrained inputs, and the implementation of fusion models for gesture and speech
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Table 2.1: Previous gesture with speech elicitation studies

Authors Display ConsensusPaired | Use case Gestures | Independent

used set elicita- accepted | testing of

made tion modalities
Hauptmann 2d Screen | No No Graphic manipu- | Mid-air | Yes
et al. [87] lation
Mignot et | 2d Screen | No No Control a process | Touch No
al. [88]
Bourguet [89] | 2d Screen | No No Explanations of | Pointing | No
process

Carbini et | 2d Screen | No Yes Tell a story Mid-air | No
al. [57]
Leeetal. [9] | 2d Screen | No No Object manipula- | Mid-air | No

/ handheld tions

AR
Morris [51] 2d Screen | Yes Yes Web browsing Mid-air | No
Anastasiou et | Room No No Accessibility Mid-air | No
al. [90]
Robbe [89] 2d Screen | No No Constrained Touch No

speech dictionary | miming
and
pointing
Khan et | 2d Screen | Yes No Computer aided | Mid-air | Gesture /
al. [43] design gesture or
speech

[rawait et | Optical No No Object manipula- | Open Gesture
al. [91] see- tions hand /  gesture

through gestures | with speech

AR-HMD
The study | Optical Yes No Object manipula- | Mid-air | Yes
presented see- tions
here through

AR-HMD

Legend: AR: Augmented Reality, HMD: Head mounted display, Miming gestures: charade like
gestures

recognition. Those works typically start with defined acceptable inputs, maybe “open palm swip-
ing” in the case of gestures [94], then test usage from there.
The work presented here is very different in that there are no constraints imposed on

input proposals. Participants are free to generate any proposal that they feel is best suited to the
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referent displayed. There have been previous studies on gesture and speech interactions. 2.1 shows
a list of studies that use WoZ methods to observe or elicit gestures and speech interactions. Most
of those studies did not have the goal of generating a consensus set of inputs. While a few of them
did observe mid-air gestures [9,43,51,57,87,90], some only looked at a subset of gesturing such
as pointing gestures [89,95], paddling gestures [91], or 2 dimensional (2D) gestures [88,89]. The
work presented here examines any gesture and / or utterance that a participant feels is appropriate
for a given referent.

The study that is most similar to this is a gesture and speech elicitation study done for de-
veloping commands for a television-based web browser [51]. Participants were placed in paired
elicitation sessions where the dyads of participants made proposals together. The referents were
read out loud to the participant. For the referent move left the experimenter would read “move
left”. Participant dyads were given the choice of using either gesture, speech, or both; however,
the modalities were not tested individually. Commands for web browsing on a television (i.e. “re-
fresh page”) are decidedly different from the commands needed to manipulate objects in optical
see-through AR environments.

A second similar study did gesture and speech elicitation for computer-aided design (CAD)
programs to be used with 2D screens [43]. This experiment tested gesture alone, then gesture with
speech. They provide a consensus set of utterances and gestures. This study chose to show the
referents’ action in the form of an animation as opposed to as text. For the referent move left the
participant would see the virtual object moving left. This study is domain-specific to CAD program
usage. Previous work has found that prompting users to gesture with 2D screens compared to 3
dimensional (3D) objects can impact the production of gestures [96]. Additionally, Khan et al.
informed users that they were describing referents to another person though use of a video system.
The notion of describing a referent to a person compared to executing a referent in a system is
an important distinction. This work also extends the work of Khan et al. by providing the timing

information of co-occurring gesture and speech interactions.
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All of the studies shown in 2.1 have furthered the field of gesture and speech interactions. Still,
those studies are different from the work presented here in some major ways. Including the pairing
of participants, domains of application, and how the referents are presented. Most of those studies
only tested interactions in a single pass where participants proposed speech alone, gesture alone,
or both together. Whereas this paper tests each modality independently. The last row of 2.1 shows
the methods used in this study, to be compared with the other works. This study will help to further
gesture and speech elicitation methods, AR-HMD interactions, object manipulations in 3D space,
and finding differences between when speech alone is used and when co-occurring gestures and
speech are used.

While the research presented here is not on gesture recognition or multimodal input fusion,
elicitation can provide important findings for future recognizers (including findings from this re-
search). Recognition of gestures has been attempted in many ways; however, it has not often been

done with AR-HMD’s and ego-centric cameras.

Elicitation Criticisms

Elicitation methods have received criticism in two major areas. First, it was suggested that
common consensus metrics were too permissive because they do not account for the base chance
of randomly selecting a proposal for a given referent [50]. Tsandalis proposed using Fleiss’ kappa
and a chance agreement term in addition to those metrics to address this [50]. We have analyzed
our data using those statistics to alleviate this concern. Second, there is a concern that given
the exposure to existing devices or gestures, elicitation may be biased (i.e., legacy bias). This
has been examined, and various ways to incorporate it [75, 97] or reduce it [38, 98] have been
introduced. However, other than priming [42], no reduction methodology has shown promise,
except for physical constraints [94], but constraints are infeasible in some cases. Some work has

shown that legacy bias can be beneficial in finding gestures for abstract tasks [99].
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2.3.5 Methods

This work performed an elicitation study using the WoZ methods to find natural feeling ges-
ture, speech, and gesture with speech interactions for the manipulation of rendered 3D objects in
optical see-through AR environments. The input modalities used were Gestures (G), Speech (S),
and Gesture with Speech (GS). Each modality was tested independently in a within-subjects ex-
periment design. Our methodology is derived from our previous work and the literature already
described. These include agreement rate (AR)*, co-agreement rate (CR), and the V,, significance
test [8,49,77]. When reporting overall agreement rates for gesture proposals, we also make use of
Fliess’s Kappa coefficient (k) and the chance agreement term (p.) as described by Tsandilas [50].

Both speech and gesture proposals were annotated based on the video data from the exo-centric
and ego-centric cameras. Proposals then were binned into equivalence classes by the experimenter.
Gestures were binned based on the direction of movement, and hand pose. Hand poses were
“grasping” where all fingers were closed, “pinching” where just the thumb and index or thumb in-
dex and middle fingers were touching, “open” where all fingers were extended, and “index finger”
where only the index finger was extended. Previous work showed that users care less about the
count of fingers used than the hand pose used [84]. Movements were based on the axis of move-
ment. For example, translations right and left were both considered movements on the y-axis. If
a gesture could not be binned in this manner it was given its own class(i.e. tracing a square). For
speech calculations, words were binned only if they were nearly identical. Saying “move forwards”
and “move forward” were considered the same where “move towards” would be different.

The original metric for consensus is the agreement index which involves the proportion of
participants proposing equivalent gestures [76]. This metric was changed to AR which addresses
some of the issues with the original formula, adjusting the output values to between 0 and 1 [49].
CR is defined as a measure of shared agreement between two referents. It is calculated as the

count of pairs of participants that are in agreement for two referents over the total possible pairs of

“Please note that agreement rate AR uses a different font to avoid confusion with AR for augmented reality.
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participants [49]. For speech alone the consensus-distinct ratio (CDR) was used. The CDR is the

percent of equivalent proposals given by more than two participants for a given referent [51].

Participants

The study consisted of 24 volunteers (4 female, 20 male). Participants were recruited using
emails and through word of mouth. Ages ranged from 18 - 43 years (Mean = 23.32, SD = 5.23).
All participants reported heavy computer usage but limited video game usage. Two participants
were left-handed. Eleven participants reported less than 30 minutes of Microsoft Hololens 1 usage
before this experiment. Seven participants learned English as a second language and reported

fluency in English.

Apparatus

This experiment was conducted using a Magic Leap One optical see-through AR-HMD. The
WoZ system was developed in Unreal Engine 4.23.0. A Windows 10 professional computer with
an Intel 19-9900k 3.6GHz processor and an Nvidia RTX 2080Ti graphics card was used for de-
velopment. Data was recorded on the Magic Leap One. In addition, we used a GoPro hero 7
black (to record an ego-centric view of the interactions) and a 4k camera (to record an exo-centric
view of the interactions). Each referent was shown 50 centimeters in front of the user. Users were
given an on-screen aid to tell if their hand/hands were inside of the FOV of the device. This aid
showed one hand on each side of the screen in red unless a hand was seen. If a hand was sensed

the corresponding aid (left to left, right to right) would turn white, as shown in 2.2.

Referents

Table 2.2: Referents used by category

I Translation \ Rotation | Abstract | Scale ||
Move (Left / Right) Roll (C/CC) Create | Enlarge
Move (Up / Down) Yaw (Left / Right) | Destroy | Shrink
Move (Towards / Away) from self | Pitch (Up/Down) | Select

Legend: C: Clockwise; CC: Counter Clockwise
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Gestures Only

shrink

Figure 2.2: Left:participant view in experiment, Right: participant

Referents (i.e. actions) for canonical manipulations [46] including selection, scaling, transla-
tion (on x,y, and z axes), and rotation (about x,y, and z axes) were used. In addition, application-
specific manipulations [46] which included create and delete were used. All the referents are listed
in 2.2. The goal of this study is to create an interaction set for object manipulations in any sort
of virtual environment that uses building tasks (e.g., Lego-like applications). Specifically, when
AR-HMDs, egocentric viewing, and multimodal inputs are used. Object selection was tested in-
dependently in the select referent. For the other referents, participants were told that they could
assume the object was already selected. Referents were displayed as text. This decision was in-
formed by previous work [43,51] and the results of pilot studies which are discussed further in the

Results section.

Procedure

At the start of each session, participants completed an informed consent and demographics
questionnaire. The questionnaire included questions about prior device usage, game usage, and
handedness. Participants were then shown a 2-minute video with the instructions for the experi-
ment. They were informed that they would be asked to complete a series of object manipulations
using different modalities of input and within each modality (G, S, or GS) they could use what-
ever input they wished. For example, if the modality was gesture than any gesture proposed was
accepted. Participants were then given a practice trial for each of the modalities. During this time,

they were invited to ask questions, adjust the device, and play with the device’s gesture sensing
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range using the on-screen hand detection aid, see the left side of 2.2. Note that the gesture sensing
was to add realism to the experiment but this experiment was a WoZ elicitation experiment.

Participants were presented the interaction modalities based on a Latin square division of
blocks. For example, participants may have seen speech first, then after completing all the ref-
erents for speech, see the next modality (G or GS in this example). Referents were shown in
random order. The object to be manipulated was a cube rendered approximately S0cm in front of
the user. A cube was chosen to allow visual ques of rotations which would be more difficult to see
with either a sphere or cylinder. A cube represents a basic object that most users have interacted
with in the real world. Using a cube limited some of the object specific grips that could appear in
interactions with complex shapes (hand pose matching uneven object surface).

The referent was shown as a text banner and above that, the interaction modality requested was
shown. On either side of the cube was a hand that was either red with a line crossing it or white
(left side of 2.2). The hands indicated whether or not a participant’s hand was in the camera’s field
of view. An example of a referent and corresponding gesture proposal is shown in 2.2. After a
proposal was made by the participant the virtual object would execute that referent and the next
referent would be loaded. In the G and S blocks this execution occurred when any proposal was
given. To ensure constancy of proposal modality in the GS block both an utterance and a gesture
had to be proposed before the referent was executed. After each interaction modality, the NASA

TLX [35] survey was administered.

2.3.6 Results

The agreement rate (AR), co-agreement rate (CR), and (V,.4) statistic were used to quantify
consensus among participants. Fliess’s Kappa coefficient (k) and the associated chance agree-
ment term (p.) [SO] were used when reporting the overall agreement rates for the gesture proposals.
Where applicable, the appropriate statistics were computed using the AGATe 2.0 tool (AGreement

Analysis Toolkit) °. For the speech proposals, the consensus-distinct ratio (CDR) was used [51].

3 Available at http://depts.washington.edu/acelab/proj/dollar/agate.html
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The agreement rate AR is defined as the number of pairs of participants in agreement with
each other divided by the total number of pairs of participants that could be in agreement. Shown
formally for a single referent r in 2.3, where P is the set of all proposals for referent r, and F; are
the subsets of equivalent proposals from P.

2 3PPl =)

AR, = 2.3
AP~ 1) (3)

Pilot Studies

Two versions of this elicitation experiment were run on pilot groups consisting of 6 people
each. In one, we displayed the referents as text (2.2), in the other we showed the action of the
referent then asked for proposals. As an example, if the referent was move left, in the first set up
the screen read “move left” and participants were asked to propose a command to execute that
referent (similar to [8,51]). Upon generation of that proposal, the virtual object would move.
In the second design, the virtual object would move then participants were asked to generate an
appropriate command proposal (similar to [43]).

During the speech block of the pilot study where referents were displayed as text participants
would commonly repeat the referent displayed. If the referent was move left the utterance was
also “move left”. This is not entirely unreasonable. In the pilot study without text, for simple
translations, the most frequent utterances were “move” and the direction such as “left”. This
repeating of referents, either the entire referent or a sub-portion of it can also be seen in the results
of Morris [51]. An example from that study is that when given the referent open new tab the top
utterances were “new tab” and “open new tab”.

In the version with referents shown as movement, people would nearly always propose a ges-
ture that was as close as to a one to one manipulation with the object’s motion as was possible. For
rotations, people would twist their wrist into uncomfortable positions to try and match the object’s
motion. For the abstract referents, people’s gestures would mirror whatever animation was shown.

If the virtual object was materializing from right to left, their hand moved from right to left. More
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troublingly, none of the participants understood what was being asked of them when the refer-
ent was create and the virtual object appeared with no animation. The effect referent animations
biasing gesture production can be seen in [43]. Examples from that study include the proposed
gestures for the orbit and pan referents which have participants’ top choice gestures mirroring the
visual motion of those referents.

Due to the evidence of priming gestures found when showing the referent as an animation,
we have chosen to display referents as text. This set up can be seen in 2.2. There is no perfect
solution for how this experiment should be run. The text banners had less priming on the gesture
alone and the gesture and speech conditions. In the case of speech alone, some speech was primed
to repeat the referent as displayed, also seen in [51]. This was not always the case. For some
referents, such as the rotational referents, the utterances “tilt”, “rotate”, and “spin’‘ occurred with
high frequency. These utterances were also found in the pilot study where users were shown the
animation of the referent with no text. We believe that while the individual utterances found in
the speech block should be observed skeptically, the overall results still yield insights into what
utterance people will gravitate towards using in augmented reality manipulation tasks, as Morris’s
work with similar biasing yielded insights into appropriate speech commands for web-browsing
on large screen displays [51]. Additionally, because speech was examined alone, differences in
what utterances occur alone versus what utterances occur when accompanied by gestures can be

examined.

Gesture Only Block

The overall agreement rate observed for the Gesture block was .353 with kp = .317. The
low chance agreement term (p. = .058) used in Fleiss’s Kappa coefficient indicates an agreement
beyond chance [50], allowing us to consider rates above 0.3 as high levels of consensus between
participants given our N of 24 based on the simulations of varying agreement distributions found

in [49]. The agreement rates for each referent are given in 2.3 and shown as numbers in 2.6 and

2.5.
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Figure 2.3: Agreement rates for gestures in the gestures block (G) and the gesture with speech block (GS);
C: Clockwise; CC: Counter Clockwise

The effect of referent type on agreement rates was observed to be significant (V;.q(16,n=408) =
856.872, p < .001). The highest single agreement rate belonged to the referent Select (AR seieet =
.837), which may be due to the legacy bias from the smart phone (e.g., iPhone). The more ab-
stract referents, Create and Delete, exhibited extremely low agreement rates (AR creqre = -083,
AR petete = -08).

The referents involving a physical translation (up, down, left, right, away, and towards) had
high gesture agreement among participants (average AR = .433). Among these translational
referents, the direction of motion displayed a significant effect on agreement rates (V,.q5 n—144) =
41.446, p < .001), with away achieving the highest individual agreement (AR Ayqy = -547). While
no significant difference in agreement was found between right and left (V,qq n=4s) = 2.174,p =
1), a significant disparity was observed for referents rowards and away (V;.q1,n=48) = 18.677,p <
.001).

For the three pairs of translational referents, Right and Left had the highest co-agreement rate

(CRRight,Left = -37), indicating that 37% of all participant pairs agreed on both referents.
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While the average of the rotational referents (average AR = .316) was comparable to the
translational group, this was primarily due to the out sized contribution of roll clockwise and
roll counter clockwise. Presumably, this high agreement for roll (average AR=.545) can be
attributed to the implied clock metaphor with participants pantomiming the rotation of clock
hands. Among the rotational referents, the impact of referent type on agreement is considerable
(Vids,N=144) = 271.232, p < .001), reflecting the great disparity between roll’s elevated agreement
and the relatively low consensus observed for pitch (AR pichvp = 123, AR pitchpown = -159).
Moreover, for the three pairs of rotational referents, 39% of all pairs of participants agreed on both
Roll Clockwise and Roll Counter Clockwise (CRcw,cow = .391).

It should be noted that although Shrink and Enlarge exhibited comparable agreement rates
(AR Eniarge = 283, AR sprink = .217), there was little agreement among pairs of participants for

both referents (CR gniarge,Shrink = -123).

Speech Only Block

Table 2.3: Consensus-distinct ratio for the speech and gesture with speech blocks by referent type

Category of referent \ Gesture and Speech \ Speech

Abstract 39.52% 24.52%
Rotation 44.72% 39.76%
Scale 32.50% 39.29%
Translation 53.89% 61.11%

Displaying the referent in elicitation studies [37] and reading the referent out loud in gesture
and speech elicitation studies [51] both have precedence. As previously noted, these practices can
prime the utterances proposed. Often the referent as displayed was repeated, however, this was not
always the case. When it was, the referents were simple such as “move left”. The repetition could
be in part due to priming, though it could also be that there are few aliases for the phrase “move

left”.
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The average CDR for each category of referent (2.2) is shown in 2.3. The translations hold
the highest CDR. This can be interpreted as the translation referents having the least disagreement
on the appropriate utterance proposal. Translations were nearly always the direction of movement
alone (i.e. “left”, “up”) or a <action> <direction> pair (i.e. “move up”’). The scale and rotational
referents had more disagreement shown by the lower CDRs at 39.29% and 39.76% respectively.
The lower CDR for scaling referents was due to a high number of aliases for each proposal, in

29 (13

the case of expand they included “grow”, “zoom”, and “expand”. For rotations the phrases “ro-

2 [13

tate”, “spin” and “tilt” paired with a direction such as “up” were proposed. “Spin” and “rotate”
were commonly used for Yaw, “tilt” for pitch, and “roll” for Roll. “Select” was proposed by each
participant for Select, however, there was disagreement on how to indicate the virtual object. Par-
ticipants commonly said “select cube” but some said “object”, or “that”. The referent category
with the lowest CDR was abstract referents at 24.52%. These being create and destroy. This
is interpreted as meaning for the abstract tasks there was high disagreement between proposals.
Commonly proposals used the word “create” or ‘destroy” but disagreed on the object identifier, as
seen with select.

We believe that aliasing commands would be beneficial when dealing with unimodal speech, as
do [8,51]. While our participants were told that they could use any utterance that they wanted, they
primarily stuck to <action> <direction> or <action> <object> <direction> phrase structure.
The rates for the syntax are found in 2.4. A chi-square test of independence showed that there was
a significant association between block and syntax choice X?(2, N = 408) = 71.28,p < 0.001.
For most commands, the direction and type of manipulation were proposed (e.g., “move left”,
“roll right”). For commands with lower CDR we recommend aliasing some of the manipulation
terms. Specifically, “spin”, and “roll” were used interchangeably. For decreasing object size the
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combination of “smaller”, “small”, and “shrink™ would cover 75% of proposals.

Multimodal Block: Gesture and Speech Combined

This section provides three analyses of the co-occurring gesture and speech block (i.e. multi-

modal interactions). First, the gesture portion of this block was isolated for comparison with the

34



Table 2.4: Usage of syntax format by block

H Other  <action> <direction> <action> <object> <direction> H

GS 2431% 62.75% 16.91%
S 11.52% 86.27% 2.21%
Legend: S: Speech block; GS: Gesture and Speech block; other: single or many word command

gesture only block (2.3.6). Second, the speech portion of this block was isolated for comparison
with the speech alone block (2.3.6). Third, the gestures and speech from this block were analyzed.
This breaking apart of the analyses allows for a more thorough examination of the data and better

comparisons with the other modalities (previously described in 2.3.6 and 2.3.6).

Gesture in GS Block This is the analysis of the gesture proposals alone from the GS block. The
overall agreement score observed for the gestures in the GS block was .357 with kp = .318. The
chance agreement term in Fleiss’s Kappa coefficient (p. = .057) indicated an agreement beyond
chance [50], allowing us to consider agreement scores above 0.3 to be meaningful [49]. The
agreement scores for each referent of the GS block are displayed in 2.3.

The influence of the type of referent on the agreement rates was, again, measured to be statisti-
cally significant (V;.4(1,y—48) = 770.497, p < .001). As in the Gesture block, Select had the highest
individual agreement rate (AR g = -837), while again create and destroy (AR create = 051
and AR perere = -083) could, at best, be described as negligible agreement.

The translational referents maintained a high gesture consensus (average AR= .451) over the
GS block and the agreement rates were, again, significantly influenced by direction (V;.q(5, n—144) =
87.488,p < .001). While the referent Left had the highest single agreement rate (AR pcp =
.576), the referent away still retained a high consensus with AR 4,4, = .511. The dichotomous
pair (Up,Down) showed the largest variation in agreement with Vg1 nv—4g) = 32.362,p < .001.
Not surprisingly, the pair (Right,Left), with a high co-agreement rate of CRgignp = -402, only
displayed a slightly significant difference in agreement rate (V.41 v—45) = 8,p < .01).

Overall agreement for the rotational referents (average AR = .309) was lower than the trans-

lational group and the impact of referent type on consensus, while still present, was decidedly
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diminished (V,.q(5 n—48) = 77.996, p < .001) as compared to the gesture block. Ostensibly this can
be attributed to the decreased difference between roll’s high agreement (average AR = .411) and

Pitch’s relatively low agreement (average AR = .223).

Move Up Move Down Pitch Up / Down Move Left

/ / \ f\\ f \ & A \5
) R

Move Away Move Towards Yaw Left / Right Move Right

from Self Self
; /
4

XS\\ _>\

Shrink Roll C / CC Delete

Figure 2.4: Proposed gesture set; C: Clockwise; CC: Counter Clockwise; Bi-directional gestures indicated
with double arrows

Speech in GS Block The speech alone in the GS block achieved higher CDR for most categories
of referent indicating more agreement in proposals for a given referent (2.3). This was due to less
disagreement on the direction and object identifiers. Due to the pairing of gestures with speech
participants would indicate the direction of movement with their finger (a finger tracing a circle

in the case of yaw, see 2.4). When using this style of command, participants would point to the
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Figure 2.5: Gestures with ties

Table 2.5: Tied Gestures

| Input | Referent Gesture | AR |
GS Create Bloom 0.05
GS Create Legacy tap 0.05
GS Delete Legacy tap 0.08
G Enlarge Two Hand Grow 0.28
G | Pitch Up Push up 0.12
GS | Pitch Up | Circle forward grabbing | 0.23

Legend: C: Clockwise; CC: Counter Clockwise, G: Gesture block; GS: Gesture and Speech block

object first then initiate their command. Translations CDR dropped to 53.89%. In the speech alone
block participants would most commonly (86.27%) use the “move” and direction phrases together
(2.4). When gestures were also allowed participants would default to only using the direction
phrase and a gesture or less commonly “move” alone and a gesture indicating the action (“Other”
column in 2.4). Seen as proposing “right” and a pointing gesture. During interviews held after

the experiment, most participants indicated wanting to do translations via gesture manipulations
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Table 2.6: Winning Gestures

Referent | Gesture | ARG | ARG inGS |
Away Push away 0.55 0.51
Delete Swipe R to L 0.08 0.08
Down Swipe down 0.41 0.45

Enlarge Legacy zoom in 0.28 0.27

Left Swipe left 0.47 0.58
Pitch Down | Circle forward grabbing | 0.16 0.21
Right Swipe right 0.44 0.49
Roll C Circle C grabbing 0.51 0.46

Roll CC Circle CC grabbing 0.58 0.36
Select Legacy tap 0.84 0.84
Shrink Legacy zoom out 0.22 0.27

Towards Pull towards 0.39 0.36

Up Push up 0.34 0.31

Yaw Left Circle pointing up 0.3 0.28

Yaw Right Circle pointing up 0.23 0.3

Legend: C: Clockwise; CC: Counter Clockwise; G: Gesture block; GS: Gesture and Speech block

only. The same pattern is seen in the scaling referents. Participants had more disagreement with
the speech to use in this condition.

What is important to note here is that the speech commands for abstract referents had less
disagreement in the gesture and speech block. This indicates that while gesture alone is well suited

to translations gesture with speech is more suited for abstract commands.

Speech with Gestures in GS Block  With the vastly larger proposal space offered when giving an
utterance with a gesture the AR metric breaks down. This is to say that while mid-air gestures are
somewhat limited in the number of proposals available, speech is far more nuanced. The combined
pairings of gesture with speech are too varied for the use of AR without artificially binning words
into equivalence classes. When observing the pairing of gesture and speech as a whole we find that
10.42% of the participants using the <action> <direction> pattern in speech used a <action>

<gesture> proposal in gesture with speech. For translation referents, this looks like a participant
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saying “move” and swiping with their finger in a direction. With rotations, participants would say

“rotate” or “spin” and tracing a circle with their finger (2.4).

Timing of co-occurring gestures and speech The times between when a gesture was initiated
and an utterance was initiated in milliseconds were (M = 151.31, SD = 120.24, Median = 130).
These were measured by the time of any hand starting to move to the first sound emitted, or utter-
ance to gesture if the utterance occurred first. This data took a non-normal distribution (Shaprio-
Wilks p < 0.001). We speculate that this is because on several occasions participants had to stop
to think about which rotation they were performing, heavily skewing the time and causing many
outliers. Based on a Wilcoxon Signed rank test (p < 0.001) we can assume that the true median
for the data is different from zero. In this study the gestures nearly always started before speech.
This result is similar to previous results [9,95]. The results found in this study are primarily
manipulative gestures whereas the results in previous work were experimenter defined deictic ges-
tures (i.e. pointing gestures) [95] and spontaneous gestures that were primarily deictic [9]. This
shows that the commonly found timing window for co-occurring gestures and speech exists for
both deictic and manipulative gestures. This result also shows that gesture and speech interactions

in AR-HMDS have similar timings [100] and patterns of occurrence [101] as ones outside of them.

NASA Task Load Index

The NASA TLX is a survey that is used to measure a participant’s perceived workload for a
given task [35]. The mean scores for the NASA TLX overall workload for the three blocks are
shown in 2.7. An ANOVA showed that there is evidence of a difference between the means of the
three groups (df=2,69, p = .053). We take this to mean that producing both gestures and speech
combined had a higher perceived workload than producing either individually. This follows the
logical intuition that producing two inputs is harder than producing one. We speculate that given
an interaction set, thus not needing to create proposals, there would be lower perceived workload

with multimodal inputs. As is seen in other multimodal studies [67, 102]. Admittedly a p-value
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of 0.053 is not equal to 0.05. That said with previous findings suggesting the same conclusion we

speculate that given a larger N a difference in the overall workload would have been found.

Table 2.7: Average NASA TLX scores by block

[ Gesture Speech Gesture and Speech |

Mean  39.3 335 43.5
SD 13.4 15.6 13.3

Trial Times

The times for each trial as measured by when a referent was presented and the participant
started a gesture or utterance in milliseconds are shown in 2.8. Linear contrasts showed that there
is a significant difference between both gestures and speech versus gestures with speech (both p <
0.01, df = 1216). There was no significant difference between gesture alone and speech alone trial
times (P = 0.91, df = 1216). Which follows what is expected; producing gestures and speech took
longer on average than just producing gestures or speech alone. As this was measured from when
either a gesture or utterance was initiated this implies that the gestures and speech block took more

planning before a response.

Table 2.8: Average trial times by block in ms

H Gesture Speech Gesture and Speech H

Mean 282 287 323
SD 158 158 186

Consensus Set

Most referents had a single most common gesture, seen in 2.4. Some referents had ties shown
in 2.5. The ties for create predominately occurred in the GS block. All of the manipulative gestures

were symmetric and bi-directional. Meaning that roll clockwise would be tracing a clockwise circle
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and roll counterclockwise would be tracing a counter-clockwise circle in the same manner. In the
G block people swiped down and to the left for delete as seen in 2.4. When speech was allowed
some people switched to the taping gesture (Select / Create | Delete in 2.4) and using a word for
the action. A tie was found between the enlarge proposals where both the single hand legacy zoom
in gesture and a two-handed expansion gesture were produced (2.5). The expansion gesture is the
only two-handed gesture that occurred with enough frequency to be shown. There were a number
of two-handed gestures proposed for translation that were symmetric bi-manual versions of the

single-handed gesture (two hands pushing forward).

2.3.7 Discussion

In contrast to the findings of Khan et al. [43], this study found that most gesture proposals
were one-handed. There were differences in the gestures produced for scaling which were pre-
dominately bi-manual hand expansions in Khan et al. and a mix of bi-manual expansions and the
legacy touchscreen zoom in zoom out gesture in this work(2.5). The translation gestures found in
this study were nearly always direct manipulation gestures. Khan et al. found bi-manual direct
manipulations and bi-manual path tracing gestures for translations. Rotations were comparable
between the two studies. For rotational referents the “hold and rotate” gesture found by Khan et al.
was similar to the pinching roll here (2.4). Speech found by Khan et al. was similar to the speech
found in our study for the translations where “move” was the most common choice in both studies.
It is difficult to compare results for the other referents as either the axis of movement is not listed
or the referents do not match.

The differences found in gestures produced between these studies could stem from the partic-
ipant believing they were interacting with a human versus a system. Another cause could be the
way the referents were presented to participants. Interactions with a 2D screen may be formed
differently than those in 3D space [96].

When comparing to the augmented reality gesture elicitation study done by Piumsomboon et

al. the translation gestures for both studies were often open handed [99]. Rotations were varied
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from previous work. Most rotations found here involved a pinch or index finger extended with
movement following the path of a circle. Piumsomboon et al., encountered lose griped gesturing
where a participant would grab the virtual object and rotate their wrist while holding it. The
scaling gestures proposed in this study were commonly single handed (2.4) where the proposals
found in Piumsomboon et al. were more often bi-manual [99]. The exception being the bi-manual
“enlarge” gesture found here (2.5) which mirrored the uniform scale on the X-axis proposal [99].
Across both studies, most of the gestures found were reversible [99]. This is shown in the rotation
and translation gestures in 2.4.

Scaling was comparable across these two studies presumably due to participants’ legacy bias
from interactions with multi-touch devices(e.g. cellphones). When differences were found it could
be due to the difference in the presentation of the referents. Piumsomboon et al. showed referents

as animations of the intended action where this work showed referents as text.

Individual Strengths

During the practice block, participants were encouraged to move both hands in front of the
device sensors to see the range of the device’s hand recognition, then instructed to use one or both
hands as they deemed appropriate. Even so, participants tended to use one-handed gestures (2.4,
2.5). This mirrors what was found on multi-touch surfaces in [103—-105] and mid-air full-body
studies [37]. People tend prefer simple interactions over more complex ones [105]. We believe
that the high number on one-handed interactions found in this study was due to the referents low
level of complexity and that preference for simple interactions when possible.

Translation gestures shared high agreement rates for both the gesture and the gesture and speech
blocks. Most often, participants reached forward to where the object was rendered and preformed a
direct manipulation (2.4). For example, they reached out and pushed against the side of the cube to
move it in any direction. Thirty seven percent of participant pairs agreed on the referents right and
left. We interpret this as meaning that when manipulating virtual objects, using direct manipulation

techniques for translations is more natural.
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However, when dealing with rotations, we saw more indirect manipulations in the form of
circles made in the air around the axis of the intended rotation (2.4). A few people reached out
and rotated the object directly (most common for roll, some occurrences in yaw). It is also of note
that on a few occasions in the speech only block participants would make tracing gestures with
their finger (2.4) for rotational referents. We speculate that this was to help lessen the cognitive
challenge of figuring out which rotation was necessary by transferring the mental process to their
visuospatial sketchpad. This follows previous findings that gestures help lighten the cognitive load
of speech-based tasks [62].

During interviews after the experiment, 18/24 participants said that gestures were preferred for
translations saying that gesturing took less thought. As seen in 2.4 the most agreed upon proposals
used reversible gestures for pairs of actions. This mirrors previous elicitation studies work [8, 99].

Select had the highest AR overall. This was due to the high occurrence of the legacy tap gesture
(2.4). Legacy gestures were also produced for Enlarge and Shrink. Those being the two-finger
zoom in /out from consumer touch screen phones. These gestures had a 12% co agreement rate.
Meaning that while the gestures were highly agreed upon, pairs of participants were unlikely to
agree on the same gestures for both referents. Legacy gestures are gestures that were used as inputs
for previous technologies [98]. Legacy bias is viewed as negative when it does not utilize options
available in the new input environment. This bias could be beneficial [37,94,97]. When appropriate
for the new environment, legacy gestures provide the benefit of being more discoverable and more

memorable to novice users [98].

Gesture and Speech Synergies

Delete and create had the lowest consensus in both the gestures and gesture and speech blocks.
For these, speech might be the optimal input or a gesture derived by designers after doing a prefer-
ence study. In the gesture and speech block, these referents had a higher CDR. Indicating that there
was less disagreement between participants in the utterances proposed. Post-hoc analysis showed
that while participants had less disagreement on the utterances proposed, they had higher disagree-

ment on the appropriate gesture. Pointing to a location and saying “delete” or “remove” occurred
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with some frequency but the rate of snapping and blooming gestures lowered the overall AR (2.5).
Even so, we believe that the benefit of improving the CDR makes these abstract commands well
suited for co-occurring gesture and speech inputs. Other work has shown that producing gestures
for abstract referents is difficult for some users, further bolstering this argument [99].

When only speech was allowed, most people use <action> <direction> or <action> <object>
<direction> syntax such as “move left” or “move the cube left”. When switching to multimodal
inputs, people used more deictic gestures paired with an <action> <phrase> or action-gesture
paired with a manipulation phrase. This is seen as a pointing gesture and saying “move” followed
by a finger flicking in the direction of the intended movement.

Participants would use gestures to help with speech in the speech only block indicating a pref-
erence for multimodal interactions for rotational referents. Disfluent language (saying “left” when
you mean “right”) can be reduced by up to 50% when using multimodal gesture and speech [106].
This is due to the difficulties that most people have with spatial information, which in this study
were the difficulties found when determining the correct direction for the rotations. The gesture
portion of these commands was typically a finger trace indicating the orientation of the rotation,
which helps resolve the issue of finding the right language to execute the rotation. Five participants
spontaneously gave degrees when presented with rotational referents. This added fine-grained turn
control is a another compelling reason for enabling multimodal interactions for precise rotations.

An important finding of this study is that the median time between when a gesture starts and an
utterance starts is 130 milliseconds. This finding can help researchers set up recognition windows
for interactive multi-modal systems by indicating what lengths of time to wait between those input
modes. Additionally, this finding helps bridge the work of linguistics [53—55] to human computer
interaction. This shows that some of what is known about human to human communication extends
into multi-modal interactions within AR environments. Similar findings have been seen for deictic
gestures [9, 66,91]. These findings presented here indicate that the timing windows for more

generic manipulation gestures also conform to this pattern.
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2.3.8 Design Guidelines

An optimal system would allow for unimodal gesture, unimodal speech, and multimodal ges-
ture and speech interactions. While a large portion of users enjoy gesture and speech interac-
tions [56,67], some users still prefer unimodal interactions. For many things, direct manipulation
should be available, particularly in the case of translations. For rotations, multimodal gesture and
speech interactions should also be allowed. For every manipulation action, reversible interactions
should be used. These could look like the gestures shown in 2.4. With speech, this is more difficult
but possible in some cases where a word has a clear opposite (i.e. “create” and “destroy”). With
speech, it is important to also use aliasing as suggested in [8, 98]. For example, the combination
“create’ or “destroy” and “new” or “delete” covered nearly all proposals. A few times referents
had very close ties for the most agreed-upon gesture. Aliasing would be beneficial here as well.
For zoom in the legacy, two-finger zoom won but the pinch and expand were close in proposal
frequency, for that case, both gestures should be available.

Nearly every participant in both the speech and the gesture with speech block proposed an
utterance that was <action> <direction> or <action> <object> <direction> (2.4). With this
observation, we believe that a word spotting algorithm paired with aliasing certain commands
together would be sufficient for most speech interaction tasks. This trend was also observed by [9].

When allowed to use both gesture and speech, gestures will typically proceed speech. Some
of these gestures will be more generic pointing or turning gestures (screwing in a light bulb) ac-
companied by an action phrase such as “spin”. Deictic gestures are more common when speech is
allowed (2.5). The exception is that select had nearly all deictic gestures.

When developing a recognizer system for gesture and speech inputs the timing windows of
co-occurring gestures and speech should be considered. When establishing time windows for
speech centering the window around ~130 milliseconds after gesture imitation would be beneficial.
It should also be noted that each channel provides inputs that are disambiguated with the other

channel. Seen in the pointing gesture paired with “delete” or “new” command.
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The gestures proposed in this study can be implemented using the sensors built into consumer
available AR-HMDs using either the stock hand tracking application program interface or the raw
video stream. We found that tracking a few points (e.g., index tip, thumb tip, thumb base) was
sufficient for direct manipulations and allowed for variations in the count of fingers used while
gesturing. We recommend aliasing gestures across aliasing manipulative gestures across hand
positions (open hand, pinch, grab, index only) based on the axis of movement. We also recommend
that each one-handed interaction has a symmetric bi-manual version (i.e., one-hand push with two-
hand push). While bi-manual gestures were not the most common interaction proposal in this

study, other research suggests that with larger objects users opt for larger gestures [73,74].

2.3.9 Limitations of the Study

While the findings presented here are important, this study has limitations. The environment
presented uses one virtual object at a time. While this was by design, it is not clear if the findings
will transfer into more complex environments (e.g., Lego-like applications) where object selection
is necessary before a command it given. The design choice to ask the referent by using text in
the virtual environment, while not uncommon, may have primed some of the participants’ speech.

Future work will address some of these limitations.

2.3.10 Conclusion

This is one of the first studies to test each of these input modalities independently in a within-
subject design allowing us to take a more granular approach to the analysis of co-occurring gesture
and speech usage within this environment. Due to that approach we are able to discuss the individ-
ual and joint strengths of each modality have been examined and suggestions have been made for
both the unimodal and multimodal usage of these modes of interaction. This work extends the work
of many linguists [53—55], and the work of computer scientists [59-61,95] into AR-HMD building
environments by examining the syntax patterns of co-occurring speech and gestures as compared
to speech alone. We have shown that the timing between co-occurring manipulative gestures and

speech in AR-HMD environments follows the same trend as found in studies using other types of
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gestures. This finding can be leveraged to create better recognizer systems as well as more natural
human-centric interfaces. This study presents a set of user derived ego-centric gestures for use
in AR building environments. These ego-centric gestures are critical when using a head-mounted
camera such as the ones found on most AR devices. We have also found indications that gesturing

is used to reduce cognitive effort when determining the direction of a requested rotation.

Future Work

Multiple unanswered questions require further work. For example, would the findings here
translate to more complex environments? What if there are multiple users (either in the same room
or not) in a shared virtual environment, would this lead to similar findings as human-to-human
communications (e.g. [53]). Another future direction is to perform a follow-up study where the
users are asked to generate gestures by seeing the movement of the object (with no text in the
virtual environment). These questions are still open for any team to further explore. Head position
and gaze were not measured in this study because there was only a single object presented at a time.
In future work we plan to assess the role of gaze and head position in multi-object environments.
Both gaze and head position serve as passive inputs that can improve accuracy in selection and

interaction tasks.

2.4 Understanding Gesture and Speech Multimodal Interac-
tions for Manipulation Tasks in Augmented Reality Using

Unconstrained Elicitation®

2.4.1 Overview

This research establishes a better understanding of the syntax choices in speech interactions

and of how speech, gesture, and multimodal gesture and speech interactions are produced by users

®Williams, A. S., Ortega, F. (2020). “Understanding Gesture and Speech Multimodal Interactions for Manipulation
Tasks in Augmented Reality Using Unconstrained Elicitation”. Proc. ACM Human-Computer Interaction. V4, ISS,
Article 202 (November 2020), 21 pages. DOI: https://doi.org/10.1145/3427330
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in unconstrained object manipulation environments using augmented reality. The work presents a
multimodal elicitation study conducted with 24 participants. The canonical referents for transla-
tion, rotation, and scale were used along with some abstract referents (create, destroy, and select).
In this study time windows for gesture and speech multimodal interactions are developed using the
start and stop times of gestures and speech as well as the stoke times for gestures. While gestures
commonly precede speech by 81 ms we find that the stroke of the gesture is commonly within 10
ms of the start of speech. Indicating that the information content of a gesture and its co-occurring
speech are well aligned to each other. Lastly, the trends across the most common proposals for
each modality are examined. Showing that the disagreement between proposals is often caused by
a variation of hand posture or syntax. Allowing us to present aliasing recommendations to increase

the percentage of users’ natural interactions captured by future multimodal interactive systems.

2.4.2 Introduction

Establishing impactful unimodal and multimodal interaction techniques for augmented reality
(AR) head-mounted displays (HMDs) starts with understanding unconstrained user behavior. Ges-
ture and speech show promise as the inputs that will be well suited for use in AR-HMDs. Both of
these modalities can be tracked with the sensors that come standard on most consumer-available
AR-HMDs such as the Microsoft Hololens 2. This minimalism is beneficial. When using AR-
HMDs people will likely seek to carry as little extra technology as possible.

Gestures and speech have strengths as both unimodal and multimodal inputs [51]. These
strengths have not yet fully been examined. Speech has been found well suited for abstract tasks
such as multi-object manipulation [107] or selecting a device out of a set of devices [83]. Gestures
have been found well suited for direct manipulation [107]. The combination of these modalities
can provide a more rich interaction environment than either alone. By understanding the strengths
and synergies of these modalities we can better design systems for the end-user.

We can see some of the impacts of new interaction paradigms in the widespread use of multi-

touch devices (e.g.,touch screen cell phones) reaching populations that do not commonly use com-
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puters but can benefit from the use of technology [108]. Augmented reality is one of the tech-
nologies expected to become pervasive in the future, and with that, interactions in AR-HMD envi-
ronments will become pervasive. Proof AR-HMDs’ increased prevalence can been seen in the the
United States government’s purchase of 100, 000 Microsoft HoloLens 2 units for Army use [109].
There is little standardization for mid-air gestures AR environments [52], the same can be said for
speech inputs. Co-occurring gesture and speech interactions, where both gestures and speech are
used to convey a message within close temporal proximity of each other, have been analyzed within
the context of human to human interaction [53-55], however, the unconstrained generation of these
inputs in human-computer interaction (HCI) has been far less commonly examined [51, 88,91].

This research presents a study in which participants are tasked with interacting with a virtual
object both unimodally and multimodally in an optical see-through AR-HMD environment. These
interactions were unconstrained. Gestures, speech, and co-occurring gesture and speech interac-
tions were each tested independently. The main goal of this research was to provide insight on
speech interactions, with and without gestures, for object manipulation in AR. To provide robust
comparisons, unimodal gesture alone interactions were also examined.

The contributions of this research include a detailed analysis of these input modalities’ inter-
actions and insights into the changes in those interactions when used multimodally as opposed to
unimodally are given. Instead of presenting a single consensus set for each modality, we high-
light the common proposals, themes across proposals, and the syntax used for speech interactions.
Lastly, timing windows based on the phases of a co-occurring gesture and speech interaction are
constructed. Showing that the information content of an interaction is closely aligned with the
stroke of a gesture. Based on those findings this paper establishes some guidelines for multimodal

gesture and speech input development in this emerging area.

Motivation

Interactions with systems should be intuitive [58]. One way of achieving that is by leveraging
interaction modalities that we are familiar with. Interpersonal communication is rich with gesture

and speech interaction [53]. Communication is formed in both gesture and speech channels si-
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multaneously, with each channel impacting the formation of a message by the other channel [54].
Enabling a system to accept gesture and speech as both unimodal and multimodal input channels,
is an important step towards creating intuitive augmented reality interaction design.

When participants were given the option to chose modalities, they chose to combine gesture
and speech inputs 60% to 70% of the time [60,67]. This preference can be used to improve recog-
nition [68]. End-users feel that interactions with a system are more natural when they can chose
input modalities based on their preference [69, 70]. By leveraging this preference and multimodal
inputs, many benefits can be realized. The use of multiple input channels can lead to mutual
disambiguation of information lost in the other channel [64—66], as well as lead to less verbose
interactions by allowing for two communication channels to send non-redundant information si-
multaneously [63]. Gesticulation is closely linked to the structure of co-occurring speech, allowing
for better error recovery in recognizers [65].

Optical see-trough AR-HMDs (e.g., Magic Leap One and Microsoft Hololens versions 1 & 2)
are starting to implement gesture and speech interactions. That said, these interactions could still
use much improvement. Some of the interactions implemented seem built to improve recognition
accuracy rather than improving user experience. For example, Magic Leap’s C gesture is fairly
easy to detect (being a static symbolic gesture) but may not be the most intuitive. Often if gesture
sets are not designed with an emphasis on recognition they are designed by experts [71]. User-
defined gesture sets have been shown to be up to 24% more memorable [72] and to be preferred to
expert-designed gesture sets [8].

This work is not on multimodal fusion (or recognition) [57], rather, it is on multimodal interac-
tion, input generation, and design. Nevertheless, the results of our study can be used by researchers
working on multimodal fusion. We use participatory design guidelines to work with potential end-
users of AR-HMDs to find what inputs within each modality they would instinctively use [8,51].
The timing information for phases of a multimodal interaction can help tune recognition windows
in multimodal fusion systems. The combination of work on elicitation, such as this study, and

multimodal fusion will help HCI build systems with more natural interactions. The technological
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gap between the feasibility of traditional inputs and gesture with speech inputs is being minimized,
soon the later may become more efficient [70]. This work provides information on the top few in-
teraction proposals for each modality, interaction themes across modalities, co-occurring gesture
and speech timing information by phase of interaction, and design guidelines on input design for

AR building environments.

2.4.3 Previous Work

Gesture Elicitation

Elicitation is a type of study that aims at mapping inputs to emerging technologies through
participatory design. The elicited inputs should be discoverable to novice users of systems [8]. A
second product of elicitation studies is a better understanding of user behavior. Elicitation studies
have shown that upper-body gestures are preferred in whole-body gesture systems [75], and that
gestures produced are impacted by the size of the object [73,74]. Elicitation has seen use for many
input domains such as multi-touch surfaces [80, 81], and mobile devices [82], to internet of things
use [83].

Elicitation studies typically use a Wizard of Oz (WoZ) experiment design [8, 76]. WoZ exper-
iment design can be used to remove the gulf of execution between the participant and the system
by removing the systems input recognizer [8]. In a WoZ elicitation experiment, a participant is
shown a command (referent) to execute such as move down. The participant generates an input
proposal for that referent which causes an experimenter to emulate the recognition of that input. In
this work that is changed slightly to allow for better collection of speech results. For the command
move down in this experiment, a participant was shown a virtual object moving down after which
they would be asked to generate a command to produce that effect. By running the study this way
we were able to collect inputs for a system that does not have a perfect recognizer or fusion model.

One outcome of an elicitation study is the production of a mapped set of inputs called a consen-
sus set [79,80]. More useful than a single set of mapped inputs is the observational data that comes

from elicitation studies. This includes insight on the formation of inputs, the times surrounding in-
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put generation, and trends in user preferences for inputs and input modalities. An example of these
extended benefits is the finding that the size of a gesture proposed is impacted by the size of the
object shown [73]. This work extends previous gesture elicitation studies in AR [99] by testing the
additional modalities of speech alone and multimodal gesture and speech interactions and allowing
unconstrained gesture proposals for each referent. Furthermore, the set of interactions presented

here shows the top few proposals allowing better interpretation of trends in gesture formation.

Gesture and Speech studies

A large portion of multimodal gesture and speech input studies have been focused on finding
ways to combine them using multimodal fusion models [57,59,92,93]. There has also been work
on finding the timing windows for co-occurring gesture and speech interactions [9]. Some of this
work looks at the usability of constrained sets of inputs such as limited gesture sets [94] or limited
speech dictionaries [9]. These types of works look for a better understanding of a combination of
the feasibility of inputs, the adaptability of people to constrained inputs, and the implementation
or accuracy of fusion models for gesture and speech recognition. These works typically start with
live mapped inputs and test usability or accuracy. The work presented here is very different in
that there are no constraints imposed on input proposals, and deliberate efforts were made
to remove text based priming in the speech condition. Participants are invited to generate any
input proposal they see fit for the given referent and input modality.

While a few studies look at gesture and speech inputs have examined mid-air gestures [9,43,51,
57,87,90], some only looked at a subset of gesturing such as pointing gestures [89, 95], paddling
gestures [91], or two dimensional (2D) gestures [88, 89]. The work presented here examines any
mid-air gesture and / or utterance that a participant feels is appropriate for a given referent.

This study extends previous works done on multimodal gesture and speech elicitation [43,51].
This extension is seen in the results reported and the methodology used. A previous study on inter-
actions for computer-aided design program usage on 2d screens tested both gesture and gesture or
speech interactions [43]. In that experiment, gestures were tested independently then gesture with

optional speech was tested. This is different from our choice to examine each input individually.
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In both studies the referents were shown as animations, however, in this study participants were
told that they were interacting with a system whereas Khan et al. asked participants to describe the
referents to another person via a video chat [43]. The use case of computer-aided design as well as
the choice of observing interactions compared to referent descriptions is markedly different, with
examples of the referents used there being extrude surface or pan.

This work also extends the results of a study done on eliciting commands for television-based
web browsing [51]. That study used paired elicitation where participants would sit in groups on
a couch and propose either gesture, speech, or gesture and speech commands, as compared to the
individual elicitation technique used here. That study also only examined the input modalities
in a single pass where participants were allowed to produce any command in any modality or a
combination of modalities. An important distinction is that referents were shown as text and read
aloud by the experimenter in Morris, 2012 [51]. In this study we examine interaction proposals
without text prompting.

This work differs from previous gesture and speech elicitation studies in several important
ways. This work does not present users with any text when showing referents. Participants are
not paired and are asked to produce an input for each modality. This is in comparison to prior
works which commonly allows users to chose which modality they use when generating input
proposals [48]. This work aims on finding intuitive inputs across the gesture, speech, and co-
occurring gesture and speech interactions. This work does not attempt to improve gesture or speech
recognition, nor does it attempt to build better multimodal fusion models. It is our hope that these

results can be used towards those goals in future studies.

2.4.4 Methods
Pilot Studies

Two versions of this study were run to assess the impact of referent display on proposal gen-
eration. The results of these pilot studies were used to inform the methodology decisions made in

this experiment. These each used 6 people. In one of the pilot studies, we display the referents as
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text on the screen, which is different from our final design. The first pilot study’s design is com-
parable to [8,51]. In the second pilot study, we displayed the referent by showing the participants
an animation of the intended effect of the interaction they would propose. The second pilot study’s
design is comparable to [43]. Both the pilot studies and this study tested the same input modalities,
those being, gesture and speech, speech alone, and gesture alone.

In the first pilot study, there was evidence that text referents primed speech production. If
the referent was move right the utterance was commonly “move right”. This effect was more
pronounced for translations, rotations had more variance in proposals but still showed signs of
biasing. Repeating referents when producing speech proposals, such as saying “new tab” for the
referent new tab, can be seen in the results of Morris, 2012 [51]. When the referents were shown
as animations in the second pilot study, people would often mirror that animation in the gesture
they produced. These mirrored gestures were often direct manipulations which are not uncommon
in gesture interfaces [46], however, when designing inputs that priming could be problematic. The
effect animations biasing gestures can be seen in the study done by Khan et al. 2019 [43], such as
a pan gesture that mirrors the motion of the animation used.

This study’s goal was to understand user speech behavior both alone and when co-occurring
with gestures. With that in mind, we have chosen to show the referents as an animation. The only
text shown to the participant was the input modality requested (e.g. “gesture only”, “speech only”,
“gesture and speech”). This will allow us to have more robust speech results than when showing a
text based referent. Another choice in elicitation methodology used in this experiment was to not
have think aloud protocol as seen in [8]. The process of thinking out loud while generating speech

proposals would confound the results, making speech data less reliable.

Methodology

This study was run as a within-subjects (i.e. repeated measures) elicitation study. The goal
of this work was to gain a better understanding of the production of gestures, speech, and co-
occurring gestures and speech when interacting with three-dimensional (3D) objects in an optical

see-through AR-HMD. Participants were asked to generate proposals for gesture alone, speech
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alone, and multimodal gesture and speech interactions. These input modalities were presented
in a counterbalanced order. Within each input, participants were asked to generate an interaction
proposal for each referent. Meaning that a participant may be assigned the speech input modality
first, then be asked to generate a speech proposal for each referent before progressing to either
the gesture or gesture and speech condition. Referents were displayed in random order with each
occurring once per input modality. The experimental setup is illustrated in Figure 2.6. Participants
were told that they were guessing the interaction that someone in a different room was using to
execute the referent they were presented with. A single referent sequence was a blank screen, a
cube appearing, a 2-second pause, the cube playing an animation of the referent, then the partic-
ipant proposing their input. The animation playing first removes the notion that the participant is
directly interacting with the system. However, their belief that someone else is interacting with
this system in a separate room, and the onscreen gesture aids (described later), caused the user to

feel that this was a live system.

Gestures Only

Y

Figure 2.6: Experimental Set up: Left, participant view, Right: participant

The referents (i.e. actions) that were used included the canonical manipulations (i.e. selection,
rotation, positioning) found in [46] and the interactions that would be commonly used in a 3D ma-
nipulation or building task. They include translation and rotation on each axis, scaling, selection,
and the creation or deletion of an object. This study looks at the use case of a 3D environment
such as an architecture application, where objects must be manipulated and placed within that

environment. This can be extended into interactive learning environments or data visualization en-
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vironments where manipulating virtual content can provide better learning outcomes [110]. Most
optical see-through AR-HMDs (e.g., Magic Leap One) and some VR-HMDs (e.g., Oculus Quest)
have built in ego-centric sensors. With that in mind, the gestures in this study were analyzed by
viewing the ego-centric interactions within the environment.

The metrics used for gesture proposal interpretation are Agreement Rate (AR )7, co-agreement
rate (CAR ), and the (V,4 ) significance test [8,49,77]. AR is the proportion of proposals in
agreement over the total possible proposals pairs in agreement. High AR can be interpreted as
more consensus among participants in the proposals generated for a given referent. This metric
is used at the referent level meaning that a given proposal will not have an associated AR but a
referent will. Based on distributions of AR over various sample sizes participants an AR of 0.3
has been said to indicate high agreement given our N of 24 [49]. The V,, is a test of the difference
in agreement rates between k referents. A low p-value indicates that there is a difference between
the tested referents. The CAR can be seen as the percent of participants that agree on proposals
for k referents. Fleiss’ Kappa and the associated chance agreement term are used to justify using
an AR of 0.3 as high [50].

For speech proposal analysis the consensus-distinct ratio (CDR ) and max-consensus (MC )
were used [51]. The CDR is the percent of matching proposals that have been suggested by more
than a recommended baseline of two participants out of all the proposals for a given referent [51].
MC is equal to the percent of participants proposing the top-ranking proposal. The combination

of these metrics can be used to see the peak and spread of speech proposals.

Participants

The study consisted of 24 volunteers (10 Female, 14 Male). Participants were recruited using
emails and word of mouth. Participants were 18 - 46 years old (Mean = 25, SD = 6.9). Six par-
ticipants had less than half an hour of previous AR-HMD usage experience, the other participants

had no prior device usage. All participants reported normal or corrected to normal vision. Five

"Please note that agreement rate AR uses a different font to avoid confusion with AR for augmented reality.
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participants reported being left-handed. Five participants reported weekly use of VR. Only one of
2 of those participants used VR more than 5 hours weekly (5 hours, 10 hours), the rest were 1-3

hours weekly.

Procedure

For each session participants started by completing the informed consent and demographic
questionnaire. That questionnaire asked about prior device usage (AR, VR, multi-touch), age,
handedness, vision, and gender. A two-minute instruction video was shown describing the experi-
ment after which the participant could ask the experimenter questions. During the video, they were
told that any utterance or gesture either one-handed or two-handed, produced was acceptable. The
participant would then don the AR-HMD and complete a practice trial for each input modality.
During the practice trials, the participant could ask any questions they had and adjust the device.
Participants were also alerted to the devices gesture recognition aid shown (Figure 2.6) during the
practice. This aid was an image of the outline of a left and right hand. The hands were white when
a participant’s corresponding hand was inside the device’s gesture sensing range. They would be
red with a line through them when the participant’s corresponding hand was outside of the device’s
recognition range. This aid was provided to help prompt participants to generate gesture proposals
that could be used in AR-HMDs as well as to add more immersion to the interactions with the
object in the experiment. As this was a WoZ study, the aid was only adding realism to the task, no
gestures were recognized.

The referents were shown as animations (showing the object then moving it left over 2 seconds
for the referent move left). No text was shown to the user. For three referents animations that were
not basic movements had to be shown. For the create and delete referents particle effects of an
object appearing or disappearing over two seconds were used. For the select referent, the object
was highlighted by increasing its hue and adding a light outline. Each referent was presented as a
cube rendered 50cm in front of a user’s display. The modality to use for the proposals was shown
as text above the cube. The experimenter would trigger the loading of the next referent a few

seconds after a proposal was generated by the participant. The new referent would always appear
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in the center of the participant’s display, stay there for 2 seconds, then execute the animation for

the referent.

Apparatus

This experiment was conducted using a Magic Leap One optical see-through AR-HMD. The
WoZ system was developed in Unreal Engine 4.23.0. A Windows 10 professional computer with
an Intel 19-9900k 3.6GGHz processor and an Nvidia RTX 2080Ti graphics card was used for devel-
opment. Data were recorded on the Magic Leap One. A GoPro hero 7 black was used to record an

ego-centric view of the interactions for analysis. A 4k camera was used to record an exo-centric

view of the interactions as a backup to the GoPro.

2.4.5 Results

Gestures Proposals
Gestures from the unimodal gesture block The average AR observed for the gesture block was
0.302 with Kk = .257. Given our sample size of 24 and the low chance agreement term (p. = .052)

used in Fleiss” Kappa coefficient we consider rates above 0.3 as high levels of consensus [49, 50].

Agreement rates are shown in Table 2.9.

Table 2.9: Agreement rates per referent by block

Create
Delete
Enlarge
Move Away
Move Down
Move Left
Move Right
Move Towards
Move Up
Pitch Down
Pitch Up
Roll C
Roll CC
elect
Shrink
Yaw Left
Yaw Right

0.28] 0.56| 0.39| 0.09| 0.14| 0.25| 0.22
0.22| 0.28] 0.45| 0.09| 0.14| 0.15| 0.25
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Legend: C: clockwise, CC: counterclockwise, Highlighted cells have high agreement

The effect of referent type on agreement rates was observed to be significant (V;.q16,n=408) =

510.342,p = .001). High agreement was found for each of the translation referents except move
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away, and for both the roll clockwise and roll counterclockwise referents (Table 2.9). The highest
AR was found in the roll clockwise referent (AR oy clockwise = -56). A mapping of the frequency
of gesture proposals with more than three participants suggesting them and the corresponding
referents can be seen in Figure 2.7. The gestures from the gesture block have “G” next to the

referent name.

Gesture proposal frequency by referent for gestures from the gesture and the gesture and speech blocks

Grab diagonal on z TwoH -
Bloom TwoH
Pinching circle trace y TwoH 20
Grasping then dropping
Pinch and move on x TwoH --
Push object in z TwoH
Open and move on z TwoH -
Grab and rotate on z TwoH 15
Diagonal swipe in front
Grab move on z
Index swipe on z -- --

Grab swipe on x -
Open swipe on x -- - 10
Grab and move on 'y
Open swipe on 'y _-
Finger zoom TwoH
Tap with index
Bloom - 5
Grab and circle on x ----
Open hand roll
Index trace circle on z
Grab and circle on z --
Grab and circle on y --- 1]

Open trace 1/4 sphere TwoH
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Figure 2.7: Gesture proposal frequency by referent for gestures from the gesture and the gesture and speech
blocks
Legend: G: Gesture Block, GS: Gesture and Speech block, TwoH: Two handed gesture, Open:
fingers open, Grab: hand closed, Pinch: two or three finger pinching, z: up, x: forward, y: side

The more abstract referents, Create, Delete, and even select exhibited low agreement rates
(AR shrink = 14, AR getete = 11, AR sereer = -09). This is mostly due to disagreement between
proposals shown by an increase in the count of colored cells in Figure 2.7. Common hand poses
and movements are shown in Figure 2.8. Select had low AR due to participants having a difficult
time interpreting the referent animation. select’s animation showed the cube normally (left side of

Figure 2.6) then gradually becoming highlighted by reducing the hue after a 2-second delay. In
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pilot tests on the select referent we attempted other visualizations such as bouncing, or an arrow
appearing and pointing at the cube. These animations primed the speech and gesture produced.
The highlight animation had the highest rate of participants guess what it was, but that rate was
still fairly low.

The translation referents (up, down, left, right, away, and move away) had high gesture agree-
ment among participants (AR i ansiations = -432). Among these translational referents, the direc-
tion of motion displayed a significant effect on agreement rates (V;.q5, n—144) = 52.765,p < .001).
A significant difference in agreement was observed for referents towards and away (V;.41,n=48) =
9.921, p = .001). Roll clockwise and roll counterclockwise had high AR with an average (AR ..y =
.475). This was higher than the average AR for all the rotational referents (AR otations = -31)
which drops to (AR otations without rott = -23) When roll is removed. We believe that participants
may not have had much experience with altering the pitch or yaw of virtual objects and this is
reflected with the low AR . The excepting being roll manipulations, which seem more common
with objects like clock hands moving that way, inflating their AR .

There was low AR for shrink and expand, which is surprising due to the prevalence of touch-
screen phones and near-daily use of the two-finger zoom-in and zoom-out commands. Those
gestures occurred with some frequency, however, there were a high number of two-handed compa-
rable gestures proposed (Figure 2.7). For these people would pinch either corner and pull or push
their hands away or towards other either diagonally or horizontally.

The heatmap in Figure 2.7 helps show the trends among gesture proposals, darker colors indi-
cate more proposals. The gestures mapped are all reversible gestures meaning a movement in the
opposite direction is the mirror of the gesture. An example of this is seen in the gesture for move up
which was a palm up push up where move down was a palm down push down. The referents move
left and move right had very few different proposals indicating high agreement on the appropriate
gesture. Whereas, referents like select had a high range of proposals given. When examining the
plot horizontally by proposal instead of vertically by referent trends in how participants map the

same gesture to multiple actions are seen. For example, an open hand swipe either left or right
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was used for 9 referents. The uses make sense, a quick swipe from right to left could be seen
as deleting an object, or touching the side of an object and moving left or right would change its
yaw. The “Bloom” gesture was used for every abstract referent. The variations present in some
manipulations were only in the pose of the hand, or the number of hands, but not the motion of the
gesture. Move up had three common proposals with each centering around some sort of grab and

a movement on the z-axis.
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P Hand Poses Indirect Gestures Example of Symetric Bi-Manual Gesture

Figure 2.8: Hand pose examples, two handed gesture example, and common gestures by category of move-
ment or type of gesture

Legend: *: reversible gesture, A: commonly two handed, z: up/down, x: forward/back, y:
left/right

Gestures from the multimodal gestures and speech block The results for the gesture proposals
from the gesture and speech are very similar to the gestures from the gesture alone block. By
comparing columns with the matching referent names (e.g. create G and create GS), an image of
the differences of proposals across these blocks can be drawn. The overall agreement rate observed
for the gestures in the gesture and speech block was 0.247 with kr = .218. The low chance
agreement term (p. = .037) used in Fleiss’ Kappa coefficient indicates an agreement beyond
chance [50], allowing us to consider AR rates above 0.3 as high [49]. The agreement rates for

each referent are shown in Table 2.9.
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The effect of referent type on agreement rates was observed to be significant (V;.q16,n=108) =
904.091, p = .001). High agreement was found for each of the translation referents except Move
Down AR prove Down = -29. This was caused by an increase in the number of “drop” gesture
proposals. Roll counterclockwise also exhibited high AR (AR roi counterclockwise = -45) (Figure
2.9). The highest AR was found in the Move Away referent (AR rjove Away = -5). A mapping of
the frequency of the top gesture proposals and the corresponding referents can be seen in Figure
2.7.

The abstract referents Create, Delete, and select exhibited low agreement rates (AR creare =
.09, AR petete = .05, AR seieet = -09). This is mostly due to disagreement between proposals
shown by an increase in the count of colored cells in Figure 2.7. As in the gesture block, select
had low AR due to participants having difficulties interpreting the referent’s animation. The
translation referents (up, down, left, right, away, and move away) had high gesture agreement
(average AR = .355). A significant disparity was observed for referents roll clockwise and roll
counterclockwise (V.41 n=48) = 59.522,p = .001). Roll clockwise and roll counterclockwise had
high AR with an average of (AR g, = .475. This was higher than the average AR for all the
rotational referents (AR rotations = -31) Which drops to (AR rotations without roil = -23) When roll is
removed. We believe that participants may not have had much experience with altering the pitch
or yaw of virtual objects and this is reflected with the low AR . As in the gesture block the scale
referents had low AR spink, Eniarge = -18, .14.

The bulk of the gestures shown in Figure 2.7 are direct manipulation gestures. Translations are
concentrated in a few gestures where rotations are spread across more proposals. Even so, most
rotation proposals involved tracing or moving a participant’s hand in a circle. In the case of most of
the referents, there was an increased spread of gesture proposals in the gesture and speech block.
This was not the case for every referent, some such as move left and roll counterclockwise have a
decreased number of proposals in the gesture and speech block. Largely the gestures used did not

change drastically between the two blocks.
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Speech Proposals

Displaying the referent in elicitation studies [37] and reading the referent aloud in gesture and
speech elicitation studies [51] both have precedence. These practices can prime the utterances
proposed. When interpreting these results remember that neither think out-loud protocol nor text
was used for referents. The participant only saw an animation of the referent being executed. When
analyzing speech proposals we have dropped the object specifier to remove a level of increased
proposal complexity. We believe that if an object is already selected, using the command "Move
the cube right" and "move right" could be reasonably considered the same, the exception being the

select referent.

Table 2.10: Frequency of syntax format by block

<action> | <action> <action> <object> | <action> | <direction>
<direction> | <direction> <object>
Speech 28.19% 47.06% 14.22% 9.31% 1.23%
Gesture and speech | 38.48% 39.95% 12.99% 6.86% 1.72%

Speech from the unimodal speech block While were told that any utterance or sentence was
acceptable, they primarily stuck to <action> <direction> or <action> <direction> syntax struc-
ture. The rates for syntax are found in table 2.10. The difference between <action> <direction>
and <action> <object> <direction> was only a descriptive specifier of the object (e.g. “cube”).
The <action> and <direction> words were the same as found when no specifier was used (e.g.
“move the cube left” would be “move left”).

The MC and CDR for this block are shown in Figure 2.11. Note that MC is equal to the
percentage of participants proposing the top proposal per referent, shown in the "Top proposal”
column in Table 2.11. Yaw referents had some of the highest CDR indicating high disagreement
among participants on the utterances proposed (CDR yau ieft, Yaw right = -02,.78). Delete also had

a high amount of disagreement among proposals (CDR pejete = -57). Both create and shrink had
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low CDR (CDR¢reate, Shrink = -18,.25). Low CD'R means that most participants grouped around
the top proposals. The rest of the referents hold moderate disagreement values.

The highest MC value belongs to move up (MC o0e up = -54). Most participants proposed ei-
ther "Move up" (54.17%) or "go up" (12.5%). The full list of each referent’s top two proposals and
the percent of participants proposing them can be seen in Table 2.11. For the translational referents
"move" was used as the <action> command in either the top or second place proposal. Move down
(MCrove down = 33.33%), which had “drop” as the top proposal, was the only translational refer-
ent that did not have “move” in it. The second-place proposal for move down was “move down”
(29.17% proposed). The referents for move up, left, and right all had the directional term (up, left,
right, down) included. Move towards and move away had either towards, and forward, or away,
and back proposed as the <direction> term. This indicates that aliasing “away” with “back”, and
“towards” with “forward”. Aliasing commands has been suggested as being beneficial when deal-
ing with unimodal speech [8,51]. Note that these terms are reversible, which was a common trend
with most opposite proposals (e.g. “appear”, “disappear”).

For the rotational referents (pitch, roll, yaw) the average MC was 24.31% which is lower than
the translations average MC of 35.42. For each rotation the action was specified by either “spin”
or “rotate” in all of the top proposals by participants (Table 2.11). This is not unexpected, the
terms “roll”, “pitch”, and “yaw” are uncommon in most fields. Pifch has the most unique mapping
of proposals commonly “towards”, “away” for pitch up and “back” for pitch down. Roll and yaw
have the terms “left” and “right” for directions. We believe that this ambiguity is solved by adding
gestures to indicate the “spin” direction, or by an expert assigning speech commands such as “spin
clockwise” in the roll clockwise.

The referents create and delete had single word commands for the top and second place propos-
als as well as some of the higher MC found (MC . cate detete = 41.67%,50%). The top proposals
were “appear” and “disppear”. These proposals could be considered similar to the reversible ges-
tures found in this study and others [8,99]. “Create” appeared as a second place proposal (20.83%)

and “delete” was a third place proposal (12.5%). Shrink (MCgprink = 45.83%) also had a high
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Table 2.11: Speech proposals for the speech from the speech block and the speech from the gesture and
speech block

Speech from the speech block Speech from the gesture and speech block
Referent Top MC 2nd MC CDR|| Top MC 2nd MC CDR
pro- place pro- place
posal posal
Create appear 41.67%| create 20.83%| 0.18 || appear 33.33%| create 29.17%| 0.18
Delete disappear| 50% remove | 16.67%| 0.57 || disappear| 54.17%| make 12.5% | 0.33
disap-
pear
Enlarge enlarge | 37.5% | grow 16.67%| 0.36 || enlarge | 25% grow 20.83%| 0.56
Move move 25% move 12.5% | 0.38 || move 16.67%| push 16.67%| 0.64
Away back away back away
Move drop 33.33%| move 29.17%| 0.44 || drop 29.17%| move 16.67%| 0.46
Down down down
Move move 37.5% | slide 20.83%| 0.44 || move 25% slide left | 16.67%| 0.2
Left left left left
Move move 41.67%| slide 20.83%| 0.44 || move 20.83%| slide 20.83%| 0.33
Right right right right right
Move To- || move 20.83%| move 12.5% | 0.36 || move 16.67%| move 12.5% | 0.43
wards forward towards forward towards
Move Up || move 54.17%| go up 12.5% | 0.33 || move 41.67%| go up 8.33% | 0.33
up up
Pitch rotate 20.83%| rotate 16.67%| 0.46 || spinfor- | 20.83%| rotate 16.67%| 0.6
Down towards ward towards
Pitch Up rotate 16.67%| spin 12.5% | 0.5 spin 16.67%| rotate 12.5% | 0.43
away back- back
ward
Roll C spin 20.83%| rotate 16.67%| 0.5 rotate 20.83%| rotate 16.67%| 0.36
right right
Roll CC spin left | 25% rotate 20.83%| 0.4 spin left | 25% rotate 16.67%| 0.23
left
Select glow 20.83%| highlight | 20.83%| 0.55 || change 25% glow 25% 0.36
Shrink shrink 45.83%| minimize| 8.33% | 0.25 || shrink 41.67%| make 8.33% | 0.23
smaller
Yaw Left || spinleft | 33.33%| rotate 16.67%| 0.62 || spin 29.17%| rotate 16.67%| 0.36
left
Yaw spin 29.17%| rotate 12.5% | 0.78 || rotate 20.83%| spin 20.83%| 0.6
Right right right

Legend: C: Clockwise, CC: Counterclockwise, MC: Max-Consensus, CDR: Consensus-Distinct Ratio
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agreement between participants. As did enlarge (MCepjarge = 37.5%). Select, with its difficulties

in animating had low agreement and high spread of proposals (CDR, MC = .55,21%).

select —

Speech from the multimodal gesture and speech block A chi-square test of independence
showed that there was a significant association between the block and syntax choice (X?(4, N =
408) = 10.928,p = 0.027). Participants used a higher rate of <action> only syntax than found
in unimodal speech. <Action> <direction> syntax use was reduced by 7.11%. The rates for the
syntax are found in Table 2.10. Both of the syntax structures that used an <object> specifier were
lower in this block. Most often when an object would have been specified it was replaced by a
gesture indicating the object. This gesture was often reaching out and grabbing or another type of
direct manipulation.

The average MC for the translational referents decreased by 10.33% from the speech block
(Figure 2.11). This was due to more participants using the <action> syntax. The CDR did
increase in the translational referents as well. Participants had less agreement on the appropriate
proposal and the spread of proposals was wider. Even with the differences in syntax use between
blocks, the top choice proposals remained the same.

The rotational average MC only decreased by 2%, the CDR decreased by 0.113. This means
that while agreement on the top choice proposal was negligibly impacted between blocks, the
spread of proposals given in the gesture and speech block for rotations was narrower than in the
speech block. Most of the top choice proposals for translations changed between the two blocks
(Table 2.11). Some switched from using “spin” to “rotate” or vice versa. As an example, the
proposal for yaw right switched from “spin” to “rotate” while the top proposal for roll clockwise
did the opposite. We take this to mean that the words “rotate” and “spin” are without a clear
mapping in participants’ minds. For translations gesturing removes much of the ambiguity by
allowing for a physical motion to indicate the intended rotation direction.

Most proposals remained the same between the two blocks with slightly different MC rates.
There was a shift in create from the top choice proposal of “appear” from (MCcpeare = 41.67)

to (MCreate = 33.33) in the gesture and speech block. This is captured in an increase of 8.34%
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in the second choice proposal in the gesture and speech block. Delete was mostly unchanged in
top proposals but did have a decreased CDR (CDR pejete = -33). Meaning there were less distinct
proposals made. Enlarge had a lower MC and higher CDR in the gesture and speech block

(MC,CDR = 37.5%, .56).

enlarge

Co-occurring gestures and speech proposals

When looking at pairings of speech and gesture proposals in the gesture and speech block
the agreement rates fall drastically due to the highly nuanced nature of speech. Individually each
modality had referents that experienced high levels of agreement. For gestures refer to Figure
2.7 and Table 2.9. For speech consensus refer to Table 2.11. We feel that matching common
syntax structure with gestures when looking at multimodal gesture and speech interactions is more
beneficial than observing the pairing of utterances with gesture proposals. The speech syntax by
block is shown in Table 2.10. Gesturing remains consistent in both conditions indicated by a high
p-value in a chi-square test (X?(49, N = 408) = 10.928,p < 0.247) (Comparing G and GS in
Figure 2.7). The same is true of speech (Compare S and GS in Table2.11). This is beneficial
in a few ways. In the case of translations and scaling it allows each input to serve as a back up
to the other. Allowing for mutual disambiguation as found by [64]. In the case of rotations, the
gesture provides context on the direction of rotation while the speech was commonly “spin” and a
direction. With abstract commands, the same gesture, a “bloom” gesture, was found for multiple
referents. In those cases, speech allows interpretation of which command is being executed with

the gesture.

Timing of co-occurring gestures and speech In the gesture and speech block the time windows
of phases of a co-occurring gesture and speech interaction were measured based on the time of
gesture initiation. These were collected from videos of the experiment and hand-annotated. The
phases used to describe interactions are gesture initiation, stroke start, speech start, stroke stop,
and speech stop. These are taken from McNeil’s segmentation of co-occurring gesture and speech

interactions [53]. The gesture start is the first perceptible movement made by someone. Speech
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start is the first perceptible sound being made. For both of those if a false start was found it was
discarded and the time of the next movement was taken. As an example, if a participant said
“Ummm” then later said “move”, the time of “move” was used. A stroke is considered to be the
segment of a gesture that holds the information content of the gesture, as well as the peak of effort
in that gesture [53]. Gesture stroke was found by measuring the time of the first visible change
in the direction of the gesture. The stroke stop was the last change in direction and was found by
reversing from the end of a gesture. A full gesture interaction would look like someone starting
to move their hand in preparation for a stroke (gesture start), starting a meaningful gesture (stroke
start), then ending the gesture (stroke stop). The hand moves up in preparation, pushing the object

forward, then retracts to its initial state.

Distribution of time from gesture initiation by interaction phase
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Figure 2.9: Distribution of time from gesture initiation by interaction phase

Shapiro-Wilks tests show that the time information took a non-normal distribution of each of
the phases at (p < .001). Bonferroni adjusted Wilcoxon rank-sum pairwise comparisons indicate
that the distributions for each time are shifted (i.e., different). The p-values were (p < 0.001) in
each comparison except between “stroke start” and “speech start” which was (p = 0.03). The
descriptive statistics for times by the phase of interaction are shown in Table 2.12.

We find that in this experiment speech nearly always occurs after a gesture is started (Figure
2.9). The difference in start time is around 81.667 ms. Importantly, the information content of the

gesture, the stroke, starts commonly 90.872 ms after gesture start (Table 2.12). This means that
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by watching a gesture’s changes in direction, we can predict when speech will occur, and when a
meaningful message is communicated. Strokes were found to end before speech 23.739 ms. The
total interaction from start to finish was typically 187.566 ms. Most speech proposals were only 2

words so this relatively short interaction time makes sense.

Table 2.12: Time from gesture start for phases of an interaction in milliseconds

] Gesture Start ~ Stroke Start  Speech Start ~ Stroke Stop  Speech Stop \

Mean 0 90.872 81.667 163.827 187.566
Standard Deviation 0 70.548 54.743 78.742 80.064
Standard Error 0 3.493 2.710 3.898 3.964

These results are similar to previous work [9,95], though slightly quicker and more granular.
These results expand time windows from being formed for pointing gestures only [95], and show
that these time windows follow similar patterns for deictic and manipulative gestures. They also
show that gesture and speech interactions in AR-HMDS have similar timings [100] and patterns of

occurrence [101] as in other environments.

2.4.6 Discussion

The hand positions found here were similar to the ones observed by Piumsomboon et al. [99].
The gesture proposals were commonly single-handed. This is similar to findings on multi-touch
surfaces [103—-105] and mid-air full-body studies [37]. For manipulations users often interacted
based on that actions real-world corollary. This is evident in the translation gestures which were
predominantly some form of directly pushing the surface of the object. This theme of interaction
was seen with manipulation gestures in previous work [99]. We speculate that the similarities
in proposals were due to the object being rendered in the participant’s real-world view by use
of optical see-through AR. With that, users would interact based on their interpretations of naive
physics when possible [111]. This was mostly true for rotations which were accomplished by

either grabbing some part of the object and moving their hand in circle motions as also seen in
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Piumsomboon et al.’s study [99]. The exception to these similarities is in the occurrence of “index
extended” circular motions as an indirect gesture.

Scaling was often a two-handed pinch and drag gesture which was more common than touch
screen “zoom in” and “zoom out” gestures. Grabbing the corners or sides of an object would
correspond with how a mental model of a stretchable object would be manipulated. This gesture
was seen for scaling on an axis in [99]. Similarities in gesture proposals between these studies
start disappearing as the referents become more abstract. This can be seen when comparing the
proposals for delete which was a “grasping” gesture in other work [99] and a “bloom” gesture here.

That most of these gesture proposals extend across two studies and two-time points is a strong
indication that these gestures and hand poses should be candidates for inclusion in future AR
interaction systems. This study did not ask participants to reserve proposals for a single interaction
(i.e., a bloom could be used for create and for select). Redundantly mapped proposals showed
up more in the abstract referents. In the work of Piumsomboon et al. participants were asked
to refrain from redundantly mapping inputs [99]. The similarities of proposals between these
works show that requiring unique interactions may not have greatly impacted many of the gesture
proposals [99]. An interesting, redundantly mapped gesture was the “index swipe” which was used
for both yaw and move up/down.

We feel that the combination of high levels of agreement for translations in the gesture block
and the tendency to have more unique proposals given in the gesture and speech block indicate that
unimodal gestures are well suited for object manipulations. While rotations had a high number
of single-hand “grab and rotate” gestures, many were indirect manipulations using a index finger
and tracing a circle. For these, a non-isomorphic gesture seem well suited. The most agreed-upon
proposals for manipulations were all reversible gestures. Indicating a preference for reversible
gestures which mirrors previous work [8,99].

Some of these direct manipulations were implemented and tested against a gesture+speech
interface in the work of Piumsomboon et al. [107]. The findings were similar to the user stated

expectations observed here. When specific degrees or units were needed participants indicated a
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preference for speech. For most basic or single object manipulations, gesture seemed preferred
across both studies [107]. Peoples’ preference for multimodal interactions typically increases as
a task’s cognitive load increases [112] or the task’s complexity increases [107]. We expect that
if more complex referents were used the user stated preference for multimodal interactions would
have been higher.

Gestures showed less usability for the create and delete referents. Speech had more clarity in
these cases with common utterance being “appear” and “disappear”. Gesture proposals for abstract
referents were consistently the “bloom™ gesture, which was proposed for many referents, and thus
hard to interpret without additional context. Speech show more promise for use with abstract
commands and conceptually difficult actions that do not map well to a user’s mental model. An
example would be opening a new browser window, which was not tested here. Speech proposals
for both create and delete had high agreement, emphasizing this strength.

When used together gestures and speech provide different benefits based on the type of refer-
ent being executed. For translations and scaling this was commonly redundancy, which allows for
error correction in a recognizer system. For rotations, this pairing allows a clear communication
of the desire to rotate then clarifying the direction with a co-occurring gesture. This allows for
intuitive interactions with mutual disambiguation with information from the complementary chan-
nel. An added benefit of allowing speech and gesture for rotations is the ability for participants to
communicate the degrees of rotation, allowing for more accurate interactions.

In the speech condition participants preferred to use <action> <direction> or <action>
<object> <direction> syntax over complete sentences. Implying that both unimodal and mul-
timodal speech utterances are syntactically simplified compared to conversational speech [113].
This is seen as saying “move” and “finger flicking” in the direction of the intended movement.
In either case, the intended <action> was present indicating that full natural language processing
may not be necessary for basic multimodal interactions.

This work contributes to findings on multimodal interactions and touches on some of the po-

tential pitfalls of referent display which would cause reproduction to be difficult, as mentioned by
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Villarreal-Narvaez et al. [48]. The impact of referent display on proposals is seen most saliently
in the low AR for the select referent which often received high AR in prior studies [75,99]. The
timing information and patterns here provide insight into the formation of these interactions and
extends the timing windows constructed by Lee et al. [9] by adding the phase of the interaction
by the time of that phases initiation. This study gathers proposals within each modality allow-
ing for comparison against gesture only studies [99], while also contributing to the less common

multimodal elicitation literature [43,51].

2.4.7 Design Guidelines

Instead of directly proposing a single set of consensus interactions within each modality we
have chosen to show the distribution of interactions. By looking at these distributions a picture
of trends across the top few proposals can be seen. For some referents, such as the translational
referents, the top gesture in the gesture and the gesture and speech block matched (Figure 2.7). For
translations often the top proposal was a reversible swiping gesture for moving the object in the
x-axis and y-axis and an index extended swipe for movement on the z-axis. The speech proposals
in these cases were also reversible (Figure 2.11). The first choice in all translations except move
down was to say “move” and then a direction. For move down people commonly said “drop”.
Create and destroy followed the same pattern with a reversible bloom gesture either starting closed
then opening or starting open then closing and the utterances “appear”, and “disappear”. For most
gestures, a bi-manual version that was a symmetric two-handed version of the uni-manual proposal
was also proposed (i.e. pushing with one open hand versus pushing with two).

Most gestures were based on the participants’ understanding of naive physics, meaning how
they perceived an object would react to an interaction as it would in the real world. Most variations
occurred within specific hand poses but not the larger movements of the hand/arm. As such we
recommend aliasing manipulative gestures across hand positions (open hand, pinch, grab) based

on the type of movement. A second consideration should be made on the inclusion of bi-manual
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gestures. while not found in abundance here, other work [43, 99] has found evidence that users
may gravitate towards using them in other domains and with larger objects [73,74].

Other referents had less consistency. In the case of shrink and enlarge a “bloom” gesture and
two handed “pinch and drag” gestures were common. In this case, we would suggest reserving the
“bloom” gesture for create / delete and allowing “grab and pull” and scaling as seen both here and
in earlier work [99]. The top speech proposals for scaling were more agreed upon and should be
implemented as well. Those were the reversible pair “enlarge”, and “shrink”. Rotational referents
other than roll clockwise have high levels of disagreement among proposals. “spin” and “flip”
should be enabled as action selection words then a gesture should be allowed for controlling the
direction of the rotation.

Direct manipulations should be allowed when possible, especially for basic manipulations.
Speech and gesture as multimodal interactions showed promise in areas where one or the other
input lacked and should be included. Implementing a system such that it has an internal model of
functionality that aligns with what most participants formed as their mental model of functionality
would increase the user’s chances of guessing the inputs. This would be most easily achieved with
direct manipulations, which in this study were often very close to their real-world corollary.

Participants seldom used full sentences or referred to the object being manipulated (Table 2.10).
Due to that word spotting should be sufficient for most tasks. Only two participants used full sen-
tences and those sentences followed the <action> <object> <direction> syntax with preposi-
tional terms added (e.g. “move to the right” compared to “move right”). In either command, the
actual information content is held in the <action> <direction> terms which could be spotted. The
use of simple commands when possible was also observed by [9].

The windows built around co-occurring interactions are incredibly useful to systems needing to
decipher interactions. With segmenting interactions based on the first movement of a gesture, the
transition into the stroke phase, the information content of both the speech and the gesture portions
of the interaction can be found. In this study gestures nearly always preceded speech (405/408

proposals). Most commonly speech was around 81.67 milliseconds after a gesture initiated. The
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stroke was often 90.87 milliseconds after the start of a gesture. Both of those phases represent the
initiation of the actual information content of the interaction. The back end of these interactions
is slightly less concrete. Often the end of a gesture preceded the end of an utterance. A system
could be designed to use a time-out window after which the speech would be considered a separate

interaction.

2.4.8 Limitations of the Study

By choosing to show animations for referents the gesture proposed may be biased to follow
the animations shown. This choice was made to preserve the value of the speech proposals with
pilot studies that showed speech was less impacted when showing the animations of the referents
as opposed to the text. This study only allowed one proposal per referent per block. Having
participants propose more than one interaction may have generated interactions that they felt more
well suited to the referents. This study only showed a single virtual object at a time, which would
impact the selection phase of any interaction. To help compensate for this we used the referent
select independently.

For the rotational referents participants would sometimes use misaligned gestures and speech.
They might say “roll clockwise” and perform a counterclockwise movement with their hand. Mul-
timodal systems can suffer from compounding errors caused by incorrect recognition, or mis-
matched interactions such as the ones seen in this study [114]. These errors could take more time
than standard uni-modal errors to correct or cause compounding errors when a second error is

made during an attempt to correct the first.

2.4.9 Conclusions and Future Work

Several questions remain unanswered. If there were more than one object shown the gesture
results would show more selection gestures. The choice of an object used could also impact the
production of interactions. If a larger object or a differently shaped object was presented the hand
postures used may differ. Future work should involve testing the proposals found here against ones

produced by text-based referents to assess the impact of referent display.
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Compound errors in uni-modal text entry systems cause a generally linear increase in correction
time [115]. Recent work has shown that improved error correction methods can reduce the time it
takes users to reconcile text entry errors, decreasing the overall amount the user is slowed down by
the error correction process [116]. Further work is needed to examine whether this holds true for
multimodal interactions.

This work presents a within-subjects elicitation study across three input modalities (gestures,
speech, and co-occurring gesture and speech). By examining each modality independently direct
comparisons between the changes in speech and gesture from unimodal interactions to multimodal
interactions are shown. Trends in gesture proposals are shown at a granular level. Highlighting
that while there is often disagreement in proposals given, that disagreement manifests as variations
in with similar underlying formations. In gestures, this was a variation of the hand position and
not in the gross movement. In speech, this disagreement is seen as consistency in the <direction>
phrases used and minor variations in the <action> phrase (e.g. “move” to “go”). While a singular
mapping of the top proposals would yield a consensus set that is discoverable to most users, by
aliasing and understanding the likely variations in interactions, a larger percentage of users’ natural
interaction preferences can be captured.

This work extends the work of linguists [53-55], and the work of computer scientists [59-61,
95] into AR-HMD building environments. Timing windows based on the phases of co-occurring
gesture and speech interactions as described by McNeil [53] have been constructed. Showing that
in HCI the gesture stroke is closely aligned with the information content of both the gesture and
the utterance given. These windows can be used to construct more accurate multimodal fusion

models.

2.5 New Research Direction

These two studies generated findings on the types of interactions and behaviors people use
while doing basic object manipulations in virtual environments when wearing AR-HMDs. While

these multimodal interaction techniques show promise for simple tasks [29, 30], stereoscopic dis-
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plays will likely be used to render complex environments, necessitating further research on user
interactions in complex environments. IA was chosen as the complex environment to use for those
examinations.

There are still many unexplored areas in IA and in multimodal interaction in AR-HMDs. Direct
manipulations in IA may not vary much from generic AR environments [117] but other interactions
such as panning, zooming, and more complex tasks like color selection or annotation techniques
likely won’t transfer as well. Additionally, the differences in interaction between AR and VR
HMDs are largely unknown, making determining how interaction techniques could transfer from
VR environments to AR ones difficult.

Before running any studies examining those interactions, a complex IA system needed to be
developed. This system needed to be designed such that it could allow observation of interactions
in complex environments utilizing both AR and VR HMDs and be used by more than one person
at a time. Allowing multiple people to use it allows WoZ and collaborative interaction studies to
be run in it.

Importantly, before an examination of multimodal inputs for complex environments could be
run, the developed environment needed to be tested. There have been few works examining in-
teractions in IA. Before interaction techniques can be developed for those complex environments,
we need to understand what sorts of interactions will be performed inside of them and how users
will navigate them. Apart from that, most work in IA has been conducted using VR-HMDs [11].
In order to leverage prior work done using VR-HMDs while developing for AR-HMDs, an un-
derstanding of how interactions differ between those two types of stereoscopic displays must be
established.

The next chapter of this dissertation discusses the design and development of a complex [A
platform that is able to run on both AR and VR HMDs. This system can be used collaboratively
across these devices. The system provides tools that would be common to a data visualization
platform such as highlights and text markup. This system is one of the first of its kind and as such

stands as a contribution of this work.
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Chapter 3

System Design and Design Choices

This system was developed over 3 academic semesters using a combination of expert-driven
design and iterative design. This project was developed to a largely functional but unpolished state
and then iterated on over 8 iterative design sessions and 5 pilot studies. The first 3 design sessions
were informal usability sessions where participants were asked to interact with the environment,
trying out each annotation tool provided while using a think out load protocol. Using this protocol,
participants were asked to comment on what they were trying to do, what was working, what was
not working, and what would improve the system.

The other 5 sessions occurred once the platform was close to completion. These later sessions
gathered user system feedback and interaction preferences. The last 5 pilot sessions were used to
fine-tune the full environment and to test the experimental tasks that would be used in an AR VR
interaction comparison study (Chapter 4). The design sessions and pilot studies are elaborated on
further in the next chapter that details the AR-VR comparison study. They are mentioned here to

provide context around the design process and how/why design choices were made.

3.1 System Overview

This is a multi-user cross-device IA system with annotation and marking tools. This system
is able to load a scatter-plot visualization from a .csv file and render it in 3D stereoscopic envi-
ronments. That scatter-plot can be marked up and annotated using tools provided in the system.
Multiple people can log into the system at the same time, allowing them to see and interact with
the same content. If these users are co-located, the virtual content can be synchronized between
their devices allowing local collaboration. If these users are remote, their presence is represented
virtually so that other connected users can see where they are standing/pointing/interacting. A key
feature unique to this environment is its ability to run on a range of devices, including AR-HMDs,

VR-HMDs, and a computer.
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This is one of the first systems of its kind, and as such the iterative design sessions helped
to refine many of the decisions made during its development. This chapter covers the key design
choices that came from these iterations and details the final design used for the AR VR comparison
study. This chapter can help other researchers to develop complex AR/VR environments and help

readers to better understand how this platform behaves.

3.2 Interactions

The main interaction technique used in this system is ray-casting. Ray-casting is an interaction
technique where a line with a cursor at its terminal end is projected forward from a device. On the
AR-HMD, a ray-cast is projected from the user’s hand and selection is triggered by pinching their
index to their thumb (Figure 3.1). In VR, ray-casts are projected from the VR-HMDs controllers
and a button push is used for selection (Figure 3.2). When using the ray-cast, a dotted line is
extended from the user’s hand/controller. This line is labeled “Ray-cast” in figures 3.2 and 3.1. At
the end of that line is a cursor that looks like a white open circle. When the selection interaction
is used (e.g., pinch in AR, button press in VR) the ray-cast line becomes solid and the cursor turns
into a filled-in white circle, labeled with “(selected)” in figures 3.2 and 3.1. In addition to the

ray-cast, participants in the AR group were able to push buttons with their index fingers.
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Figure 3.1: Labeled hand selected and regular ray-casts. Ray-casts are enhanced due to low AR capture
resolution.

Vive controller as seenin VR ||

Figure 3.2: Labeled Vive controller selected and regular ray-casts.
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3.3 Visualization

This section covers the design choices that went into displaying and interacting with the scatter-

plot visualization used.

3.3.1 Data-set

This system is able to load .csv format data sets containing strings and/or numbers. This re-
search used a dataset of common cereal’s nutrition facts, chosen because it provides an accessible
topic and has dimensions that are well displayed using a scatter-plot. The dataset includes carbo-
hydrate, sugar, protein, fat, and dietary fiber content for each individual cereal. The cereal names
were included in this dataset but were excluded from this task. The manufactures of the cereals
were used instead, providing a smaller space of values for users to remember. The wine quality
dataset was considered; however, the dimensions included in the dataset were less approachable
by users unfamiliar with wine (i.e., tannin, sulfates). The .csv reading and loading base code was
provided by the Immersive analytics toolkit (IATK) [1]. The cereals data-set used by this work is

provided in Appendix A.5.

3.3.2 Scatter-plot Visualization

The earliest version of this system utilized an immersive analytics platform called DXR [118].
DXR was less compatible with the MRTK necessitating a switch to the IATK [1]. Note that both
DXR and IATK were developed to use SteamVR which runs on VR-HMDs. The IATK was heavily
adapted to allow it to run using the MRTK in a multi-user setup, allowing for AR-VR cross-device
use. The MRTK and SteamVR are both built on OpenVR, a C++ library for VR development. This
library is wrapped so that it can be used by Unity’s C# scripts. The IATK provided the ability to
generate and view the scatter-plot visualization.

There are several visualization options provided by the IATK including a bar-graph, trails and
trajectories, scatter-plot, and connected dots [1]. The scatter plot was chosen because it provided

the best means of seeing values in the cereals dataset and provided a nice base for data annotation
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tools. A scatter-plot showing fat, dietary fiber, and sugar content is shown in Figure 3.3. The
same scatter-plot with its points size and color mapped to fat content is shown in Figure 3.4. In
Figure 3.4, a ray-cast intersection point can be seen in the lower left causing light pink colored
visual proximity feedback and the appearance of the scale and rotation handles.

The only features used from the IATK were the loading of .csv’s, the base rendering for the

scatter-plot, and the programming interface for dimension mapping changes [1].
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Figure 3.3: Labeled scatter-plot visualization, the manipulation controls cube provides interaction controls

when hovered over.
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Figure 3.4: Labeled scatter-plot visualization with a color/size mapping that has a ray-cast intersection on
the lower left.

3.3.3 Visualization Interface

The original visualization interface consisted of 5 drop-down menus that were shown in a single
view pane (Figure 3.5). These drop-down menus would populate options based on the dimensions
in the CSV provided. They would disallow any axis (i.e., drop-down menu) to be equal to each
other but would allow any dimension to be mapped to any axis. Early iterative design sessions
showed that the original drop downs were too difficult to interact within AR. In VR they were
manageable but were not considered easy to use. These usage difficulties came from the number
of precise ray-cast interactions needed to navigate the menu. Users had to select the drop-down,
then select the opened drop-down menu and drag it down to scroll to the intended item, and lastly,
select the opened item.

The first approach to improving the drop-down menus was to reduce the number of interactions
required of participants to select an axis. By only providing three-axis options per drop down, all

options could be displayed at once, thus no longer requiring participants to scroll through the list.

82



X-Axis Values At

Y-Axis Values A4

Z-Axis Values

Color Dimension

Size Dimension

Figure 3.5: Early visualization interface utilizing drop-down menus

This adjustment only slightly improved users’ interactions with the menu as they still struggled to
select the dropdowns to open the three-option menu.

Due to the difficulty of selection and the general need to streamline interactions, a new system
was designed where participants could use buttons to switch between axis and size/color mappings
(Figure 3.6). In this design, there are three rows of buttons to adjust axes with each row labeled
with the axis and the currently mapped value. Adjacent to but independent of those buttons were 4
rows of buttons that change the size/color mapping with an option for “undefined” which removes
the color/size mapping. Size and color were now mapped to the same value instead of having
the option to set each independently, further reducing the complexity of the button system. The
number of axes mapping options was set at two to streamline the experience of the user. With the
button system, participants were much more likely to successfully change an axis mapping and

were more likely to switch between axis mappings.
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Axis that the buttons correspond to
Axis mapping buttons [N Size/color mapping buttons
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Protein_g
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Figure 3.6: Labeled final visualization interface utilizing buttons. The current mappings are shown in text
beside the buttons that would change that mapping.

3.4 Annotations

A prominent component of this system are the provided annotation tools. There are 6 types
of annotations: details on demand, mean/median plane, text/speech input, sphere highlight, cube
highlight, and a drawn mid-air line. These annotations have been built up over time each going
through several iterations. All annotations can be placed, generated, and manipulated by any user
of the platform (e.g., the system is collaborative). When an axis of the visualization is changed,
the annotations currently displayed are removed and any annotations that were generated for the
new axes combination are loaded allowing participants to return to their previous annotations when
exploring the dataset. As an example, annotations made when the visualization displayed fat, carbs,
and protein are removed when the visualization displayed fat, carbs, and sugars. When the first
set of axis mappings is returned to the annotations made for it are loaded. Annotations are saved

independently of the size/color mapping.
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Figure 3.7: Labeled final visualization interface and annotation controls. The platform holds spawned
annotations where the button controls interface with the visualization or call for annotations to be made.

3.4.1 Generating Annotations

Early versions of this system generated annotations by using a small menu pane of annotation
tools that could be set to follow the user. The “following” function confused users who expected
the menu to stay stationary. A separate issue was that of where to spawn annotations. Early ver-
sions of this platform loaded new annotations above the visualization and beside the visualization;
however, both of those locations were difficult for new users to locate. Users often had to scan the
environment for new annotations, slowing down their interactions with the visualization. This was
resolved by building an annotation control system into the visualization interface (Figure 3.6). A
platform was added above the visualization interface and the annotation spawning functions were

taken from the user’s “following” annotation menu and added below the visualization interface.
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The final design can be seen in Figure 3.7. With this design, annotations consistently spawned in a
location that was near where the buttons for loading them were placed.

IA environments are visually rich and viewing data in stereoscopic 3D is unfamiliar to most
users. Therefore, limiting the number of interactions new users need to initially learn before using
the system is critical. Reducing the required learning effort will improve a new user’s experience

in the environment and help mitigate feelings of being overwhelmed by the environment.

3.4.2 Deleting Annotations

Early versions of the system used a button attached to each annotation and a virtual delete tool.
One button per annotation introduced too much visual clutter where having a separate tool to learn
how to activate and use increased how much a new user needed to learn. The final solution used
was to allow annotations to be deleted by dragging them to a trash bin (Figure 3.8) that was loaded
to the right of the visualization and can be placed anywhere by the user. This tool is labeled “Move
annotations into here to delete them” providing users with a clear message of what the tool is and

how to use it.

3.4.3 Details on Demand Annotation

The details on demand (DoD) annotation generates a small sphere that can be moved around the
scatter-plot (Figure 3.9)indicating the x,y, and z-axis values for the DoD sphere’s current position
in the data. Moving the DoD sphere around the scatter-plot allows users to observe what the values
are for any position in the scatter-plot. At the scatter-plot point nearest to the DoD sphere, a
second sphere that is transparent with a light pink outer ring appears (“Nearest point value” label
in Figure 3.9). This sphere displays the x, y, and z dimensions of the real data-point (e.g., a data-
point represented by the scatter-plot) nearest the DoD sphere. An additional display is given on
the axis in the form of text labeled bars (“Axis ticks for nearest point value” label in Figure 3.9).
These bars were first mapped to the move-able sphere’s position to provide participants a way to
mark ticks on the axis. They were later changed to match the closest real data point’s position to

assist participants with ease of data interpretation. Regardless of which sphere’s data the ticks are
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Figure 3.8: The “trash bin” annotation deletion tool, activated by moving an annotation to it.

mapped to, they provide a visual x, y, z mark that helps indicate the placement of the selected point
in 3D space. This visual aid is beneficial when viewing centrally located data points where there

are few visual cues to the actual location of a selected point.

3.4.4 Highlight Volume Annotations

This system provides both cube and sphere-shaped highlight volume tools designed to allow
both non-uniform and uniform scaling (Figure 3.10). Using the ray-cast to grab the middle of a
side, as aided by a visual handle icon, allows rotation about a single axis. The first version of
this platform enabled highlighting of points using a shader, a visual texture change that happens
when rendering what the user sees. The graphics rendering script (shader) would determine if the

highlight volume was above a rendered point in the scatter-plot to change the color of that point to
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Figure 3.9: Labeled scene showing the details on demand annotation

red. This approach was not compatible with HL2 due to a difference in shader pipelines between
the HL2 and the VR-HMD.

The next iteration generated red spheres and positioned them over existing data points. This
solution worked on all platforms but required more objects to exist in the scene, increasing the
computational overhead of the annotation. These spheres are generated on each client locally based
on the position of the highlight volume which reduced the network traffic needed to synchronize

highlights between users.
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Highlights include a text label indicating the number of data points encapsulated within the
highlight (Figure 3.10). This feature was included after several participants in the pilot studies
noted difficulty counting data points in 3D space. Minimum and maximum scale constraints were
also added to compensate for the sometimes difficult-to-use non-uniform scale interaction. Un-
der these constraints, users could not reduce the scale of any axis of the object below 33% of the
original size or above 150% of the original size. These constraints were deliberately large to pre-
vent users from shrinking objects to a point where they were no longer selectable due to occlusion

caused by the rotation and scale handles.

3.4.5 Text Annotation

The text annotation tool consists of a handle, a text input box, and a dictation button (Fig-
ure 3.11). Clicking on the input box displays a virtual keyboard unless a Bluetooth keyboard is
connected, in which case the Bluetooth keyboard is used. Pressing the dictation button initiates
the recording and processing of speech for text entry. A manipulation handle can then be used
to move the annotation around the scatter plot. Both the dictation button and the manipulation
handle use minimalist backgrounds until hovered over to minimize visual clutter when used on the
scatter-plot (Bottom of Figure 3.11). The text input box automatically resizes to fit the size of the

text contained, seen when comparing the top text box to the bottom one in Figure 3.11.

3.4.6 Centrality Annotations

A centrality metric plane that attaches to a plane representing the mean or median of one axis
on the scatter-plot was also implemented as an annotation tool (Figure 3.12). The planes are
colored red, yellow, and blue for the X, Y, and Z axes respectively. This tool featured 5 buttons.
These buttons could be used to change between viewing the mean and the median of a given axis
and to set the axis that the tool was attached to. When the user’s ray-cast cursor hovers over one
of these buttons, they expand to indicate that they are interactive. This expansion can be seen
when comparing the “Mean” button to the “Median” button of the z-axis (blue) plane shown in

Figure 3.12. The button area gains a semi-transparent background when hovered over to show
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Figure 3.10: Labeled scene showing the cube/sphere highlight volumes and a ray-cast with an open cursor.

where the plane can be grabbed. A text indicator displays the value that the plane is mapped to.
During the iterative design process, this tool was improved by attaching the buttons to a separate
panel that faced the users head position regardless of the centrality plane’s orientation. This ensured
that the buttons and text were always visible to the user. The larger colored plane has no physics

allowing ray-casts to go through it. This way users can interact with content behind the plane.
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Figure 3.12: Labeled scene showing the mean/median plane annotations. The y and z axis planes have been
moved off of the visualization for this figure.

3.4.7 Mid-air Line Annotation
Users are able to draw mid-air lines using a Logitech VR Ink 8 mid-air 6 degrees of freedom
(DoF) pen input (Figure 3.13). By having 6DoF, the pen’s movement and rotation can be tracked

on the X, y, and z axes.

8https://www.logitech.com/en-us/promo/vr-ink.html

91



To start drawing a line, users could either press the tip of the pen to a surface or press a button
near the front of the pen (Figure 3.13). Once either of these conditions was not met the drawn line
was finalized. These lines can be drawn anywhere in the environment.

After being drawn, lines could be manipulated by users (i.e., rotated, scaled). Allowing these
manipulations originally required the drawn line to be encapsulated in an invisible cube, referred
to as a bounding cube, that provides the rotation and scale handles. These bounding cubes could
potentially obstruct large areas of the environment, making them inaccessible for ray-cast selection.
However, removal of the bounding cube required users to accurately select the line itself increasing
the user difficulty.

The next version of this tool disabled the bounding cube after 15 seconds of the line being
finalized under the theory that users would immediately position the line after drawing it. This
version did not allow users to remove or adjust the lines after 15 seconds had passed. During
the iterative sessions, participants occasionally needed to delete lines when revisiting previously
marked visualization states, making this approach sub-optimal.

The final solution was to remove the bounding cube 5 seconds after line completion and to
allow users to re-enable the bounding cube by passing their ray-cast through the drawn line. While
this still requires users to intersect the line with their ray-cast, they no longer needed to use se-
lection commands on the line itself (i.e. pinching of thumb and index finger). By removing the
precision needed during the selection of drawn lines the handshake associated with using selection
commands was no longer an issue.

During development, the line thickness was decreased from 2.3 millimeters to 0.0635 millime-
ters. This was changed after three of the pilot study participants noted that it would be more useful
if the mid-air pen’s line was similar to a normal pen’s drawn line. The last improvement to the line
was to automatically remove line segments that are shorter than 12.7 millimeters. This removed
most of the lines drawn by accident when re-positioning the pen in the user’s hand or when putting

down the pen.

92



When users in the AR-HMD held the pen, their hand’s grip around the pen would inconsistently
cause their ray-cast to select because of the distance between their thumb and index finger. This
caused AR users to unintentionally grab and move objects when drawing with the pen. This was
resolved by disabling a AR-HMD user’s ray-casts when the grip button on the pen was pressed.

The pen’s grip buttons are shown in the lower right of Figure 3.13.
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Figure 3.13: Labeled scene showing the mid-air pen model and two drawn lines.

3.5 Feedback Mechanisms

Over the iterative design process, many feedback mechanisms were added to aid users with
their interactions in this system. These feedback mechanisms were critical to allowing partici-

pants to navigate this environment. Without them, participants could not tell what manipulations
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were offered by different objects in the system or when their interactions with those objects were

recognized.

3.5.1 Feedback for Object Translation, Rotation, and Scaling

When interacting with objects, both visual and audio feedback are used. Two of the types
of visual feedback provided for manipulations are shown in Figure 3.14. The first column in
Figure 3.14 describes the type of feedback detailed in that row of the figure. The second column
shows the feedback for the visualization, which was one of the two main types of visual feedback
provided to users. The last column in Figure 3.14 shows the visual feedback provided for highlight
volume annotations, the other main type of visual feedback. The cube highlight annotations are
shown over a sphere highlight to signal the transparency of the feedback states.

The first row of Figure 3.14 shows the base visual states of items that can be manipulated using
handles. In an object’s base state, the object appears as it normally would with no alterations to its
appearance. The second row shows common hover states which are divided into two main feedback
categories. The visualization displays the full bounding cube dimensions along with proximity-
based visual feedback shown as brighter colors fading out from where the ray-cast is intersecting
the bounding cube. Annotations use slightly different feedback where only the bounding cube’s
edges that are nearest to the ray-cast intersection are shown. This reduces some visual clutter
from annotations inside of the visualization. Additionally, on annotations, the rendered edge of the
bounding cube shows the proximity effect (right side of the second row in Figure 3.14).

The last three rows of Figure 3.14 show the visual feedback for translation, scaling, and rota-
tion. Translation is initiated by selecting an object while the ray-cast is in contact with the object’s
bounding cube. Once an object is selected for translation its color changes to a semi-transparent
red color (third row in Figure 3.14).

To trigger a scaling or rotation action, users must select handles that are shown along the edge
of an object’s bounding cube. On annotations, these handles start at a smaller size and are shown

in white. As a ray-cast intersection gets closer to the handle, it expands and turns blue. When
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Figure 3.14: Visual feedback given for manipulable items base, hover, translate, rotate, and scale states.

a handle is hovered over the user’s ray-cast cursor changes shape to a double arrow with either
curved arrows for rotations or straight arrows for scaling. Once these handles are triggered the
object’s color changes to match the command given. For scaling the object is turned to a semi-

transparent blue, and for rotation, the object becomes a semi-transparent green. The object’s base
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state and the color change for translation, rotation, and scaling are shown to all users such that if
one user is translating an object all users in the system see that object turn red and moving.

In addition to visual feedback, audio feedback was provided for each type of manipulation (i.e.
translation, rotation, scaling) on both selection and release of the object. When a manipulation is
first triggered (i.e., a ray-cast selection is made) an approximately 1/5 of a second long audio
clip is played. When the selected object is released a similar audio clip with more bass emphasis
is played. The audio clips used for each type of manipulation are notably different, where the
selection and release clips for each manipulation type are similar. In total there are 6 audio clips

for manipulations, one each for the selection and release of the object or manipulation handles.

3.5.2 Menu and Button Feedback

The basic buttons used in the menu systems were provided by the MRTK (Figure 3.15). The
MRTK buttons were altered to show larger font. The base menu state, shown in the top left of
Figure 3.15, consists of a blue background with text and image icons. Hovering over the menu
causes button outlines to appear in white. When pressed, the buttons visually compress and play
an audio clip. When selected, the menu turns light blue and can be moved by users. A thumbtack
icon on the bottom right toggles whether or not the menu follows the user’s position. These buttons
were enhanced with visual proximity feedback where they become larger as a ray-cast line moves
closer to them, shown in the buttons on a blue plane in Figure 3.12. When pressed these buttons

play the same audio clip as the menu buttons.

3.5.3 General Translation Feedback

Many objects used in this environment have been designed to minimize opaque surfaces to
enable users to visualize data behind their annotations. In addition to seeing beyond objects, users
also need to be able to interact through objects. Imagine that the visualization is tilted away from
the user with a mean plane set to the y-axis. If a user wishes to move a DoD annotation to the top

of the visualization and the shortest path of travel is through the mean plane, the user should be
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Figure 3.15: Participant menu with visual feedback for menu and button interactions

able to move the DoD sphere through the plane. For this to work, the mean plane cannot trigger a
collision with the DoD sphere or the user’s ray-cast.

Objects that do not need a handle are given either the full manipulation controls as seen with
the highlight volumes and the visualization (Figure 3.14), or they are given a base material that
shows proximity effects indicating the object can be interacted with (Figure 3.16). Translating

these objects will trigger a color change and will play an audio clip on selection/release.

Move
annotations into

here to delete
them

Base state for Hover state for Select state for

trash bin and trash bin and trash bin and
annotation annotation annotation
station station station

Figure 3.16: Feedback given for objects that do not have a bounding cube but can be translated.

3.6 User Experience Improvements

This section covers the improvements that were made to this system out of the iterative design
sessions. These improvements were made to reduce the friction of executing commonly used sets

of interactions.
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3.6.1 Level Button

The first of these improvements was a button that levels the visualization in reference to the
real-world ground (bottom right icon in the menus shown in Figure 3.15). After using the rotation
handles, the visualization may require multiple interactions to return it to a relatively level state.
The level button allowed users to feel more comfortable with rotating the visualization, with the

knowledge that it could be easily leveled.

3.6.2 Center Button

A button was added that centers the visualization in front of the user (bottom center icon in
Figure 3.15). At times the visualization can be moved to an inaccessible spot or a hard to recover
from location. An example of this is seen when moving the visualization with the Vive controllers.
If the controllers lose tracking mid-movement, the controller’s virtual position might drift a few
feet from the user causing the visualization to also move. The center button allows rapid retrieval

of the visualization in those scenarios.

3.6.3 Lock Button

Any part of movable objects that intersect the user’s ray-cast, including buttons, can be used to
select and move the object. Grabbing a button and moving the ray-cast will move the object and
cancel the button press. This design provides users with a larger surface area available to intersect
when moving objects, reducing the precision needed for these interactions. The downside of this
design is that when a user tries to press a button, if their controller or handshakes, the interaction
may register as a move command rather than a button press. This was resolved with the addition
of a button that locks the visualization and the annotation station in place by disabling the object’s
translation controls (bottom left icon in the menu shown in Figure 3.15). The visualization can
still be rotated and scaled while locked. The lock allows the buttons on the annotation station

to be pressed without any movement issues. It also helped prevent people from accidentally se-
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lecting and moving the visualization when they were intending to move an annotation above the

visualization.

3.6.4 Identification Entry

The first version of this platform used a text input box that followed the user for them to enter
their assigned participant identifier (PID). This design was changed to allow any user to remotely
change any other user’s PID. The PIDs were then set to load from and save to a file allowing them

to also be changed prior to a participant’s session.

3.6.5 Setup Button

A number of setup steps must occur prior to a participant interacting with a visualization in
this system. Most of these steps involve the removal of unnecessary visuals or objects from the
environment. As an example, the representations of other players are removed from the partici-
pant’s instance of the platform when they are not performing collaborative tasks. A setup button
was added to minimize the number of steps a researcher or a participant needed to take before the
experiment can start. This button is shown on the top right of the menus in Figure 3.15. The setup
button removes any controls or objects that are not used during the experiment. It removes all rep-
resentations of other players and places the visualization in the center of the image targets (if done
after recognizing them). The image targets were three letter paper sized images that were printed
and placed on the desk in front of users. These image targets are used to synchronize the environ-
ment across devices so that when collaborating in person, both people see the same placement of

items. This process is further detailed in Appendix A.3.

3.7 Wizard of Oz Capabilities

This environment was developed with the goal of being able to use it to run Wizard of Oz (WoZ)
style studies. In a WoZ study, a human acts to recognize the participant’s inputs and triggers system

responses accordingly. This allows researchers to test interactions that are not yet implemented.
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In this system, the wizard has access to the same controls as the participant as well as a control
menu that offers deeper access to all running sessions of the platform. The control menu can be
used to adjust the coordinate synchronization location of another user. When the wizard uses the
Unity editor instead of an AR or VR HMD, they may use the built-in translation, rotation, and
scale tools that unity provides when viewing a scene. These controls offer a more precise means of
interaction than the ray-casts. It should be noted that positioning 3D content using the editor can
be more difficult due to the challenges of 3D navigation in a 2D environment. Even so, the Unity

editor controls provide a more precise means of translating or rotating objects on a single axis.

3.7.1 Control Panel

A control panel menu is provided in the environment for the wizard or researcher to use (Fig-
ure 3.17). This panel can be disabled from loading in participant sessions. It can also be removed

from the environment at run-time.
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Figure 3.17: Extended control menu provided for the wizard and researcher.

100



Session management The wizard is able to set their own PID by pressing the top button in the
first column of Figure 3.17. In the same row of buttons, they can load/remove the visualization,
load the base level (e.g., the entry point), and set up an elicitation study. Loading the entry point
removes any virtual content that is not necessary for the base experimental environment (e.g., a
loaded image target). Pressing “Set up Elicitation” causes all other user’s instances of this environ-
ment to remove any interaction tools deemed unnecessary for an elicitation study. These include
object manipulation controls and menus.

The wizard is also able to force VR-HMDs to scan for new controllers by pressing the “Get De-
vices” button. This is beneficial in cases where a new input device is connected but not recognized
as connected. The wizard can also hide or show controller models on all other clients by pressing
the “Toggle Controller Models” button. Similarly, the wizard can remove all extra visuals (i.e.,

user visual representations) from other user’s environments by pressing the “Hide Extras” button.

Photon Controls The wizard is able to connect and disconnect from Photon, which is the net-
working backend for this system. This allows them to test interactions locally and to test issues
with internet connectivity. Additionally, the wizard can check a ten message average ping using the

“Latency Check” button. The system’s networking implementation is covered in Appendix A.3.

Anchor Management When the “Remote Client Tools” button is pressed, an additional toolset
is loaded, shown in Figure 3.18. This tool-set is used to change a single user’s coordinate syn-
chronization anchor rotation and position, to remove player trackers or visuals, and to change their
PID. These controls are used by selecting the desired user from a drop-down and using the text
entry fields or pressing the “Remove selected player trackers” button. Using the text entry fields

changes the desired user’s coordinate synchronization point or PID.

Annotation management In addition to being able to use the standard annotation interactions,
the wizard is able to load, remove, delete, and save all annotations. These controls are shown in

the second column of the menu in Figure 3.17.
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Figure 3.18: Controls for managing remote user’s coordinate synchronization anchor, PID, and visual rep-
resentations.

Logs A debug log and a photon log can be generated using the two log buttons shown in the
fourth column of Figure 3.17. The debug log shows all messages that are sent to the console (left
side of Figure 3.19). This log can show the wizard or researcher what errors are being printed
while wearing an AR or VR HMD. The development console that would normally display these
messages 1s not accessible in AR or VR HMDs. These logs provide a better level of debugging
ability to researchers. The other log provided is a Photon log where key network information is
displayed (right side of Figure 3.19). This includes the number of connected devices, current ping,
names of other users, and internet connection status. Both logs are scroll-able text menus with a

label, follow user button, and exit button (Figure 3.19).

3.7.2 Remote User Presence

When the human “wizard” acts as a recognition system for participant inputs, the wizard must
quickly determine what the participant’s intended command was and execute it. Navigating a 3D

visualization can be complicated and watching a video stream of the remote user alone is often
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Figure 3.19: Log windows for the debug (left) and photon (right) logs.

not enough to make these predictions at speed. Several user presence visuals were added to the
platform to improve the wizard’s ability to interpret participant interactions (Figure 3.20).

Any connected platform will spawn a labeled “user representation” with location and rotation
based on the user’s head position (Figure 3.20). VR user’s controllers are shown as models that
match the positions of the actual VR controllers relative to the visualization. When someone logs
into the platform in AR, the wizard is able to see red, green, and blue lines that represent the
AR user’s right-hand ray-cast, gaze direction, and left-hand ray-cast respectively (Figure 3.20).
These lines will load an additional small green sphere and place it at any place a player ray-cast
intersects with an object. This way a participant can say “move that” and the wizard will know
what virtual object “that” is. In Figure 3.20, the remote HoloLens 2 user’s right hand is pointing at

ared sphere. The red line represents their ray-cast and the green sphere is the ray-casts intersection

with the sphere object.

3.7.3 Wizard Interaction Feedback

To reduce interaction differences between a local user and a remote user (e.g., the wizard), the
same visual interaction feedback is played for all connected parties. This means that when any user

moves an object, all users can see both the visual feedback for translation and the object moving.
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Figure 3.20: Labeled scene showing a remote HoloLens 2 user and a local player. The viewpoint is that of
a third user.

3.8 System Design Conclusion

This system was designed to be usable by researchers working in different areas of IA (i.e.,
interaction design, annotation use, visualization markup). It is compatible across platforms allow-
ing AR/VR comparisons. It can be used by multiple parties at the same time allowing for remote
and co-located collaboration studies and elicitation studies and further enables cross-device col-
laboration. Another benefit of this system is its ability to save an intermediate state which can be
loaded at a different time or by a different user. This allows researchers to investigate asynchronous
collaboration and annotation re-visitation.

The next step in this system’s development was to conduct a between-group usability and
comparison study with both AR and VR users to provide insights both on how users interact in the
environment and areas for improvement. This study identifies differences in how users navigate
AR versus VR; differences that will assist developers in determining which interaction techniques

are transferable between AR and VR systems.
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Chapter 4

Cross Device System Evaluation

This chapter covers the AR-VR interaction comparison experiment conducted using the IA
system discussed in Chapter 3. There is limited work examining interactions in IA environ-
ments [10, 11, Chapter 4] and even less exploring how people interact in an IA environment when
using an AR-HMD. This study is one of the first works to implement a complex IA environment in
both AR and VR. Leveraging that novelty, this is one of the only works that compares how users
interact in IA environments while in AR vs VR. The results of this work provide insights into the
paths forward for IA interaction research based on the compared user experiences between the two

devices used (e.g., AR, VR).

4.1 Methods

This multi-platform [A system with annotation tools was developed and improved over the
course of eight iterative design sessions spanning over 3 semesters of development. After those
iterative sessions, four pilot studies were conducted to further refine the environment and research
design. The pilots examined how people navigated the environment, what tasks they were capable
of doing, and what tools would be used in the environment. After final changes were made to the
system based on those pilots, 12 volunteers participated in an AR-VR TA interaction and tool use
comparison study. These volunteers were randomly split into two groups of 6. Each group was
assigned one device, either a VR-HMD or an AR-HMD. During this experiment, participants used
provided tools for the analysis and annotation of a 3D scatter-plot. These tools include 5 types of
annotations. A trash bin was provided to delete unwanted annotations and an “annotation station”
was provided that participants could use to generate annotations and to change the visualization

axis mappings.
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4.1.1 Experiment Design

Sessions were conducted individually in a lab hosted by the university. Participants would
arrive at the lab and were asked to sit at a 36-inch in diameter round table. On that table was a
black mat with three image targets that were used by the system to align virtual content across
devices. These image targets were each the size of letter paper. Each one had an image printed on
it, these images were of wood chips, rocks, and asphalt.

Participants were given an informed consent form. After reading and signing the informed
consent, participants completed a demographics survey, the short graph literacy scale, four ques-
tions about scatter-plots, and the VZ-2 paper folding test. After completing the pre-study forms,
participants were told about the experiment at a high level and donned either the AR or VR HMD.

Once the environment was loaded onto their HMD participants completed an un-timed inter-
active training session during which, the researcher explained the environment. This training first
covered loading, placing, adjusting, and locking the visualization, trash bin, and annotation station.
Participants were asked to place these objects where they were comfortable with interacting with
them acknowledging that object placement could be changed at any time.

After participant’s work space arranged their workspace, they were told how to change the
dimension mappings on the visualization (i.e., changing the x-axis). Once they felt comfortable
changing mappings, the five provided tools were explained in order. These tools were the details
on demand tool (DoD), the mean/median plane (centrality tool), a text box, and two highlight
volumes. Participants were told that they could ask questions as they encountered them.

After the training session participants had phase one of the task explained to them. During
phase one, they were instructed to navigate the visualization, examine the data, interact with the
tools, and to generate questions about the data that could be asked to other users. Phase one lasted
15 minutes or until the participant asked for the next phase to be started.

Phase two was started at the end of phase one. Phase two consisted of a 15-minute session
where the researcher would ask the participant questions about the dataset. These questions were

always read by the experimenter and were repeated any number of times requested. Phase two
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ended once participants answered all questions, once 15 minutes had elapsed, or when they re-
quested to end the session. The main goal of this study was to observe how people interact with
the environment, not to measure the accuracy of responses to these questions.

After the experiment, participants removed the HMD, completed a NASA TLX survey, and
then answered questions in a semi-structured interview where the same set of questions were asked
to each participant by the researcher. This was followed by any additional questions that arose out
of the participant’s responses or interactions while in the environment.

Participants were asked to think out loud during all phases of the experiment. Questions about
interactions were always answered directly. Questions about how to get the answer for questions
during phase two were given as hints indicating possible approaches to solving the question (i.e.,
what tools or settings could be explored). This choice was made to facilitate more interaction
between the participant and the environment. As a result of this choice and the choice to ask varied
difficulty questions the correctness of answers is not assessed.

The visualization used in this experiment was a scatter-plot graph showing a dataset containing
the nutrition information of cereals. Some examples of this data include the dietary fiber or fat
content that a given cereal has. This dataset was chosen for its simplicity and accessibility of

subject.

4.1.2 Questions Asked During Phase 2

During Phase 2 of the experiment, participants were asked questions about the data represented
by the visualization. The goal of these questions was to increase participant engagement with the
system and to create a reason for participants to use the tools provided by the system. These ques-
tions were typically asked in the same order but could be asked in a different order if participants
were struggling to answer them and could be repeated as necessary. If participants were struggling
to answer a question, possible approaches to solving it were provided. This might look like sug-

gesting that the participant changes the color/size mapping. If participants still struggled, another
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clue would be given with more detail, an example being “try looking at the visualization with the
color/size mapping to size fat”.

The first question asked to all participants was, “What manufacturer has the fewest cereals
represented?” The visualization shows one manufacturer that has a single cereal represented. The
rest of the manufactures had four or more cereals shown.

If participant’s answer to this question and others asked were nearly correct or was correct a
more difficult question would be asked. An example of a nearly correct answer for that question
would be naming the manufacturer with the second-fewest cereals produced. More difficult ques-
tions required comparison between two visualization states, identification of trends in the data,
or required making inferences based on the data. The full list of structured questions asked is
provided in Appendix A.2.

If participants were unable to answer the questions asked, they were asked “What is the highest
sugar content contained in the scatter-plot” in place of a more difficult question. This question only
required finding the highest value of a single axis of the visualization. If participants were unable
to answer that question they were asked what the lowest value shown for one of their currently
displayed axes.

These questions were not graded and the accuracy of their answers, they were only used as a
mechanism for increasing participant engagement with the system. Asking the same set of ques-
tions during this task could have caused more disengagement in participants that were struggling
to answer them. Due to this design, the accuracy of these questions is not assessed. Instead, the
number of answered questions and the total time spent answering questions is compared between

participants.

4.1.3 Participants

All participants were recruited using word of mouth and university email lists. In total, 21
participants volunteered to be a part of this research. These volunteers each participated in one of

the following three types of study: iterative design, pilot studies, or the AR/VR comparison study.
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Iterative Design

Five people, 2 females and 3 males participated in the iterative design sessions. Early volun-
teers participated in multiple design sessions allowing them to learn more about the environment
and more thoroughly critique the system. Participants in later design sessions only completed a
single session to more accurately capture the feelings of a new user to the system. The goal of the
early iterative sessions was to polish the IA system to a usable state before running pilot studies.

No demographic information outside of gender was collected from these volunteers.

Pilot Studies

Four volunteers participated in the pilot studies. These participants consisted of three males
and one female with a mean age of 22.75 years and a standard deviation (SD) of 1.5 years. All of
these participants were computer science majors that were either late in their undergraduate studies

or early in their graduate studies.

AV/VR Comparison Study

Of the 12 participants in the AR/VR comparison study, two were volunteers, five were given
$20 in gift cards, and five received in-class credit for their participation. The two volunteers were
offered payment but turned it down for personal reasons. These participants were randomly split
into two groups. All participants confirmed that they were comfortable interacting with 2D scatter-
plot charts and had normal or corrected to normal vision. The sample size of 12 participants was

grounded in the common sample sizes of prior observational work [20,119-121].

VR Group The VR group had an average age of 21.5 years with a SD of 3.99 years. Five
participants had used an AR headset for 30 minutes or less prior to this experiment. All were
right-handed. Two participants indicated that they played VR games. One participant played VR
games for 3 hours a week and one played them for 1 hour a week. The VR group consisted of 5

females with 1 male.
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AR Group The AR group had an average age of 25 years with a SD of 4.78 years. Three
participants had used an AR headset for 30 minutes or less prior to this experiment. Four were
right-handed. Two participants indicated that they play VR games for 1 hour a week. The AR

group was composed of 5 males and 1 female.

Gender Imbalance There was a gender imbalance between the AR and VR groups. Ten males
and two females were originally scheduled from this study and were semi-randomly split into an
AR and VR group. This process was semi-random because gender was balanced between the
groups, but within each reported gender participants were randomly assigned a group. Of these
participants, seven either canceled their sessions or never showed up for their sessions. This caused
a second round of word of mouth and email recruitment to be done. At this stage, the AR group
was nearly complete having run one female and four male participants. One of the volunteers from
the later recruitment was placed as the final member of the AR group and the rest were assigned to
the VR group. This change in participants caused the resulting AR/VR groups to be either male or

female-biased.

4.1.4 Apparatus

This experiment was conducted using two different platforms. For the VR group, participants
used an HTC Vive Eye Pro. The Vive was connected to a Windows 10 computer with 32 GB of
RAM, an Intel 19-9900k CPU (3.60 GHz), and an Nvidia 2080ti with 14 GB of memory. The AR
sessions were conducted using a Microsoft Hololens 2. The system was developed using Unity
version 2019.2.18f1, the MRTK version 2.5.1, Vuforia version 9.6.3, and the IATK [1]. This
platform was developed on a Windows 10 computer with the same specifications as the computer

used for the VR group.

4.1.5 Surveys Used

The Short Graph Literacy Scale was administered to all participants [122]. This scale con-

sists of 4 questions that can be used to assess graph literacy and understanding. These questions
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asked participants to interpret of a bar chart, a pie graph, a line graph, and pictorially represented
quantities. These questions were taken from the full 13 question Graph Literacy Scale which was
validated on 495 German citizens and 492 United States citizens [123]. The short version was de-
termined to be a psychometrically valid method for assessing graph literacy based on an ANOVA
comparison done using the same data as the original study [122].

Four additional questions specific to this experiment were added to the scale. Those questions
asked participants to interpret a scatter-plot and provide the second-highest value, the correlation
type, and the number of points above a set value. These questions were designed to mirror ques-
tions asked during the experiment. The short graph literacy scale with these questions is referred
to as the SGLS+. Instructions for accessing the original SGLS and images of the three addition
scatter-plot questions asked are provided in Appendix A.4.1.

All participants completed the VZ-2 paper folding test. This test assesses visual and spatial
reasoning skills by having participants determine where a hole(s) would appear in an unfolded
piece of paper when a pencil is pushed through a folded piece of paper. This test consists of
two three-minute sub-tests. The paper folding test, or hole-punch test, was originally introduced
in the “Kit of Factor-Referenced Cognitive Tests” in 1976 [2] and has since been used by many
researchers [124], including those in researching IA [120, 125, 126]. The version of the paper
folding test used here is provided in Appendix A.4.2.

At the end of a session, participants completed a NASA Task Load Index (TLX) to measure
their perceived workload when interacting with the IA system [35]. The NASA-TLX is a survey
used to rank perceived workload across six subcategories; mental demand, physical demand, tem-
poral demand, performance, effort, and frustration, which are then combined to create an overall

score [35].

4.2 Data Collection

Video data was collected using a web camera that was set up in front of the participant and

by using the HMD’s onboard cameras. This video captured the participant’s speech and an exo-
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centric view of their body. Video from inside of the running system was captured from the point of
view of the participant. This video included the virtual environment and in the case of AR the real
environment. Because capturing video in AR is prone to error or disconnection, an additional video
of the participants’ interactions in the environment was recorded from the perspective of another
user. That video was only used in the times where the AR video was not collected due to an error.
All participant commentary was collected using a microphone that was recording alongside the
video. Open Broadcaster Software * was used during the sessions to merge the different video and
audio streams into a single .mkv output. This merged video showed a set of four labeled videos
that were arranged in a two by two grid. These videos were synchronized and represented the
environment video, the webcam video, the device video, and in the case of AR, the backup video.
This merged video allowed viewing of all videos streams in a single media player, preserving their
time alignment.

The IA system automatically collected log data for all events in the system including any object
manipulations, participant movements, scatter-plot changes, and annotation tool interactions per-
formed. This data was recorded with a row for every event that occurred during a session. These
rows were timestamped as <YearMonthDate-HourMinuteSecondMicrosecond>. The rows always
included what the event was (i.e., translation), who initiated the event (i.e., the participant), the
object affected (i.e., the visualization), and the current state of that object including its position, ro-
tation, and scale. These logs were output as CSV files that were actively written while the session
was running.

The NASA TLX, SGLS+, and demographics surveys were collected on a computer and saved

as .csv files. The paper folding test was administered on paper and later transcribed to a .csv file.

4.3 Data Preparation

Video data was watched by the experimenter while taking notes of comments made by partici-

pants, how the participant was interacting, what the participants were struggling with or excelling

“https://obsproject.com/
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at, and the timestamps of all major events (i.e., session start, phase one start). The merged videos
were watched using DaVinci resolve 17 '° a free to use video editing software that allows play
speed adjustment, rewinding, fast-forwarding, and the partitioning of videos. Notes were recorded
in a text editor.

Log data was combined across participants and cleaned using R in combination with R-Studio .
The cleaning process involved removing any actions not made by the participant. Most commonly
these actions showed up as rows that were logged when other parties joined the session. In the
case of AR, when the VR-HMD loaded the environment to record the backup video, a number of
system events were triggered. These events were removed from the data by removing any rows
that were not initiated by the AR-HMD using the event “caller” number. In VR, the participant did
not directly load the environment because it was an application on the experimenter’s computer.
In these cases, the experimenter would start the session just prior to the participant arriving. This
caused log data to be generated using the same caller number as the participant. These rows were
removed by removing any rows that had a time difference of more than five minutes between them.
All motions in this system including those of controllers and headsets generate a row in the data.
This means that there were no time gaps larger than a few seconds between rows allowing removal
of these initial rows and any tailing rows. Tailing rows occurred after the participant takes off the

headset but before the system is shut down.

4.4 Data Analysis

After being cleaned, the log data was used to generate files for each type of manipulation
(i.e., translation). Within a file, the data was averaged over participants and objects such that the
position log included a row for each participant and each object type. Object types were annotation,
visualization, and other. Other covers the annotation station and trash bin. In total this generated

12 (participants) X 3 (objects) rows of data. To ensure consistency between sessions with different

10https://www.blackmagicdesign.com/products/davinciresolve/

"https://www.rstudio.com/
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time durations, interaction data was divided by the total time of the session. This data is reported
here and includes information like the average degrees of visualization rotation per minute for a
given participant’s session. Another file was generated with the aggregated data of the visualization
state changes. This data was a binary true or false for whether a participant had used that graph
state or not. The NASA TLX, SGLS+, and paper folding test data were interpreted using the
average per system used (i.e., AR, VR) and per participant. Each of these files consisted of a row
per participant and a column per feature. For the visualization state log, this produced a 12 row by
14 column dataset. There was one column for each dimension mapping available and one row for
the participant ID.

Results are reported using box and whisker plots where possible. The mean and SD values for
data are provided for numeric data. This was done to maximize the transparency of the reported
data. This environment is unfamiliar to participants and there is limited prior work in this area.
This data includes wide variations between users within an individual device and between the two
devices. This data was not interpreted using more in-depth statistical analysis due to the limited
sample size and variation between individual’s interactions.

Participants in the AR group fall into two categories. There were three participants that com-
pleted the full experimental sessions, interacted with most or all of the tools available after the
training session, were able to answer questions about the data set during the second phase of the
task, and viewed most or all of the possible states that the scatter-plot visualization could be set
to. The three other participants ended at least one phase of the experiment early, were unable to
answer most questions asked, and struggled to navigate the environment causing most visualiza-
tion states to not be used. These two groups are referred to as the top performers and the bottom
performers. In the VR group, there was not as clear of a division of abilities. As such the top and
bottom performer labels are only used in the AR group. The three bottom performers were not
labeled as outliers due to the limited information available on user performance and interaction in

AR TA environments.
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4.5 Results

4.5.1 Iterative Design Sessions

The results of the iterative design sessions were worked into the environment prior to running
the pilot studies. The first few iterative design sessions led to the implementation of buttons over
drop downs for graph navigation, visual feedback for manipulations, audio feedback for manipu-
lations and button presses, and a more streamlined experiment set up where participants need only
press three buttons to set up a session in AR and 2 buttons to set up one in VR. These improvements
emerged from participant commentary on what they were struggling with when interacting with
the system. More details on the changes made to this system out of the iterative design sessions is

given in Chapter 3.

4.5.2 Pilot Studies

The pilot studies were beneficial in determining the direction of the experiment and the refine-
ment of several of the tools used in the environment. The suggested improvements from the pilot
studies were incorporated into the system prior to running the first participant of the full AR VR

comparison study.

Changes to the Instructions The first 3 pilots used video instructions to train participant on
how to use the environment. These instructions were 7 minutes long and covered all aspects of
the environment that participants would encounter. These participants were unable to remember
most of the system functionalities by the time they loaded the environment, causing them to ask
for guidance on how to navigate the system. These participants reported that there was too much
information for them to retain from the video instructions.

The solution to these complaints was to provide an interactive training session in the envi-
ronment where the researcher went over each system functionality with the participant while the
participant performed the actions being explained. This was tested during the last pilot and found

to improve the participant’s understanding of the environment during the experiment seen by a re-
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duced count of interaction questions asked and an increased use of the tools available in the system.
Even so, that participant still asked questions about interactions in this environment indicating that
the interactive training improved the participants ability to navigate the system, but also that the
system was complex enough that users may not be able to perform all actions in the system after
a single training session. Interactive training was used in the full AR VR comparison study and

participants were told they could ask questions whenever they had them.

System Control Improvements While interacting with the system, pilot participants commented
that returning the visualization to a level state using the provided manipulation handles was diffi-
cult. They did not want to adjust each axis individually. To resolve that a button was added that
would automatically level the visualization in reference to the real world ground.

A second common struggle observed during the pilot studies occurred when participants at-
tempted to press the buttons on the provided annotation station. When participants used the se-
lection interaction on their device to execute a button press, it was likely that their hand would
move a little. If participants were not mindful of this movement, the system would interpret it as
a move command cancelling the button press command. The issue of accidental movement was
also observed when participants attempted to interact with an object above the visualization (i.e.,
a highlight cube) but missed the object and grabbed the visualization instead. To resolve both of
these issues a lock button was added to the system that would disable translation interactions on
the annotation station, visualization, and trash bin. This drastically improved participants ability
to press buttons and reduced the number of accidental chart movements that occurred.

These buttons were added to the participants’ button menu after the second pilot, allowing them
to be tested in the latter two pilot studies. The participant button menu also housed the buttons used

to set up the experiment and center the visualization.

Wizard of Oz Design The pilot studies used a WoZ design where the participants were able to
use the same ray-cast controls as in the full study and were told that the system had speech and

gesture interactions as possible inputs. It was important to allow participants to use basic inter-
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actions in this environment to increase their immersion and their belief that they were interacting
with a fully functional system. Some interactions in 3D space are difficult to emulate as a wizard.
One example of this is seen when trying to move an object along a path specified by the user. This
path specification will be different from the path that the wizard actually moves the object because
of the difficulties found in moving objects in 3D space and in interpreting participant intent in a
complex environment. Allowing participants to control object movements resolved that concern.
Other commands, like changing and axis or loading a tool, are easier for the wizard to execute.
The combination of live interactions and wizard interactions was intended to maximize participant
engagement and reduce some of the participants’ difficulties with graph and object management.
Participants were told that they could use additional inputs to interact with the system (i.e., ges-
tures, speech) during the video instructions and during the session. These controls were brought up
a second time after participants donned their HMD. None of the pilot participants used commands
that the wizard would need to interpret. In actuality, telling participants about how they could use
these non-standard inputs confused them. With no pilot participants using the wizard for input
recognition and with the difficulties participants already had understanding how to use the basic

interactions in the system, the WoZ design was removed from the final experiment.

Mid-Air Pen Changes A line drawing tool in the form of a VR-Pen was originally included in
this study. This tool allowed participants to draw lines on physical surfaces or in mid-air. Two of
the pilot participants used the mid-air pen. The other 2 participants only used the mid-air pen at
the conclusion of the session after being prompted to by the researcher.

The first participant used the pen frequently at first, but stated line size should be smaller to
more closely resemble a normal pen. Out of this the pen size was reduced. The second major issue
encountered during the first pilot session was the accidental drawing of small marks which would
then occlude objects behind them, thus preventing those objects from being selected. The issue of
occlusion was resolved by removing the larger ray-cast collision bounds on the drawn line leaving
only a small ray-cast collision bound that matches the actual placement of the line. When the line

was intersected with the ray-cast the larger bounding volume with manipulation controls would
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appear. The next improvement made was to remove line segments that were 12.7 millimeters or
smaller automatically to reduce the number of accidental marks on the visualization.

The second participant to use the pen attempted to write a note but was not able to use small
enough hand writing due to a combination of the difficulty of writing in mid-air and the system
not accepting pen strokes smaller than 12.7 millimeters. That participant did not use the pen again.
In response to this occurrence, the minimum line size was reduced from 2.3 millimeters to 0.0635
millimeters.

The final two participants noted that the pen worked after being prompted to use it, but that
they would not use it in this environment because making marks in mid-air did make sense to
them. Those participants believed that marking paper made more sense than drawing in a virtual
environment.

Ultimately the mid-air pen was removed from the final study design. This decision was based
on the limited use of the pen during the pilot studies and the difficulties that participants had
learning the other annotation tools in the system. Removing the pen tool reduced the complexity
of interacting in the system and allowed participants to have both hands free where with the pen

they would need to have one hand on the pen or place it somewhere on the desk in front of them.

Annotation Tool Improvements Over the pilot studies, participants voiced interest in a tool
that could count the data points in a given area of the scatter-plot. This tool would help them
overcome some of the difficulties faced when counting objects in 3D space where object depth can
be hard to determine. This feature was added to the highlight volumes which already had access
to that information due to their need to highlight the points encapsulated within them. With this
addition the highlight volumes displayed a text label above them that showed the count of points
encapsulated inside of them.

Originally, the details on demand tool generated tick marks that attached to the axis and
matched it’s position in the data. This provided a way to see the position and depth of the DoD
tool when using it inside of the visualization. It also allowed participants to mark points on the

axes by placing the DoD tool near them. In the pilot studies, one participant found that seeing the
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information for the actual data point in the scatter-plot nearest the DoD tool was more beneficial
than seeing the data for the location of the DoD sphere on the tick marks. To facilitate that the tick
marks generated by the DoD tool were changed to match the location of the real value data point
nearest the DoD tool.

The last change to the annotation tools was done to the centrality planes. These planes have a
button panel on their lower left side. This panel had the controls for changing the axis and centrality
metric that the plane was set to. If the plane was set to the y-axis or z-axis the panel would face
either up or left making interactions with it from the front of the visualization difficult. In response
to that, this panel was set to face the users head position so that they could always press and see
the panel. The plane would still orient its self along the axis that it was set to such that when set to

the y-axis the plane face was parallel to the bottom of the visualization.

4.5.3 Paper Folding Test

The VR scored slightly higher than AR group for spatial reasoning ability with lower variation
in their scores. The mean score for paper folding test in the VR group was 74.14% with a SD of
12.39% where the AR group had 72.50% (SD 20.36%). The AR group score variation was caused
by two participants receiving low scores, one receiving a 50% and the other a 40%. The lowest
two scores in the VR group were a 55% and a 65%.

The participant that scored the 40% in the AR group was one of the 3 top performers in that
group while the participant that scored the 50% was one of the 3 bottom performers. These dif-
ferences in performance indicate that spatial reasoning may not be a strong indicator of participant

ability to interact in this environment.

4.5.4 Short Graph Literacy Scale Plus

On average the AR group scored higher than the VR group at both the SGLS and the 3 addi-
tional scatter-plot questions. The scores for the SGLS were 92.86% (SD 11.29%) for the AR group
and 75% (SD 14.43% ) for the VR group. The scores for the 3 additional scatter-plot questions

were very close between the two groups. Four out of six people in the AR group scored 100% and
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two out of six scored 66.67% where half of the VR group scored 100% while the other half got a
66.67%. This brought the average score for the AR group 92.86% (SD 15.06%) and the average
score for the VR group 83.33% (SD 16.67%).

In the AR group there were top and bottom performers that scored 100% on both sections
of the SGLS+. The AR group outperformed the VR group at the SGLS while also having more
participants struggle to finish tasks in the environment. This indicates that the SGLS and the
additional 3 scatter-plot questions may not provide a clear signal of a participants ability to navigate

stereoscopic IA environments.

4.5.5 Experiment
Time Spent in Environment

The AR group spent more time in the training portion of the experiment and less time in the
rest of the experiment (Figure 4.1). This was caused by participant request to end either phase one
and/or phase two early. Typically these participants seemed less comfortable in the environment,
and were less likely or less able to answer questions asked about the visualization. This was most
seen in two participants of the AR group who both indicated that they wanted to end both phase
1 and phase 2 early, most likely due to their difficulties with interacting in the system. These
participants struggled to correctly select or interact with objects in the environment, causing their
inclusion in the bottom performer group.

Other participants in the AR group ended the sessions early but only by a few minutes each.
Two of these participants stated that they could not generate more questions to ask about the data,
indicating they wanted to move on to phase 2. Participants in the AR group also struggled to
answer questions during phase 2. After failing to answer 4 questions in a row two participants
became very disengaged with the task, stopping their interactions with the visualization. The VR
group had less deviation in their times and did not have anyone request to end a session early.

Participants in the VR group finished the training phase in 8:14 minutes on average compared

where the AR group took 12:53 minutes on average. One participant in the VR group skipped
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four of the questions asked which resulted in a phase two duration of 12:06 minutes. Another
VR participant answered all questions in under 15 minutes ending phase two in 13:08 minutes.
Interestingly two of the VR group participants chose to stay in the environment longer than 15
minutes during phase 2. One of these participants was interested in the environment and the other
was determined to answer the last question asked. These two participants stayed in phase 2 for
23:18 and 17:56 minutes respectively.

The bottom performers in the AR group exhibited similar tendency’s as each other. Bottom
performers took nearly twice as long as the top performers to complete the training session (16:43
minutes compared to 9:03). They also spent less time in the first and second phase, often stopping
all interactions with the visualization and system towards the end of each phase. The top perform-
ers in the AR group and all of the VR group continued interacting with the environment until and

at time past when the phases ended.
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Figure 4.1: Times that participants spent in different portions of the experiment by device condition.

Phase 1

During phase 1 participants were asked to generate questions about the dataset and to explore
the dataset. The only constraint given was that these questions needed to be ones that could be
answered using the tools provided by the system. Only two participants in either group generated
questions. In the AR group these participants generated 9 and 4 questions where in the VR group

they asked 1 and 4 questions.
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The AR participants were much more likely to stop interacting with the visualization during
phase 1, seen with the three bottom performers. These three AR participants became frustrated
with the system and chose to not ask questions about the data. These participants also interacted

with the visualization and tools less than was seen in rest of the AR group and all of the VR group.

Phase 2

During phase two participants were asked questions by the researcher. These questions were
repeated any number of times and could be skipped by participants. Easier questions were provided
to participants that were struggling to use this environment in order to encourage more interaction
with the system. The maximum number of questions asked was 11 with a minimum of 3.

In AR participants answered an average of 5.83 questions (SD 2.67) where in VR participants
answered an average of 9.5 questions (SD 1.26). Participants in the VR group were able to answer
more questions than the AR group even when only the top performers from the AR group are
compared in isolation. These top performers answered an average of 8.33 questions (SD 1.25).

Three AR participants were unable to answer multiple questions causing the session to end
early, these participants answered 3, 3, and 4 questions. One participant in AR skipped 3 questions
resulting in 8 answered questions and ending phase 2 early. In VR all participants continued to
answer questions until the end of the session or until 11 questions were asked. One participant in
the VR group chose to stay in the environment longer to answer the final question asked resulting
in them staying in the environment an extra 8:18 minutes.

Participants that were more active in exploring the data during phase 1 were more able to an-
swer questions during phase 2. One participant in the AR group was able to answer one question
based solely on their memory of the scatter-plot. In both groups participants had difficulties finding
the correct approach to answering questions that required comparison across two different visual-
ization states. There were not notable differences in the approaches taken for answering questions

between the two groups.
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4.5.6 Visualization Size

The visualization always began as a .42 X .42 X .42 meter cube. Participants were aloud to
resize the visualization at any time. Most participants would resize it a few times in the beginning
of a session then leave the visualizations scale alone. The average sizes of the visualization over

the duration of the experiment is shown in Figure 4.2.
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Figure 4.2: Average size of the visualization in meters by device used.

The VR group used larger scatter-plots than the AR group with an average visualization size of
.588 meters (SD .191) compared to .502 meters (SD .085). The largest visualization used was 1.01
meters, used by a participant in the VR group. With this size visualization, annotations needed
to be moved further than with a smaller sized visualization. This scale also increased the level of
precision needed when interacting with annotations and manipulation handles. The participant also
placed their visualization further away than other participants. When asked about the visualization
size after the session the participant did not believe that the visualization was that large, possibly
due to the combination of it being both larger and further away.

People across the VR condition tended to sit further back from the visualization and keep
their hands closer to their body. The AR condition could see the desk in front of them and all
participants in the AR group placed the visualization on that desk. Some of the differences in

scale might be caused by the lower field of view provided on AR-HMDs compared to VR-HMDs.
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When using the AR-HMD participants would need to use a smaller visualization to see the entire
visualization at once. No participants commented on the field of view being a contributing factor
to their interactions in the environment.

There was an interaction technique for scaling that was not covered in training. This technique
involved selecting a single object with both hand’s or controller’s ray-casts then either pulling them
apart (enlarge) or pushing them together (shrink). One participant in AR and two participants in VR
found this interaction naturally. Another participant in VR asked if uniform scaling was possible
and was told about this interaction. When the participants that spontaneously discovered this
interaction were asked how they came across it the most common response was that the interaction
seemed intuitive (105, 111, 109). One participant followed up with it was likely due to pop culture

and the Marvel Iron Man movies which featured a interactive mid-air gesture system.

4.5.7 Visualization and Annotation Movement

On average the VR group moved both the visualization and annotations more per minute of the
experiment than the AR group (Figure 4.3). The VR group moved the visualization an average of
.859 meters per minute (SD .716) where the AR group only moved the visualization .334 meters
per minute (SD .344). Annotations were also moved more by the VR group more than the AR
group, with an average movement of 4.05 meters per minute (SD 3.832) and 1.198 meters per
minute (SD .55) respectively. If the participant with the largest visualization is removed from the
VR group, the VR group moved visualizations .682 meters per minute (SD .654) and annotations
2.37 meters per minute (SD .77) which was still more movement than the AR group. With the
VR group sitting further away from their visualization and and using larger visualizations it makes
sense that they would need to move objects further per minute. This is seen in the difference
between moving an annotation across a .5 meter visualization and a 1 meter visualization.

Three participants in the VR group moved the annotation station from where it was loaded
on their left to their right. These were right handed participants. No participants in AR did this.

In VR participants were more likely to place the annotation station above their shoulders where
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Figure 4.3: Left: Average visualization movement per minute spent in the environment, Right: Average
annotation movement per minute spent in the environment. Y-axis units are meters.

in AR the annotation station was placed near the surface of the physical table in-front of them.
Further differentiating the placement of objects in VR compared to AR, likely due to the real-

world affordances seen by the AR group.

4.5.8 Visualization Rotation

In this environment an x-axis rotation is pitch, a y-axis rotation is yaw, and a z-axis rotation
is roll. Figure 4.4 shows the differences between rotations in degrees per minute (Deg/Min) for
the AR group (left) compared to the VR group (right). Rotations about the x-axis were the least
performed rotation for each group with a mean of 12.66 Deg/Min (SD 3.64) for the AR group
and 11.24 Deg/Min (SD 7.10) for the VR group. Rotations about the z-axis were the next least
used rotation at 17.06 Deg/Min (SD 10.06) for the AR group and 13.40 Deg/Min (SD 8.52) for
the VR group. The most performed rotation was yaw or rotating the visualization about the y-axis.
In AR participants performed more yaw rotations with an average of 32.98 Deg/Min (SD 27.90)
compared to 23.19 Deg/Min (SD 10.96) for the VR group.

Participants in AR were more likely to use the rotation handles than participants in VR were.
In place of rotating the visualization, VR participants noted that it was easier to move their head.
One participant added that moving their head enabled changing their view of the visualization on

multiple axis at once where rotations using handles performed single axis rotation. This trend was
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Figure 4.4: Average rotations in degrees per minute performed for each axis by system condition

also observed in the video recordings of the sessions which show that people in AR were more
likely to rotate the visualization to see alternative views where in VR participants were more likely
to move their body to see different views. Most often this head movement included leaning in and
turning to see the side of the visualization; however, 3 VR participants stood up at one or more
points to view it from above.

One participant in the AR group chose to leave their visualization unlocked thus allowing ray-
cast translation interactions. When moving a object rotating the controller or hand causes a roll
rotation which that participant used in place of the manipulation handles. This participant remarked
that it was easier to interact with the visualization this way because they no longer had to use the

handles.

4.5.9 Visualization States

The visualization had 3 axes with 2 mapping options each and 7 color mapping options in-
cluding no color. VR group participants were more likely to see all of the visualization states than
those in the AR group (Figure 4.5). In the VR group there were 3 participants who did not see all
states with 2 of those participants missing one state, and 1 participant missing 2 states. All of the

VR group’s missed states were in the color/size dimension. In contrast to that, every participant in
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the AR group missed at least one visualization state. Two of those participants were in the bottom
performer group and did not view each axis mapping. Most of the AR participants missed 3 or
more color/size mappings with limited differences in color/size mapping use between the top and

bottom performer groups.
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Figure 4.5: The number of visualization mappings seen by participants in the AR and VR groups. Mappings
that were used by all participants in each group are excluded from this figure.

4.5.10 Participant Interactions

Both groups struggled to complete interactions using the ray-cast selection technique. In AR
these struggles were seen twice as people had to move the ray-cast by moving their hand and select
by pinching their fingers. Some users had a difficult time executing the pinch gesture in a way that
was recognizable by the AR-HMD. In VR participants moved the ray-cast with a controller and
selected by pressing a thumb button on the controller. In both groups trigger selection and natural
jitters in arm movement caused inaccuracies in selection.

VR participants tended to interact with further away visualizations and held their hands closer

to their body. The AR group interacted more directly with a closer visualization. With the visual-
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ization being within reach, AR participants often held their hands near the visualization and thus
further from their bodies.

A few participants in the AR group used their finger to press the buttons on the annotation
station, allowing for a closer placement of the annotation station. However, most AR participants
used the ray-cast instead of their finger when interacting with buttons. VR participants placed the

annotation station further away and higher than the AR participants.

4.5.11 NASA TLX

The NASA TLX results are shown for each score category as box and whisker plots comparing
across AR and VR in Figure 4.6. Also shown in that figure is line chart comparison between the
means of the scores for each category (bottom right of Figure 4.6). In general there were limited
differences between AR and VR conditions seen in the plots for frustration (38.33 AR vs 36.67
VR) and overall workload (55.42 AR vs 52.08 VR). These low scores for frustration and overall
workload are interesting when considering the differences in interaction techniques between the
two devices. These scores imply that the selection technique (i.e., button vs pinch) and the ray-cast
movement type (i.e., controller vs hand) did not contribute to widely varied frustration scores.

The physical demand was more varied and slightly higher for the AR group than the VR group
(mean of 46.67 AR vs 30.83 VR). This could be excepted as VR controllers can be used with
less movement that AR mid-air gestures. AR participants perceived that they were using more
mental and total effort than the VR group reported. This difference might be contributed to by the
difference in engagement between the two groups. The VR group interacted with the environment
more fully and longer than the AR group.

Participants in the AR group reported feeling a higher sense of performance than the VR group.
This is contrasted by their actual performance, which was lesser in most categories than the VR
group. Some of these performance differences can be seen in the time spent in the environment.

The VR group felt less temporal demand which may have allowed for greater time spent in the
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Figure 4.6: NASA TLX scores compared between AR and VR conditions. Box and whisker plots are
provided for each score category and a line chart is used to show the difference between the average scores
by score category and condition.

environment. Our speculation is that the AR group could see the real-world, including the experi-

menter, which may have caused them to feel more pressure when interacting in the environment.

4.5.12

Participant Interviews

All participants said that they enjoyed the environment, although many admitted that it was

unfamiliar to them and thus difficult to use. This feeling was more prevalent in the AR group
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where the 3 participants that struggled with interactions in the environment also had difficulties
with answering or generating questions during the task. Participant 104 said that “[This system
was] very different. I have been using 2D all my life so I am very used to it. This was unfamiliar.
It was very fun that it can graph and plot a lot more things than I normally can and I can look at
it from all angles which gave more information than a 2d plot [would]. If I was more used to it
I could get more out of it... Once I have familiarity [with this system] I could draw a lot more
conclusions from it [than a 2D system]”. This comment’s sentiment was echoed across several
participants in both groups.

Several participants in both conditions noted that the system was nice in that they could use as
much space as they want when setting up the visualization and placing annotations. This did come
at the cost of some things being able to be moved very far from the user. In response to that two
participants in the VR group wanted to have a more bounded system.

The VR group noted issues with depth estimation. These participants had a difficult time
determining where on the z-axis points were. These depth issues can be seen in the participant
who scaled the visualization to the largest size encountered in the study and placed it furthest from
them-self, yet were unaware that it was that large or far away. Another VR group participant used
a highlight annotation to check their ability to estimate depth in the environment by counting the
points in an area then using the highlight on the same area to check their count. The AR group
could use real world visual cues to determine the relative positions of things in the environment,
helping mitigate depth perception issues.

The AR group had more concerns with the color mappings, where lighter color points were
more difficult for them to see. One participant in the AR group attempted to construct visual
boundaries by scaling the centrality planes to a large size and placing them as a wall behind the
visualization. This helped them more accurately perceive the colors of the points in the visualiza-
tion. Visual clutter was also noted as an issue in the AR condition where one participant said that
they felt the need to clear out the graph (i.e., remove annotations from) before moving on to the

next question.
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Features Requested

The most commonly desired feature was a tool that could slice the data (e.g., reduce the axis
values displayed) which was requested by four participants. A few participants wanted labels
displayed for the data points and one participant went a step further saying they wanted to be able
to set which information was displayed similar to the size/color mapping.

Interestingly one participant in the AR group and one in the VR group mentioned wanting a
line tool to circle points similar to the mid-air pen that was removed from the experiment based
on the pilot studies. Others requested features including being able to scale the visualization the to
size of aroom (2 in the AR group), trend lines (3), speech controls (1 in the VR group), a button to
remove all annotations (1 in the AR group), and a way to switch between 2D and 3D visualizations
(2).

Two additional tool requests came from the AR group which were 1 participant requesting a
knob or button system for controlling rotations and 2 participants requesting a color picker that

would let them change the color mappings.

Thoughts on Annotation Tools

Details on Demand The DoD tool was well received by participants. Issues with it were that if
was possible to move it too far away from the user. One participant suggested that the tool should
be changed to show a single detail panel and to have the details show for the nearest point if it was
close to one. Another two participants did not like the axis bars saying that they showed to many
details at once. A suggestion for improving the movement of the annotation was to allow locking

it to a single axis of movement.

Centrality Planes Participants thought that this tool was very useful, all liking that it would
automatically provide the mean or median value for a given axis. The most common complaint
on this tool was that it is difficult to select the buttons on it. This was caused by movement of the
ray-cast after the selection action is triggered which caused the objects to move overwriting the

button press command.
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Text Text was the least used tool. Five participants said that they had no need to use it. Other par-
ticipants said that using it was too difficult due to needing to correct mistyped words and needing
to use a virtual keyboard. That participant wanted it to delete full words at a time instead of a letter
at a time when using the backspace button on the virtual keyboard. One participant commented
that the text box would be beneficial in situations where they had to make a presentation on the

data.

Highlight Volumes The difficulties with using the manipulation handles, and in particular, using
them for scaling, was the most commonly mentioned issue with the highlight volumes. The scaling
difficulties made it hard for participants to highlight regions of desired points on the scatter-plot.
Suggestions for improvements included wanting a highlight plane, similar to the centrality planes
and adding a different mechanism for scaling. One participant wanted to be able to uniformly scale

the highlights.

Participant Thoughts on 2D VS 3D Visualization Systems

Participants felt that interacting in 3D was beneficial when they needed to compare across
more than 2 dimensions of data. The bottom performers in the AR group would prefer to use a 2D
system for a general data exploration task, feeling it would be easier to use because they already
had familiarity with it. Another bottom performer noted that they would want to use a 2D system
but acknowledged that a 3D system could provide more information at once. They mentioned
having a hard time visualizing in 3D which made working in 2D easier for them.

The other nine participants said that they would prefer to use a 3D system over a 2D system
for general data exploration. Two of these participants said that they would need more time to
become proficient with the system before they would feel comfortable using it, but after that, they
felt that they could use the system to gain more insights than they could from a 2D system alone.
One participant in the AR condition said that they are a 3D learner which made interacting in this
system easier for them because it fit their natural learning style. One participant in the AR group

had aphantasia, a condition where people are unable to voluntary generate mental imagery. This
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participant said that they ability to manipulate objects in 3D space felt better to them than a 2D

system because it offloaded some of the need to generate a mental image of the data.

System Preference

Participants who had exposure to AR and VR were asked which device type they would prefer
to use with this system. A participant (VR group) noted AR because they can become motion sick
in VR. Another noted AR because they could move around the room more freely than they could
with a VR system. The participant that chose VR did not want to use their hands to interact with
the system, they were in the VR group. The other participants asked were undecided. Common
sentiment was that AR would be better for in person collaboration but that in VR there were less

distractions from the outside world, allowing increased immersion and focus.

4.6 Discussion

At the highest level, these results follow two significant themes. First, in the AR group, only
half of the participants were able to successfully navigate the system while the other half faced
a series of compounding difficulties. Second, there were notable differences in how participants
interacted in the same environment between AR and VR use.

The interaction issues encountered by the bottom performers in the AR group may simply be
the result of early usability testing on a novel system that used uncommon display technologies and
interaction techniques. Early usability testing can be harmful or misleading if done to test new and
unfamiliar interfaces [127]. The example given by Greenburg and Buxton (2008) was the early use
of the radio where the process for setting it up and transmitting or receiving messages was onerous
and likely to cause people to view the device as unusable [127].

This system is not the radio. The difficulties encountered with its use and its potential impact
on society are both lesser. That said, this system was composed of pieces that are new to society.
AR-HMDs and mid-air interactions are only recently becoming more common most prominently
in industrial settings [34]. VR-HMDs have been more widely adopted by consumers, but most of

these consumers are early tech adopters. Neither of these HMDs have widespread consumer use.
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Another unfamiliar feature to users is the experience of viewing a 3D visualization in 3D space.
This involves learning new interaction techniques and new ways to navigate the environment. The
evaluation of this system was done early in these technology’s life cycles.

Most participants were able to learn how to interact with this system, but many still faced
difficulties. We believe that systems like this should be tested, but that the participants involved
may not represent the average citizen. Participants may need to have exposure to stereoscopic
displays and 3D interaction techniques before they can complete experimental tasks proficiently.
Someday, most people will have exposure to the technologies used here, and until then, these
systems should be tested carefully.

With the issues encountered during this early usability testing, we have taken the approach of
not focusing on the correctness of interactions, questions, or answers. Instead, this work focuses
on how interactions were performed and how the environment was navigated. These findings can
help improve both this system and future systems by reducing barriers of use.

We believe that the combination of a complex environment, the optical see-through stereo-
scopic display, and mid-air gesture interactions were the main contributors to the struggles of the
bottom performers of the AR group. Two of the top performers in the AR group had experience
using VR-HMDs, meaning that they have used ray-cast interactions before. This base level of
familiarity with ray-casting may have allowed these experienced users to focus more on the data
rather than navigating the environment itself. The VR group had far fewer issues when interacting

with the system.

4.6.1 AR/VR Display Differences

AR-HMDs and VR-HMDs use very different means of displaying virtual content. In this study,
both devices used stereoscopic displays to render 3D content. When using the AR-HMD, partici-
pants could see the real world through the lenses that were displaying the virtual content whereas
the VR-HMD blocked out the real world, showing instead a boundless virtual environment. These

display differences inherently contribute to the ways that participants interact with the system.
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Participants that could see the real world positioned the visualization on the desk in front of them
and, on average, used a smaller visualization than the VR group. AR participants could also see
themselves as well as the experimenter. In VR, participants could not see any of these things. In
VR, participants could see where their controllers were, which when held, would show their hand
positions but otherwise, visual cues for depth were missing.

Participants in VR, unable to see the desk, positioned the visualization in front of them based
more on personal preference than real-world affordances. This manifested as participants placing
the visualization further away from themselves and at different heights than AR participants. One
VR participant placed the visualization partially under the desk, at one point causing their hand
to hit the desk as they were interacting with an annotation. In addition to being further away, the
VR group’s visualizations were scaled to a larger size than the AR group’s, and the only times the
annotation station was placed at the participant’s right was during the VR sessions.

We believe that the VR group felt more immersed in the environment and encountered fewer
distractions from the real world. On the NASA TLX survey, VR group participants reported lower
feelings of temporal demand and higher mental demand. This combination of scores can be in-
terpreted as VR participants feeling more engaged in the environment, thus encountering more
mental demand, but also being less impacted by perceived pressure to perform.

Conversely, we believe that the engagement of participants in the AR session, where the bottom
performers nearly halted interactions with the system mid-way through the phases, was in part due
to a loss of immersion. Instead of seeing a visual environment that consisted only of the data, these
participants saw a researcher in a room. This perceived environment may have led to their increased

feelings of time pressure and a limited willingness to fully interact with the virtual environment.

4.6.2 Interaction Technique Differences

Using the ray-cast projected line as a 3D cursor made sense in an environment where 3D

objects existed at different distances from participants. Most, but not all, participants understood
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this interaction technique. In both systems, the ray-cast representation and available use were the
same; however, moving and selecting with the ray-cast required different actions.

The movement of the ray-cast was not notably different between the two devices. The ray-
cast for each system had a one-to-one correspondence with the object it was projected from. In
AR, ray-casts were projected from the center of a participants’ hand away from their elbow. In
VR, ray-casts were projected from the controllers. The ray-cast selection technique between the
two systems was slightly more differentiated. Conceptually, both selection methods used a thumb
press. In AR the thumb was pressed to the index finger and in VR the thumb was pressed against
a button below it. It should be noted as a possible confounding factor that the pinch gesture in AR
can be difficult for some people to execute. The user’s hand must be angled slightly in towards the
camera to enable device sensors to see the interaction. This adjustment of the hand does not move
the ray-cast which is fixed more closely to a participants’ wrist than their fingers.

Our leading hypothesis on the cause of the split between top performers and bottom performers
in the AR group is that the difficulty they encountered when learning how to execute the pinch ges-
ture triggered a series of compounding issues for the bottom performers. These bottom-performing
participants had inconsistent successes with the pinch interaction causing them to feel more burden
early in the experiment. This higher burden contributed to them using less effort when interacting
with the system. In a sense, they became disengaged from the task. Their disengagement was
further exacerbated when they were asked to produce questions and chose not to. Later, the dif-
ficulties with selection and limited experience with the system by users’ choice, made finding the
answers for questions during phase two difficult. These bottom performers took longer to com-
plete the training sessions and reported higher feelings of time pressure while in the environment.
The three top performers learned the selecting interaction more quickly which translated to shorter

training times and higher performance with more time spent in the environment.
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4.6.3 Participant Interaction Differences

Participants sat further away from the visualization in VR, making manipulation handles pro-
portionally smaller and harder to target with a ray-cast. In AR, participants sat closer to the vi-
sualization causing the manipulation handles to be proportionally larger and easier to select. This
difference may have contributed to VR participants standing rather than sitting and moving their
heads more to view the data from different angles as opposed to AR participants which remained
seated and used the manipulation handles to view the data. One participant in the VR group con-
firmed this after their session, saying that they chose not to rotate the visualization much because
it was easier for them to move their head than for them to rotate the visualization.

With the visualization being further away, VR participants also more fully utilized their ray-
casts by keeping their hands close to their bodies. In AR, participants kept their hands further out
in front of them leading to higher reported fatigue.

The VR group was unencumbered by the real world, having a boundless virtual space to interact
in. This lack of real-world references and some known issues with depth perception in VR [128]
may have led to the differences in visualization placement and size. Issues with depth interpretation
caused two participants in the VR group to request additional tools that could help indicate the
depth of points in the scatter plot. One participant in VR even used a highlight annotation to check
their ability to estimate depth in the environment by counting the points in an area and then using
the highlight on the same area to confirm their count. Some VR participants encountered issues
with this boundless space where they would move objects too far away from themselves to retrieve,
a behavior that was not seen in AR. One VR participant requested that the environment be given
virtual boundaries to help prevent this complication.

Instead of depth issues, AR participants struggled to see and interpret the colors used in the
environment. When using the color mapping on the visualization, lighter-colored points became
more difficult to see. This led one participant to use the centrality planes as a background to better

contrast the colors of points.
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4.6.4 Time in Environment

VR participants spent more time on average in the environment than the AR group. This was
also true when comparing the VR group to the top AR performers and the bottom AR performers
separately. VR participants completed the training faster than AR participants from both groups.
These training times reflect the amount of time it took the participant to interact with each tool in
the system, suggesting that VR participants picked up tools and features of this environment more
quickly than AR participants.

In phase one, increased time in the environment was not associated with an increased number
of questions asked. VR participants also spent more time in phase one and often interacted with
the visualization and associated tools more than the AR group did. The VR group’s increased
exposure to the environment across both experiment phases likely improved their performance in
phase two.

Increased time spent in the environment may also be related to the immersion that VR partic-
ipants felt. They could not see the outside world, only the virtual environment, causing them to
focus more on the tasks given. This additional mental effort is seen in the differences between the
AR and VR NASA TLX scores. It is unclear why AR participants interacted with the system less,
even among the participants that were skilled at using the ray-casts. It might also be that seeing

the real world kept them from getting fully immersed in interactions with the environment.

4.6.5 Surveys Used

The three surveys used were selected because they measure spatial reasoning and graph literacy,
both required components of this task; however, the results of these surveys did not provide a clear
signal on participant performance. The participants that did poorly with the SGLS+ were not
more likely to do perform poorly in this environment. Similarly, the highest and lowest scoring
participants for the paper folding task both interacted comfortably in this environment, making a

prediction of performance based on it difficult.
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It is possible that high 2D graph literacy does not entirely transfer 3D graph literacy. The
additional dimensions of data displayed may require a different form of graph literacy. In this
environment, the visualization was directly manipulable. The direct interaction with 3D objects
helped participants that self-reported low spatial reasoning (corroborated by the paper folding test
results) to perform well in this environment. One participant commented that the level of direct
interaction better fit their natural learning style. Another participant felt that interacting with the
3D visualization made understanding the data easier for them since they did not have to mentally

compare different 2D graph states.

4.6.6 System Improvements

There are several improvements that could be made to this system based on these sessions and
the participant’s interview responses. In terms of tools, the addition of a slicing function would
make viewing the scatter-plot easier for participants by allowing them to remove unneeded data.
Trend lines were another commonly request tool that would make this environment more well-

rounded for data analysis.

Improvements to Existing Tools

Details on Demand The details on-demand sphere was one of the most well-received tools;
however, some modifications would improve it further. The three forms of information provided
could be reduced to one which would reduce visual clutter in the system. The tick marks placed
by the tool on the axes could also be removed. Most participants did not notice them, and the ones
that did, didn’t find much added value when using them.

The closest point sphere caused some confusion where participants were not sure which sphere
to interact with. One participant suggested that the closet point sphere be removed and its details be
displayed on the DoD sphere in place of the values associated with its current location. With this
change, the sphere would alternate between showing actual data point values and relative position
values. A different color or shape of text could be used to indicate which type of value was being

shown. If this change was made, the data point that the values were being displayed for would
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need to be highlighted. Otherwise, if several points are close together it would be difficult to tell
which one had its values being displayed.

A different approach to implementing the DoD tool would be to attach it permanently to the
user’s hand or controller. That way they could always check values in the scatter-plot without
needing to select the tool. While the DoD tool was one of the most used annotations, removing the

need to generate and select it would streamline that part of interactions with the system.

Centrality Planes The centrality plane’s major limitation were its buttons. They were difficult
to interact with, especially at a distance. These buttons should be made larger to make them easier
to press. They could also be removed from the plane so that they appear as a separate menu when
the participant hovers over a marked area on the plane. This menu could be spawned with larger

buttons where their size would not impact the visibility of the visualization.

Text A different text entry method would improve the functionality of the text box. This entry
method would need to allow easier deletion of full words possibly by using a separate backspace

button that removes a full word instead of a single character.

Highlight Volumes This system should be improved with a new highlight type that is a plane that
can be fixed to one axis or moved freely. The plane would highlight all points on the value it was
set to. This could look like highlighting all cereals with a fat content of 4 grams. This tool would
improve the experience of users that had a difficult time determining where in the scatter-plot a
point was located.

The existing highlights could also be improved with different scale and rotation methods. The
manipulation handle method was difficult for participants to use. In place of handles, a series of
sliders could be used to change the scale of each axis independently. These sliders could appear
in a menu that loads when the highlight volume is selected. Another option would be to provide a
rotation tool that could be used to rotate selected objects. Without the handles, the minimum size

constraint could be reduced allowing users more freedom in how they use the highlight.
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Environment Improvements

The addition of virtual boundaries and visual depth cues would improve the experience of
VR users. These features would help VR users to better understand where they were placing the
visualization and reduce the number of times they move objects too far away.

Adding a color selection tool for setting the color mapping would improve the experience of
users by helping reduce the friction that poorly rendered colors in AR can cause. It would also
allow participants to change the colors to match their preferences and visual ability, making the
tool more inclusive to people with forms of colorblindness.

While not used during the pilots, speech controls for changing the axis mappings would be
an improvement to the system. These commands would remove some of the direct interactions
needed to change visualization states. The menu that participants used to set up the experiment and
to level, center, or lock the visualization could be split into two menus; One menu for controlling
the experiment setup and one for commonly used commands. The commonly used command menu
would have the level, center, and lock buttons in addition to a few others. These new buttons would
include one that removes all annotations from the visualization or all annotations of a certain type,
with different buttons for the different types of annotations.

This system was designed such that annotations were linked to a combination of axis mappings,
meaning annotations made when the axes were fat, sugar, and fiber would disappear when the axes
were fat, sugar, and manufacturer. Annotations would reappear when the axis combination they
were generated on was revisited. A new tool should be added that would serve as a persistent
workspace. Annotations placed in that workspace would not be unloaded when the visualization
changes. This workspace would allow participants to take notes that are preserved across graph

states.

4.6.7 2D VS 3D Visualization Preference

Most participants enjoyed using this 3D system. They felt that it showed more data at once

and was easier to draw conclusions from. The main disadvantage mentioned was that using 3D

141



systems was new and unfamiliar to participants who had spent years interacting with 2D visualiza-
tions. Participants acknowledged that using the 3D system would ultimately yield a more insightful
experience, but that they would need to use the system over time and become more proficient with

it before those benefits were realized.

4.6.8 System Preference

Not all participants had both AR and VR experience. The ones that did, agreed that AR would
be better for co-located collaboration. It would allow people to see each other and the environment
at the same time. VR was found to be better suited for individual data exploration and for remote
collaboration. In VR, the outside world is removed which also removes many distractions from the
system. VR IA systems used in corporate settings could leverage that ability to virtually remove
office workers from their office making their workspaces feel larger than they are.

We believe that video pass-through headsets could provide the best of both worlds. When
using one, the amount of the real-world to shown to users could be adjusted, allowing co-located
collaboration and increased awareness of the user’s surroundings when needed. That video of the
real world could also be removed altogether, creating the immersive experience that VR-HMDs
provide. Video pass-through also provides a richer color space and a wider field of view than can

be displayed in AR, further improving the user’s experience.

4.7 TA Experiment Design Guidelines
This section provides guidelines for other researchers working in this area. These guidelines
are based on the experiences encountered over the development and execution of this experiment.
Introducing people to IA environments utilizing stereoscopic displays was difficult. It took
participants a lot of training and interaction with the system before they were able to navigate it.
Even by the end of the sessions, participants often commented that the system was unfamiliar to
them. Most participants liked it but said they would need more time using it before they could feel

comfortable in it. The difficulty of training participants was one of the reasons that the mid-air pen
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tool was not used. The novelty of this system and the complexity of interacting in it can overwhelm
participants, as seen with the bottom performers of the AR group.

We recommend that researchers plan on performing multiple sessions with participants. Ide-
ally, there would be an initial training session where participants could become familiar with the
environment and interact in an unstructured manner. Then later they could return to complete the
experiment. This would allow more complex interactions to be tested. It would also enable partic-
ipants to have higher performance at the task done during the experiment. If multiple sessions are
not an option, recruiting for prior VR experience may be beneficial. That experience could help
participants more quickly acclimate to the environment being used.

During the training phase, we recommend avoiding video instructions. The participants in this
study gained a better understanding of the system when they were actively engaged and inter-
acting with the system while training. Moreover, we recommend using a VR-HMD for training.
The VR participants were more engaged with the system, interacting more with each tool and the
visualization. This is seen in the lower training times and increased performance of the VR partic-
ipants. Training participants on the system in VR can tap into that engagement and help reduce the

difficulty of learning the system for new users.

4.8 Wizard of Oz Study Design

Our ambition of using this system to conduct a wizard of 0z study was quickly diminished when
pilot participants chose not to interact with the wizard-enabled features. The problem seemed to be
twofold; learning the environment was complicated and the environment was partially interactive.
If the environment was not interactive at all, participants would have needed to interact using the
wizard. However, if this was the case, their interactions would be more forced and participants
would likely be less engaged or less likely to believe that system was functioning.

Providing a training session beforehand on interacting with the system than training on the
wizard enabled controls during the experiment could be another approach to resolving this issue.

With that approach, the wizard capabilities of the system would be more salient in the participant’s
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mind and those participants would feel less overwhelmed with the amount of information provided
at once. This technique needs further examination to assess its merit.

A benefit of a partially interactive IA WoZ interaction elicitation study design is that the inter-
actions elicited can be more complex. Instead of needing participants to produce interactions for
translations or other basic manipulations, they need only produce interactions for complex tasks
such as changing an axis or highlighting a region of the data. This goal motivates us to continue

investigating how to properly implement a semi-interactive WoZ study design.

4.9 Observations

Over the experimental sessions, several interesting themes in user behaviors were noted. Par-
ticipants using the VR-HMD would typically use a larger visualization and place it without regard
to the real-world, often placing it further away than the AR group. This resulted in VR wearers
sitting further away from the visualization and interacting with it from a greater distance (Fig-
ure 4.7). In AR participants would usually place the visualization on the desk in front of them.
Once placed, participants would interact with the visualization closely, often holding their hands
near the visualization(Figure 4.7).

Apart from the visualizations scale and placement differences, there were differences in how
VR users managed and navigated their virtual space. One such difference being that members of
the VR group were the only ones who moved the annotation station from their left, where it was
generated, to their right. With all participants being right-handed, it was interesting that only a
few participants in the VR condition chose to move the most interacted with tool to their dominate
side. Additionally and opposite to our original expectations, VR users were more likely to stand
up and move around to view the data from different angles. These users did not walk around, but
they did stand, lean, and move their upper body to see different views of the data. This was in
contrast to the AR users who were more likely to rotate or move the visualization from where they

were seated.
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Figure 4.7: Top: VR group participant, Bottom: AR group participant. The VR participant is interacting
with a larger visualization from a grater distance. Both participants are seated in-front of the same desk.

In either headset, participants were presented with a boundless virtual space, although in AR
that space was physically limited by the size of the lab used. VR participants found the space to be
too large, preferring instead that artificial boundaries be imposed upon that space. In contrast, AR
participants wanted to have the option to scale the visualization to the size of the room, allowing
them to walk through the data.

Depth perception was a separate issue faced by VR users, manifesting as a difficulties with
counting points in a given area and identifying the location of a point in the visualization. A salient
example of this was seen when one participant counted the points in a region of the scatter-plot
then highlighted the same area to double-check their count against the highlights count. When
asked about it, the participant explained the action by saying that they were checking their ability
to accurately count the points before determining if they needed to use the highlight tool to answer

questions.
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AR participants had fewer issues with counting points, instead, they had difficulties with the
colors rendered. Depending on the area the participant was looking at, the color/size mapping
could make points more difficult to see. One participant use a mean/median plane as a quick fix to
color perception issues by enlarging it and placing it as a backdrop behind the visualization, thus

improving the color visibility.

4.10 Limitations

This work has several limitations. The first is the gender imbalance between the AR and VR
groups. This gender imbalance may have impacted the results causing the differences to be be-
tween males and females and not between AR and VR. We do not believe this to be the case;
however, more work is needed to tell the level of impact that the gender imbalance had on this
study.

Another limitation faced was the difference between the ray-casts movement and selection
across the two devices. We used the standard ray-cast techniques that come with the two devices
used which may have led to differences between the two groups. The low performers in the AR
group may have started the experiment in a disadvantaged state due to their difficulties with grasp-
ing the pinching gesture. It is also possible that the pinch gesture was not the issue and that those
participants genuinely struggled to navigate the virtual 3D environment.

A major limitation faced by this work was the technological complexity and novelty of its de-
sign. The system developed and used here was complex and could be difficult to interact with.
Many forms of feedback and affordances were provided by the system to help ease these interac-
tions, but 3D stereoscopic IA environments are uncommon enough to be unfamiliar to most users.
This observational study provides some of the groundwork needed to continue advancing research
in IA, but it was limited by participants’ difficulties with interaction in the system. This limitation
was most salient with the 3 bottom performers in the AR group. This constraint suggests that re-

searchers need to build more training into IA experiments or vary the platforms used for training
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and testing. VR might be better for training than AR due to its removal of the distractions present

in the real world, enabling participants to become more immersed in the environment.

4.11 Future Work

The SGLS and the additional scatter-plot questions asked were not strongly related to partici-
pant performance. This was also seen with the paper folding test. The sample size used in this study
makes the survey’s correlation with participant performance uncertain; however, we believe that [A
researchers should develop a 3D graph literacy scale that can be completed in a stereoscopic HMD.
It seems likely that 2D graph literacy and 3D graph literacy may be related but different skill-sets.
This 3D graph literacy scale would be better suited for assessing people’s ability to navigate 3D
visualizations, as seen in IA environments.

This work would be improved by using a larger sample size. This study used a low sample size
as justified by its aims at observing what participant behaviors are in the IA environment between
the two tested devices. With its low sample size, it is difficult to tell if the three bottom performers
in the AR group are an accurate reflection of how users would behave. Running this study on a
larger sample size would provide more conclusive evidence as to the levels of performance that
can be expected in AR [A environments.

The difference in the control of the ray-cast techniques used is another limitation of this work.
A study that holds the ray-cast interactions constant would be more able to tell what participant in-
teractions in IA are like without the confound of the controller used. Future work should implement
more similar interaction control mechanisms to further tease apart the differences in interaction be-
tween AR and VR IA environments. One possible approach is to use a leap motion in conjunction
with the VR-HMD to mirror the hand-based ray-cast used by the HoloLens 2. That said, this study
was more able to tell how participants using the standard inputs of these emerging devices would
interact, providing results that are more immediately applicable to systems using these devices as

they are today.
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4.12 Conclusion

This study compared interactions done in an IA environment between participants using an AR-
HMD against ones using a VR-HMD and is one of the first studies in [A to compare interactions
across these devices. There are two main findings of this work. First, not all participants in AR
were able to interact successfully in the system, causing those participants to perform poorly and
spend less time in the environment. These difficulties may have stemmed from struggles under-
standing how to select and navigate content in the environment. With those difficulties encountered
early on, these AR participants became disengaged with the system, interacting less with it, and
answering fewer questions about it.

Second, there were differences in how participants in AR compared to those in VR, navigated,
interacted with, and arranged content. In VR participants were more immersed in the environment,
leading to the increased time spent in the system, more interactions with the virtual content, and an
increased ability to answer questions about the data presented. These VR participants also more
fully utilized the space provided in the virtual environment, moving objects further away from
themselves, and placing them with less concern for their position relative to the real world. AR
participants spent longer in the training phase but less time in the other phases of the experiment.
They all placed the visualization close to and in front of them on top of the real-world table. These
participants interacted with the system less and reported higher fatigue from using mid-air gestures.

These differences in system use led us to recommend that future work consider using VR
over AR when testing IA environments. This would allow participants to more fully interact with
the task given during the experiment and make them more likely to be able to interact with the
system. If that is not possible, or if testing the system in AR is required, we believe that multiple
sessions should be conducted. These sessions would build the participant’s ability to interact with
the environment over time, mitigating the impacts that the new system, interaction techniques, and

display technologies had on some participants in this study.
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Chapter 5

Conclusion

This work stretched across a few domains and led to many findings. The main contributions
of the earlier parts of this course of research are found in the interaction techniques and deeper
user understanding that emerged from the two multimodal AR elicitation studies. Over these
studies, gesture alone, speech alone, and gesture+speech interaction modalities were examined
in an unconstrained AR environment.

Later, a complex and richly featured IA research platforms design and refinement are covered.

Finally, the differences between AR and VR IA system interaction and navigation are provided.

5.1 Contributions

This section summarizes the high-level contributions of the previous chapters.

5.1.1 Multimodal Interactions in Basic Augmented Reality Environments

Two multimodal elicitation studies were conducted during the first leg of this work (Chap-
ter 2). These studies contribute useful interaction design guidelines and behavioral observations
to the field. These observations cover the types of gestures used, the impact of referent display
on elicitation results, the time differences between co-occurring gesture and speech use, the most
common hand poses used when interacting in those environments, and a better understanding of
how people interact in stereoscopic AR environments.

Major contributions of those two works include:

* A consensus gesture set for basic object manipulations in AR [29]

A set of common hand poses used when making interactions in AR [30]

Speech syntax use information [29,30]

* Co-occurring gesture and speech time information [29,30]
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* The most common utterances used during speech interactions [30]

* Differences in perceived workload across the input modalities examined [29, 30]

5.1.2 Cross-platform Multi-user Immersive Analytics Platform

A major deliverable of this work is the interactive IA research system developed. This contri-
bution includes the insights gained over the iterative development of the system and the reasoning
for the design choices made. This system will be released as an open-source project pending the
publication of this dissertation and it’s associated publications. Once published, this system will
be available at the natural user interaction lab website '2.

Major contributions of Chapter 3 were:

* A cross-platform multi-user immersive analytics platform that supports:

— AR, VR, and cross-device use

— Cross-platform environment coordinate system synchronization

Multi-user support

Co-located and remote collaboration

Asynchronous and synchronous collaboration

Wizard of Oz execution of interactions in the system

Data logging for all system events

Annotations and markup

Data analysis using provided tools

* Design guidelines based on iterative design sessions and experiences had while developing

the system

2NUILAB.org
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5.1.3 Augmented and Virtual Reality Immersive Analytics Interaction Com-

parison
Using the system covered in Chapter 3, an AR-VR A interaction and use comparison study
was run. That study details many of the differences found between using an AR-HMD for TA
work compared to a VR-HMD. These comparisons were listed in Chapter 4. These comparisons
provide a more complete picture of how users interact in AR and VR TA environments. While
these findings represent early work, they provide valuable new information to the fields of IA and
3D user interaction design.

Major contributions of this chapter were:

* Differences found between AR and VR interactions in IA environments, including differ-

ences in:

Rotations performed

Physical movements performed

Translations performed

The use of virtual space

Participant ability to navigate the environment

Interaction technique use

Perceived workload when using this system
* Design guidelines for future work in IA

* Notes on and possible solutions to the issues encountered when setting up a semi-interactive

WoZ study

5.2 Future Research Directions

This dissertation represents the early work done researching multimodal interactions in AR and

VR environments. Many veins of research could follow up the studies presented here. Some of our
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planned future work is to run a larger comparison between AR and VR IA use. This comparison
will use more similar interaction techniques between the two devices. If possible, this comparison
will use low latency video pass-through HMDs, allowing it to hold the device and the interaction
techniques constant, while manipulating the amount of the real-world seen by the participant.

Implementing new and existing interaction techniques in this or other IA environments is an-
other promising research path. In outlining how people choose to interact in AR environments
when doing simple tasks and describing how using VR changes the way people interact inside of
IA environments compared to AR, this work provides the foundation necessary to start building
intuitive and effective interaction techniques for basic and complex AR IA environments. Results
of these studies will be available to help researchers determine which interaction techniques are
transferable Between VR and AR environments. Improving these interaction techniques will in-
crease novice users’ ability to interact with virtual systems, diminishing the interaction difficulties
observed during this work.

In addition to improving the interaction techniques used, this system itself could continue de-
velopment, starting with the improvements consequent of the AR-VR comparison study. Incorpo-
rating these will increasingly ready this platform for ongoing research.

A goal that this work was unable to meet was the execution of a semi-interactive WoZ study
within a complex environment. We believe that conducting two sessions with participants, one for
training, and one for the experimental task, would allow that style of study to be run; however,
more work is needed to determine whether that course of action is enough to solve the issues

encountered here.

5.3 Limitations

As with most research, this work was met with many limitations. The first studies run were
limited by their simplicity, resulting in findings that were most applicable to less complex domains.
Those works were also restricted by the difficulties encountered while performing multimodal

elicitation studies due to the ways that the referents primed some of the results found in each study.
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The TA system designed and used during this research was limited by the technologies used
and the complexity of the environment. Designing a system that connects several cutting-edge
devices across various code bases was difficult. The impact of these limitations is evident in the
system’s current ability to only support scatter-plot visualizations while the IATK supports several
other graph types [1]. Another salient limitation of this system is that when testing collaborative
tasks some users can experience latency. This latency is typically minimal but is relevant if both
parties are co-located.

The gender imbalance between the AR and VR groups, the differences in ray-cast movement
and selection, the novelty of the devices used, and the complexity of the experimental task each
posed constraints during the AR-VR comparison study. The gender imbalance may have biased the
results of one, or both devices compared. The novelty of the environment displayed, devices used
and their associated interaction techniques all contributed to the struggles of the bottom performers
in the AR group. These participants may or may not be an accurate representation of how other
users would perform in this system. The combination of more research in this area improved [A

training and further evolved IA platforms will help reduce these limitations for future work.

5.4 Final Remarks

Stereoscopic displays can provide virtual experiences that are not possible when using a tra-
ditional desktop computer, experiences including the TA environment used here, the IA systems
found in other works [1, 118, 129], surgical training platforms [130], immersive video gaming '°,
and 3D immersive movies '*. Proper implementation of these experiences can increase engage-
ment with a system [10, Chapter 6] or deepen the understanding of what is being taught [20].
Some of the experiences afforded by these devices may not require a robust interaction system
(e.g., watching a movie), however; many of these virtual experiences will need to allow users to

comfortably interact before their full benefit can be realized.

Bhttps://www.oculus.com/

https://cinevr.io/en
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When viewing 3D visualizations, users will need to feel able to navigate the environment.
Without careful attention to proper interaction technique design, the struggles encountered by half
of the AR group may occur in other novice users. These struggles may range from a system that is
uncomfortable and not fit for long-term use, or they could be as major as causing new users to not
being able to interact in these environments at all.

Getting the interactions right for AR and VR environments is a step towards facilitating their
widespread acceptance. This dissertation provides the groundwork needed to start designing in-
teraction techniques around how people utilize their personal space, virtual space, body, IA tools,

and feedback systems.
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A.2 Questions Asked During Phase 2

The questions below were asked to participants during phase 2 of the AR-VR comparison study

(Chapter‘4).

Which manufacturer or manufacturers produce more than half of their cereals with greater

than average fiber?
* Which manufacturer or manufacturers make the cereal with the highest fat content?

* Which manufacturer or manufacturers have greater than, or equal to, the average number of

carbs in all of their cereals?

* Which would be more likely to have above-average protein: a cereal with above-average fat,

or one with above-average carbs?

* Which manufacturer or manufacturers produce more cereals with above-average fat than

below-average fat?
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* Which manufacturer is most likely to make the cereal with the highest calories?

* Which manufacturer or manufacturers have the largest portion of their cereals containing

lower than average fat?
* For the manufacturer Kellogg’s what is the correlation between sugars and carbs?

* What sugar content in grams has nearly the same number of points with above-average pro-

tein as below average protein?
* The three cereals with the highest fiber have above or below average carbs?

* Is more fiber more strongly associated with carbs or sugar?

A.3 Technical Details

The choice to make this system work across computing platforms greatly expands its utility
but also increased its development effort. Cross-platform design means that the system has to
be able to be built for different architectures (i.e., windows universal platform, windows/Linux
standalone). The major benefit of cross-platform use is that the system can use input devices with
technologies that were not intended to accept those inputs. In this system this is seen when using
a Vive controller or the Logitech VR-Pen while wearing an AR-HMD, allowing the AR-HMD to
utilize the benefits of the 6DoF inputs that VR devices provide.

That choice necessitated the use of a multiplayer networking system and a method of synchro-
nizing the world spaces of the devices used. This was difficult because the Hololens 2 used a
vision-based world mapping system that sets its coordinate space’s origin at the location the ap-
plication was started. VR devices use a world origin that is set up in a separate system, typically
SteamVR.

The first implementation of the system used to synchronize and network across devices was
published at a workshop during the 2021 IEEE Conference on Virtual Reality and 3D User Inter-
faces. This paper is included below, followed by a section outlining changes made to that system

after the publication of that paper.
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A.3.1 Paper: Cross-Device World and Input Synchronization

Title Using a 6 Degrees of Freedom Virtual Reality Input Device With An Augmented Reality

Headset In A Collaborative Environment

Authors Adam S. Williams and Francisco Ortega

Publication Venue This paper was originally published at the IEEE Conference on Virtual Re-
ality and 3D User Interfaces Abstracts and Workshops (VRW) [131].

Two of the key features of this research platform are that it can be run across different devices
and that multiple people can collaborate in the environment. To put this into better context, a
person can put on a VR-HMD and see the visualization. They can annotate it with their controllers
and the provided tools. Later a second user can join the same session using an AR-HMD. If these
two users are co-located each device needs to synchronize its world coordinate system with one
another. This way all of the content viewed in one device can been seen in the same location by
the other device. In addition to allowing co-located collaboration this also lets users share inputs
to the system. The person with the VR-HMD can let the person in the AR-HMD use their tracked
6DoF input. A technical guide to setting up the first iteration of this synchronization process was

published at the 2020 IEEE VR NIDIT conference [131]. This paper is provided below.

Title Using a 6 Degrees of Freedom Virtual Reality Input Device With An Augmented Reality

Headset In A Collaborative Environment

Authors Adam S. Williams and Francisco Ortega

Abstract

Augmented reality headsets have become increasingly consumer-available. Often gesture and
speech are the main input modalities provided by these headsets. For some tasks, users may need
a more precise input method. Tracked controllers can be added by using image tracking; however,

this is not always the most accurate solution. This work outlines how to use off-the-shelf products
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to create a collaborative cross-device mixed reality experience. In that experience, the positionally

tracked inputs from one headset can be used by another headset that may not natively support them.

Introduction

Augmented reality (AR) head-mounted displays (HMDs) are becoming increasingly popular,
as products such as the Microsoft HoloLens 2 '3 (HL2) becoming more readily available. This trend
is exhibited in the United States governments purchase of 100, 000 HL2 units for military use [109].
AR-HMDs are being used in an increasingly wide span of research, including work on situated an-
alytics [132], multimodal input elicitation [30], and city planing [133]. Some consumer-available
AR-HMDs (i.e., the Magic Leap 1 ') ship with a 6 degrees-of-freedom (6DoF) controller; how-
ever, others do not (i.e., HL2). The HL2 ships with mid-air gesture, speech, and gaze as its primary
interaction methods. It’s predecessor the HoloLens 1 (HL1) shipped with those same inputs with
the addition of a single button clicker that was not tracked 7.

Access to the mid-air gestures used by these devices is often included in the software develop-
ment kit (SDK) provided for each device. As an example, the Magic Leap 1 included 8 pre-defined
gestures in the Lumin SDK. Even with these gestures being easily accessible to developers when
used they require the user’s hands to be tracked by the device’s cameras. The tracking space
provided by these cameras is often limited [134], which can make certain interactions difficult.
Furthermore, gestures are not always the most precise interaction method for selection or manipu-
lation tasks [135].

In some use-cases, the addition of a tracked mid-air controller would be beneficial to both
user immersion and interactions. In AR adding a tracked input is commonly done by using image
tracking targets that are attached to emulated pen [136]. The downside to this solution is that the
pen can only be tracked while it is in range of the headset’s front-facing cameras and while the

image tracking targets are visible to that camera. This type of tracking may cause drift or errors

15 www.microsoft.com/en-us/hololens

16www.magicleap.com/en-us

7www.docs.microsoft.com/en-us/hololens/hololens 1 -clicker
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where the image tracked input is not well calibrated to the actual location of the physical input.
A second, more problematic issue is that this input can only be used while it is held in front of
or within the tracking area of the AR-HMD. This can be limiting to users, especially so when the
added input is a pen, where users may wish to write notes on a surface in front of them while
looking at another location. Consider taking notes in a lecture while looking at the whiteboard.

This limitation may not be detrimental for all use cases. For web-browsing, streaming videos,
and simple games, the combination of gesture and speech may provide plenty of interaction tech-
nique options. Other use cases, such as the selection and manipulation of nodes on a scatter plot
in an immersive analytics environment, may require a more robust tracked input solution. This
necessity is even more prevalent in applications that require a user’s gaze to be in one location
while they hold, or manipulate an object at a different location. As an example, if an analyst is
writing notes while viewing a complex data structure in an AR-HMD they may wish to be able
to write on a surface in front of them while glancing back and forth from that surface to the data
representation they are analyzing. In this case, a camera tracked input would lose tracking when
the user looks away from their hand (e.g., the image tracked input).

The main contributions of this solution are:

¢ A networked cross-device environment for standalone use, co-located collaboration, and

remote collaboration
* The ability to use VR controllers with the HL2 or other MR devices

» Easy integration of less standard VR inputs such as the Logitech VR-Pen '8

System Design
There are various commercially available AR-HMDs on the market, with a reasonable market
share held by the Microsoft HL2. The HL2 is developed to run using the Universal Windows

Platform (UWP) and the Mixed Reality Toolkit (MRTK) which makes integrating Steam virtual

Bhttps://www.logitech.com/en-us/promo/vr-ink.html
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reality devices difficult due to their use of a different MR toolkit (i.e., Steam VR) and different
tracking systems (e.g., base-stations compared to on device tracking).

To remedy these issues we present an input solution using the Unity 3-dimensional (3D) de-
velopment engine. This solution allows the use of any 6DoF VR base-station tracked inputs to be
used with the HL2 or other MR-HMDs.

At a high level, this solution uses a multi-user client-server architecture to network various
devices into the same virtual experience. The positions of these devices are tracked and centered
relative to a fixed physical location. This allows synchronous co-located collaborators to view the
same virtual environment in real-time. All connected HMDs can view and interact with the same
virtual content; however, the world synchronization step differs by device. The instance running
on the VR-HMD with the desired inputs can be connected and left on, while the controllers for that
VR-HMD are given to the AR-HMD user, which in this project was a HL2. This allows the HL2
user to utilize the 6DoF input as tracked by the VR-HMD'’s base stations (e.g., infrared tracking
stations). The VR-HMD used in this project was the HTC Vive-Pro .

Synchronization is achieved on the AR-HMD by using Vuforia image tracking to align a virtual
anchor with a real-world location. This anchor is referred to as the synchronization anchor, which
is an empty game object. This anchor and its corresponding Vuforia image target are shown in
Figure A.1. VR-HMDs place their synchronization anchor at this real-world location by using one
of the trackers provided by the device (the black object in Figure A.1). This project used one of the
base-stations provided by an HTC Vive-Pro. GameObjects can be parented in that synchronization
anchor and have their locations relative to that anchor synchronized between devices.

Networking the devices adds a need to share the object locations over the network, which
can add some latency. The benefit of this approach is that the networked solution provides an
expandable synchronized collaborative environment, where more than one user may log in from

different MR devices.

Yhttps://www.vive.com/eu/product/vive-pro/
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Figure A.1: Vuforia image target mounted on top of Vive-Pro Base Station 2.0, synchronization anchor
position adjusted down from the center of the image target to the base station center.
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Related Work

When looking at input devices for object selection and manipulation in MR, work has found
that mid-air pen outperforms standard vive controllers in terms of speed and user preference [137].
There is also evidence that pen-like input devices can outperform finger-pointing (i.e., gesture)
inputs [135], and that controller based hand-tracking has outperformed the mouse in some 3D
positioning tasks [138]. That controller and pen based inputs show promise in MR environments
motivates the use of a mid-air pen or other tracked controller with an AR headset.

In 2017 Bai et al. outlined an approach for using a Vive VR-HMD 6DoF controller with an HL.1
AR-HMD [139]. That solution used image tracking to synchronize the HL1 with a fixed world
position. The Vive HMD was also similarly synchronized by using one of the Vive controllers
placed at the same location as the HL1 tracked image in the real-world. Bai et al. then used
an off the shelf solution for Bluetooth networking to transmit the Vive controller coordinates and
information to the HLL1 [139]. This work differs in a few major ways. First, the devices and
software used are different simply due to the time that has passed since the publication of that
paper. That difference also leads to the necessity of the shared anchor. The older solution was able
to move the world origin to synchronize virtual content. The most important difference is that the
previous solution is for a single device where this solution can allow several devices to connect to
the same environment. The basic implementation of this solution allows 20 clients. Some minor
modifications can be made to the server (i.e., local hosting) to allow up to 100 clients to join the
same experience.

Outside of using tracked controllers, other work has used image tracking along with a tangible
object, such as a 3D printed pen [136]. While those image tracked solutions are viable, they
can lack precision and the ability to be used when the images are not in view. Additionally, most
tracked controllers can provide haptic feedback which may be desirable for some projects. Another
solution for mapping a 3D model in a VR environment to a real-world environment is to find three
or more real-world locations and to use the VR-HMD’s controllers to locate and record those

points, after which the system can adjust the alignment of those same three points in the virtual
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model to those points in the real-world [140] ?°. A similar approach could be used here where
more than one image target is used to synchronize the devices which would help to reduce the

calibration step used here.

System Components and Integration

This section outlines how to integrate the various components needed for this solution first.
Later more detail is provided on the setup steps for each component. This solution uses the fol-
lowing off the shelf components: Unity (version 2019.3.1f LST), Photon Networking version 2
(Photon PUN 2), Vuforia image tracking, the MRTK (version 2.5), a Microsoft HoloLens 2, an

HTC Vive-Pro with base stations and controllers, and a Logitech VR-Pen.

Unity The first step to setting up this solution is to install the Unity game engine. Unity is a
game development engine that supports development for most MR-HMDs. This work uses the

Unity version 2019.32!). Unity may be downloaded at https://unity3d.com/get-unity/download.

Mixed Reality Toolkit This project uses the MRTK version 2.5 2. The MRTK is a multi-
platform mixed reality SDK that is compatible with the HL2, Windows mixed reality, open VR,
and most consumer-available MR devices. The recommended way to integrate the MRTK into the
Unity project is to add the required packages to the project manifest file. This process is further

detailed in the MRTK documentation?>.

Photon Engine Next, the networking software needs to be added. This project uses Photon
engine 2 2*. Photon engine is a Unity compatible multiplayer networking system that offers both

free and paid usage options. The free solution offers access for up to 20 networked devices, or 100

2https://github.com/felixkosmalla/unity-vive-reality-mapper

2l https://unity.com/releases/2019-3

2https://microsoft.github.io/MixedReality Toolkit-Unity/

Zhttps://microsoft.github.io/MixedReality Toolkit- Unity/version/releases/2.5.0/Documentation/usingupm.html

24https://www.photonengine.com/
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networked devices if hosted on your own server. To add Photon to the Unity project go to the asset

store and then search for and import “PUN 2 - Free” 2.

Image Tracking This step is not necessary unless the project uses devices without provided
trackers (i.e., HL2). A simple to use image tracking solution is provided by Vuforia engine 2.
Vuforia is a free to use image tracking system that offers several types of image tracking options.
This project will only use the basic image tracking capabilities. In Unity 2019 Vuforia can be added
to a project in the “Project Settings —Player” section. To add it check the “Vuforia Augmented
Reality Supported” check box. Note that Vuforia is not supported in “windows standalone builds”,
which are often used when deploying to VR-HMDs. If a VR-HMD is used, the location of a
provided device tracker can be used in-place of Vufoira. This project uses the location of one of

the provided Vive base-stations.

System Setup

This section provides steps for how to use the above-outlined components in unison towards

the goal of creating a synchronous collaborative cross-device experience.

Networking Setup

First, set up the project to start a networked game instance. Once an instance is initiated add
the connected clients as players by using Photon engine’s “instantiate” function. This will require
setting up a networked lobby, room, and player. An overview of how these can be set up can be
found in the Photon Unity tutorial 2. Other details more specific to using Photon with the MRTK

128

can be found in the multi-user MRTK tutorial*®. When tested on a residential network the latency

encountered when synchronizing objects was around 78.6 milliseconds (ms) when averaged over

Zhttps://assetstore.unity.com/packages/tools/network/pun-2-free-119922
https://developer.vuforia.com/
?Thttps://doc.photonengine.com/en-us/pun/v2/demos-and-tutorials/pun-basics- tutorial

Zhttps://docs.microsoft.com/en-us/windows/mixed-reality/develop/unity/tutorials
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1000 updates. Prior work using 2D selection tasks found that this level of latency can cause minor
(e.g., 15% performance decrease at 40 ms, 50% performance decrease at 225 ms) performance

losses; however, those results were not directly extended into a 3D environment [141].

Coordinate Synchronization

Often the world origin (e.g., world-space coordinate 0,0,0) for AR-HMDs the origin is set
based on where the HMD is turned on or where the HMD was when the app was started. VR-
HMDs may have a world origin set in the same way or set based on a location set up in the “set
up playspace” step of configuring the headset. Changing this location is not an optimal solution
for synchronization and is discouraged by the MRTK [142, Section 4]. A better solution is to use
a Unity GameObject with its location set to the desired world anchor (i.e., the synchronization
anchor). Any networked objects that need to be synchronized can be parented in that anchor
GameObject. While this type of object synchronization is not provided by Photon by default, it
can be added with relatively low effort. When synchronized objects are the local instance they will
need to send their transform information to their networked corollaries. When these networked
instances receive that information they can be set to update their position accordingly.

The steps for placing a shared anchor in the appropriate real-world location differs based on the
type of devices being used. These differences fall into two major categories: devices with image
tracking and devices with position trackers. Some part of the decision to use one method over the
other may be influenced by the build target used. When using the HL2 or other Windows MR
devices the build should be set to UWP. When using Steam VR based or other VR based devices
the build should be set to “PC, Mac, & Linux Standalone”.

The two different build targets have access to a different set of functionalities in the Unity
engine application programming interfaces (API). These differences can be seen in the Unity doc-
umentation under “unityEngine.XR”. For the scope of this paper, the most important difference in

functionality is that the UWP does not have access to base-station locations. We recommend using
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Unity’s “Platform Dependent Compilation symbols if the project will be run from both build

targets. These allow the specification of which parts of code get compiled for which build targets.

Synchronization of Devices With Trackers Unity XR nodes and device trackers can be used
to set the location of the real-world aligned synchronization anchor. This is most easily done
by accessing the information of the tracked device through its unity XR node and centering the
synchronization anchor on it. For this solution, one of the two base-stations used by the HTC
Vive-Pro is used; however, the use of a controller or other tracker can be similarly effective [139].
Within the scope of this project, no interference between the HL2 tracking and Vive Pro 2.0 base
stations was noticed. More information on how to locate XR tracked objects in Unity is listed

under “XRNodeStates” in the Unity documentation°,

Image Tracking Based Synchronization Vuforia should be used with devices that have image
tracking capabilities but no positional trackers. Vuforia requires that an image target is set up
before tracking is started. This process is outlined in their tutorial *'. Once the image is registered
for tracking with Vuforia it can be printed and affixed to the desired position of the real-world
location for the synchronization anchor. In this project, that location was on-top of the Vive base
station. This setup is shown in Figure A.1.

This project only uses Vuforia once, to locate the base station image target. Once the target
has been found, Vuforia is no longer needed. To conserve computational overhead we recommend
manually enabling and disabling Vuforia so that it is only active once. Allowing manual enabling
on Vuforia can be done by setting Vuforia to delayed initialization. The option for that is option is
located in the Vuforia settings. For this project, we used platform dependent compilation symbols
to enable Vuforia when an AR-HMD was connected and the appropriate scene (i.e., level) was

loaded. Vuforia was then disabled upon manual acceptance of the identified image target. If a lot

2https://docs.unity3d.com/Manual/PlatformDependentCompilation.html
Ohttps://docs.unity3d.com/ScriptReference/XR InputTracking.html

3https://library.vuforia.com/articles/Training/getting-started- with- vuforia-in-unity.htm]
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of headset movement is expected, it may be best to leave Vuforia tracking on or to set up an MRTK
spatial-anchor to continually adjust the location of the anchor in case of tracking drift.

The accuracy of the tracked controller inputs depends on the accuracy of the image target and
its tracking. We have found that a full page size image provides a reasonably easy to find target.
The placed anchor can drift when the headset is used too far from the placed anchor or when
the task involves looking around. This is caused by minor changes in the location of the spatial
mapping that the HoloLens uses to track the location of the target. When a lot of headset movement
is expected we recommend keeping Vuforia on to allow re-centering the synchronization anchor.
An alternative approach would be to use the azure spatial anchors that are provided by the MRTK

to maintain the synchronization anchor’s position.

Cross-Device World Synchronization When both image targets and the device’s positional
trackers are used for world alignment, some minor positional adjustments may need to be made.
For this project, the position of the image target centered synchronization anchor has been ad-
justed down a fixed amount to accommodate for the difference in height between the base-station
tracked location, and the image target affixed to the top of the base station. Visualizations of the
controllers and the connected HMDs are shown in the experience to make the adjustment process
easier between devices. These models are shown as faint blue outlines with transparent gray bodies
for the controllers and as a 3-axis GameObject with a user or device name displayed above it for

connected headsets. These models are shown in Figure A.2.

Tracking Adjustments Photon engine provides object synchronization natively. However, due
to the implementation of the world aligned anchor, the Photon provided synchronization will not
work. Custom photon information streams can be set up to achieve cross-device synchronization.
This process is briefly described in the MRTK multi-user tutorial *2. This tracking will either send
the object’s transform information relative to the synchronization anchor (e.g., the objects local

transform), or it will receive that information and adjust its own transform.

3https://docs.microsoft.com/en-us/windows/mixed-reality/develop/unity/tutorials/
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Vive-Pro

# Logitech

3. VR-Pen

)

Figure A.2: Vive-Pro client and controllers as viewed through the HoloLens 2.
Legend: The faint blue / gray controller outlines are the rendered controller representations to
visualize cross-device synchronization, the controller labels are not part of the system, the
Vive-Pro label is enlarged for legibility.
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Note that as of the publication of this guide (2021), some users may have issues where the
devices will connect to Photon but are unable to join the same instance of the networked environ-
ment. The solution is currently to uninstall the Windows SDK version 10.0.19041.0 and to use

version 10.0.18362.0.

Controller Usage At this point, the project can synchronize content across devices. To use the
6DoF tracked controller with an MR-HMD that does not natively support it, both headsets need to
be connected to the same instance of the running Unity application. When the headset that owns
the desired controller is connected it will need to register its controllers with the application and
then parent their virtual representations in the synchronization anchor. The controllers can then be
used by the person wearing the other HMD. The inputs and positions from the controllers are still
tracked by their HMD; however, as everything is synchronized they can now be accurately used by

any party present in the same physical space.

Mid-Air Pen Use-Case

Vive-Pro

HoloLens 2 Usér

View from inside the Vive-Pro

Figure A.3: A HoloLens 2 user drawing a line using the VR-Pen as seen by both the HoloLens 2 user and
the Vive-Pro user
Legend: Bottom left: view from inside the Vive-Pro with the HoloLens user shown in the upper
right, outside of the Vive-Pro view: the HoloLens 2 user’s view
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To demonstrate the cross-device functionality of this solution we have implemented the Log-
itech VR-Pen?? for basic line drawing on the HL2. An example of this functionality is shown from
both the Vive-Pro user’s and the HL2 user’s viewpoint in Figure A.3. This was done by setting up
the project according to the above-mentioned specifications.

After that setup Logitech VR-Pen can be accurately tracked with its position being nearly
identical in the Vive and the HL2. To ensure that this tracking is functional while using an AR-
HMD, a virtual model of the pen is rendered over the physical pen on each client (Figure A.2).
When the tracking is not aligned properly this model will appear out of place compared to the
physical pen (Figure A.4).

To enable the pen to draw, and to have that drawing seen in real-time on both devices, Unity’s
“Line Renderer” class is used along with a separate class for handling synchronization. The line
renderer class creates a line that connects a provided set of coordinate locations. To render the line
on each display as points are recorded those points must also be sent and added to each networked
instance of the line render component. This can be achieved by sending the points as part of
the data stream that includes the local position of the pen. In this project, all of the point and
location transmissions are handled by a separate synchronization class attached to the line render
component. The line drawn can be seen from both the Vive and HL2 user’s viewpoint in Figure A.3
and from the HL2 user’s when not properly synchronized in Figure A .4.

For this project, the Vive-Pro headset remains usable with a single 6DoF controller. The HL2

user can use the VR-Pen, which is the Vive HMD’s second controller.

Discussion

This solution outlines how to integrate and modify several free resources to create a collabora-
tive MR experience and to allow the use of controllers across devices. The steps used to align the
devices’ world-locations is only relevant when setting up co-located collaborative environments.

When creating remote collaborative environments the synchronization provided by Photon will be

Bhttps://www.logitech.com/en-us/promo/vr-ink.html
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Figure A.4: Poorly synchronized Vive-Pro client and controllers as viewed through the HoloLens 2.
Legend: The faint blue / gray controller outlines are the rendered controller representations to
visualize cross-device synchronization, the red is the line drawn using the VR-Pen.
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enough. That said, the use of the custom information streams may still be beneficial as seen in
the case of adding line renderer points when drawing a line in real-time. This solution is robust
enough to handle a wide set of needs by accommodating both image tracker and positional tracker
synchronizations as well as a selection of MR devices.

It is reasonable to assume that as these devices mature, the tracked area provided by them will
improve. While the exact specifications of most AR-HMDs tracking and viewing areas are difficult
to find, Microsoft has mentioned that the HL1 had a field of view (FoV) of 34-degrees which
increased to 52-degrees in the HL2 [143]. Note that the FoV is different from the area tracked
by the device. Even so, a similar trend of improving the tracked area in each device iteration can
be expected. Yet, as of now, these devices offer limited tracking, and other AR-HMD product
releases in the near future may include even less tracking as necessitated by a smaller form factor

(i.e., Apple Glasses). This tracking limitation is also present on current mobile AR solutions.

Conclusion and Future Work

This paper presents a networked synchronous cross-device MR solution that allows users of
MR-HMDs to use the controllers provided by other MR-HMDs located in the same physical space.
This opens up opportunities for researchers to use 6DoF inputs with devices that typically do
not support their use. A separate benefit of using this solution is that the devices connected are
instanced into a shared synchronous MR experience, allowing this system to be used for research
on collaborative environments.

This solution is a work in progress and can be improved in several ways. All of the networking
was done over the cloud through Photon Engine. That choice enabled remote collaboration and
helped to enable cross-device support; however, it was at the cost of increased latency. Setting
up a private server or if the intended use-case allows setting up a local area network could both
decrease this latency. This project also used Vuforia for image tracking. It is possible to incorporate
a custom image tracking implementation if more control over it is necessary. Another path forward

would be to set up the image tracked synchronization anchor alignment to work on a VR-HMD’s
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built-in cameras. This would remove the need to adjust the image target to the positional tracker’s
location.

While there is room for improvement, this solution uses an easy to assemble collection of
off the shelf hardware’s and software’s to facilitate synchronous cross-device collaboration and
controller use. This project can be easily extended for use in immersive analytics, collaborative
AR, and other multi-device MR experiences. This ease of use is also found for extending the
project to work with a variety of controllers as demonstrated by the use of the Logitech VR-Pen

by an HL2 user.

A.3.2 TImprovements to Coordinate Synchronization

The first design used a single image target mounted to the Vive base station. Using this image
target the Hololens could center its synchronization anchor with the VR-HMD’s base station. The
Vive, having access to the base station location, could do the same. This design required a user
to manually fine-tune the position and rotation of the recognized image target. To correct this
misalignment the researcher had to don the AR-HMD and monitor the virtual controller’s models
against the physical controller while adjusting the rotation and position of the image target aligned
synchronization anchor.

Objects in the AR-HMD are susceptible to drift, which is when an object slowly moves relative
to the real world. Drift is most likely to happen when the AR-HMD is not looking at the object. The
drift in itself was not a huge issue, often being a fraction of an inch. The larger issue was rotational
drift. With the image target fixed to the base station and the base station above and behind the
AR-HMD, the recognized image target was likely to drift. Minor variations in its rotation were
magnified by the distance from the synchronization anchor to the controllers being used. With
enough drift, the system would need to be re-calibrated.

To solve this, three full-page image targets were mounted to a 23-inch by 33-inch black mouse
pad. When using the AR-HMD the image targets would be viewed and recognized by Vuforia. On

recognition, the synchronization anchor was placed in the center of the three targets with a forward
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vector facing the furthest image target. In the VR-HMD, the user now had to take their controller,
place it over the image targets to match an outline printed in the center of them, and press the
trigger button to record the location. The rotation and position of the synchronization anchor were
then set using the same process as the AR-HMD.

This system provides several major advantages over the old system. Most importantly the
researcher no longer needs to don the AR-HMD to perform the fine-tuning step. This adds a layer
of COVID safety to the system, now only the participant needs to wear the AR-HMD. Additionally,
the synchronization target is placed in the center of the participant’s work-space, meaning the AR-
HMD is less likely to look away from it. This positioning caused the rotational drift to be less
likely and less magnified due to the shorter distance between the synchronization anchor and the

controllers used.

A.3.3 Object Synchronization Improvements

Objects are synchronized by updating their transforms to maintain their relative position in
relation to the synchronization anchor. The final version of this script uses linear interpolation to
decrease network traffic by sending fewer updates and smoothing object motion between them. At
each tick, the script checks to see if the current transform is greater than a user-provided minimum
distance from their last transform. Rotations were checked by comparing the degrees of change.
If those conditions were met, the new position is recorded as the last position and an update event
is sent to all instances of the object. The objects receiving the updated transform start a co-routine
that uses linear interpolation to slowly transition from their current position to the received posi-
tion. If the local object is still being moved it continues to check the distance between the last
transform and the current one and sends the new transform when appropriate. Upon receiving a
new transform remote objects will interrupt their current co-routine and start a new one using their
current location and the received transform.

This design decreased the number of updates required to be sent from one frame to one every

half-inch (or other provided distance) of movement. The script uses the object’s local (relative)
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location when moving and performing distance checks. This means that depending on parent-child
relationships implemented, fewer updates can be sent. As an example, consider a visualization
that currently has ten annotations placed on it. If those annotations are not parented under the
visualization, any update to the visualization would require eleven transform events, one for each
annotation, and one for the visualization. By parenting the annotations in the visualization we
can send one update event for the visualization because the annotation’s positions relative to the
visualization are unchanged.

An additional benefit of the custom event-driven synchronization system is that it was object
ownership agnostic. When using Photon engine objects can be “instantiated” where they will be
loaded on all clients but are owned by the client that called for them to be instantiated. Objects can
also be “room instantiated”” where any client can call for them to be loaded but the ownership of the
object is assigned to the master client. Using a pun observable system, the updates are only sent
by the owner where other clients need to request ownership transfers to interact with the objects.

This event system allowed any client to interact with any object.

A.4 Surveys

A.4.1 Short Graph Literacy Scale Plus

The original short graph literacy scale and its images are provided by the open science frame-
work 3 [122]. The additional scatter-plot specific questions asked during this work are shown in
figures A.5A.6A.7.

The additional scatter-plot questions used are shown in Figures.

A.4.2 Paper Folding Test

The paper folding test originally was originally released in the “Kit of Factor-Referenced Cog-

nitive Tests” in 1976 [2]. The version used in this study is shown in figures A.8A.9A.10.

3https://osf.io/frjbq/
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Here is some information about different forms of cancer:

Percentage of people that die from different forms of cancer

Colon cancer

Lung cancer
Breast cancer

Prostate cancer

Other forms of
cancer

Approximately what percentage of people who die from cancer die from colon
cancer, breast cancer, and prostate cancer taken together?

Your answer

Back Next Clear form

Figure A.5: Scatter-plot graph literacy question 1

In a magazine you see two advertisement, one on page 5 and ancther on page
12. Each is for a different drug for treating heart disease, and each includes a
graph showing the effectiveness of the drug compared to a placebo (sugar pill).

Compared to the placebo. which treatment leads to a larger decrease in the
percentage of patients who die?

O Crosicol
O Hertinol
O They are equal

O Can't say

Back Next Clear form

Figure A.6: Scatter-plot graph literacy question 2
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The following figure shows the number of men and women among patients with
disease X. The total number of circles is 100.

&
O
O
O
O
O
O

Men

Women

® e ® ®8 O OO OO
® ® @ ®8 O OO OO
® ® ® ®8 OO O O O
® 6 ® ®§ OO O O O
® 6 ® ®8 O OO O O
® ® ® ®8 OO O O O
®@ @ @ ®8 OO O O O
® ® ® ®§ OO OO O O
® 6 ® ®§ OO O O O O
® ® ® ® OO OO OO

How many more men than women are there among 100 patients with disease X?

Your answer

Back Next Clear form

Figure A.7: Scatter-plot graph literacy question 3
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Paper Folding Test—Vz-2-BRACE

In this test you are to imagine the folding and unfolding of pieces of paper. In each problem in the
test there are some figures drawn at the left of a vertical line and there are others drawn at the right
of the line. The figures at the left represent a square piece of paper being folded, and the last of
these figures has one or two small circles drawn on it to show where the paper has been punched.
Each hole is punched through all the thicknesses of paper at that point. One of the five figures on
the right of the vertical line shows where the holes will be when the paper is completely unfolded.
You are to decide which one of these figures is correct and draw an X through that figure.

Now try the sample problem below. (In this problem only one hole was punched in the folded
paper).

The correct answer to the sample problem above is C and so it should have been marked with an X.
The figures below show how the paper was folded and why C is the correct answer.

In these problems all of the folds that are made are shown in the figures at the left of the line, and
the paper is not turned or moved in any way except to make the folds shown in the figures.
Remember, the answer is the figure that shows the positions of the holes when the paper is
completely unfolded.

Some of the problems on this sheet are more difficult than others. If you are unable to do one of the
problems, simply skip over it and go on to the next one.

You will have three minutes for each of the two parts of this test. Each part has one page. When you
have finished Part One, STOP. Please do not go on to Part Two until you are asked to do so.

DO NOT TURN THIS PAGE UNTIL ASKED TO DO SO

Figure A.8: Paper Folding Test VZ-2, Page one [2]
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PART ONE (3 MINUTES)
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STOP
DO NOT PROCEED TO THE NEXT PAGE UNTIL ASKED TO DO SO

Figure A.9: Paper Folding Test VZ-2, Page two [2]
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PART TWO (3 MINUTES)
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STOP AND WAIT FOR FURTHER INSTRUCTIONS
DO NOT GO BACK TO PART ONE

Figure A.10: Paper Folding Test VZ-2, Page three [2]
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A.5 Data-set

The Cereals dataset was taken and modified from the version provided with the IATK [1]. The

modified dataset is shown in tables A.1 and A.2.
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Table A.1: Cereals dataset part 1, condensed from the version provided with the IATK source code [1]

Manufacturer  Fat Dietary Fiber Carbs Sugars Protein g

Kelloggs 2 3 17 13 3
Kelloggs 1 2 20 9 3
Kelloggs 2 3 21 7 3
General Mills 1 4 15 14 3
General Mills 2 2 18 8 3
General Mills 2 1.5 13.5 10 3
Quaker Oats 5 2 8 8 3
Quaker Oats 2 0 12 12 1
General Mills 3 0 13 9 1
Kelloggs 0 5 14 12 3
Post 3 3 13 4 3
Quaker Oats 2 1 12 11 1
Kelloggs 1 0 15 9 2
Post 1 6 11 14 3
Kelloggs 1 5 14 12 3
Ralston Purina 2 1 14 8 2
General Mills 2 1.5 10.5 10 2
Kelloggs 0 1 11 14 2
General Mills 2 2 17 1 6
General Mills 2 2 13 7 3
General Mills 1 0 12 13 1
Ralston Purina 0 0 22 3 2
Kelloggs 0 1 13 12 1
General Mills 1 0 12 13 1
Kelloggs 3 4 10 7 3
Kelloggs 0 1 21 3 2
Kelloggs 1 1 11 13 2
Kelloggs 0 1 14 11 1
Post 1 0 13 12 1
General Mills 1 0 15 9 1
Post 0 3 17 3 3
General Mills 1 1.5 11.5 10 3
Post 0 0 14 11 1
Kelloggs 1 1 17 6 2
General Mills 1 0 21 3 2
General Mills 1 0 12 12 2
Ralston Purina 0 0 23 2 1
Kelloggs 0 0 22 3 2
Kelloggs 1 1 9 15 2
Kelloggs 0 1 16 3 6
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Table A.2: Cereals dataset part 2, condensed from the version provided with the IATK source code [1]

Manufacturer Fat Dietary Fiber Carbs Sugars Protein g
General Mills 1 0 21 3 2
General Mills 1 0 21 3 2
General Mills 1 0 13 12 1
General Mills 1 1 16 8 2
Kelloggs 0 1 21 2 2
Nabisco 0 1 21 0 3
General Mills 1 2 11 10 2
Ralston Purina 0 1 18 5 2
Kelloggs 0 3 14 7 3
Post 0 0 11 15 2
Post 1 3 15 5 3
Quaker Oats 2 2 12 6 4
American Home Food Products 1 0 16 3 4
General Mills 1 2 15 6 2
Kelloggs 0 1 20 3 3
Quaker Oats 1 2 14 6 4
Quaker Oats 2 2.7 -1 -1 5
General Mills 2 2.5 10.5 8 3
General Mills 1 3 16 3 3
Ralston Purina 1 3 17 3 3
General Mills 1 3 17 3 3
Ralston Purina 1 4 15 6 2
Post 0 5 13 5 3
Kelloggs 0 3 18 2 3
Kelloggs 0 2 15 6 2
Nabisco 0 4 19 0 3
Nabisco 0 3 20 0 3
Nabisco 0 3 15 5 2
Nabisco 0 3 16 0 2
Nabisco 1 10 5 6 4
Kelloggs | 9 7 5 4
Kelloggs 0 14 8 0 4
Quaker Oats 0 0 13 0 1
Quaker Oats 0 1 10 0 2
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