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Abstract—To enable self-driving without a human driver, an
autonomous vehicle needs to perceive its surrounding obstacles
using onboard sensors, of which the perception accuracy might
be limited by their own sensing range. An effective way to
improve vehicles’ perception accuracy is to let nearby vehicles
exchange their sensor data so that vehicles can detect obstacles
beyond their own sensing ranges, called cooperative perception.
The shared sensor data, however, might disclose the sensitive
information of vehicles’ passengers, raising privacy and safety
concerns (e.g. stalking or sensitive location leakage).

In this paper, we propose a new data-sharing policy for the
cooperative perception of autonomous vehicles, of which the
objective is to minimize vehicles’ information disclosure without
compromising their perception accuracy. Considering vehicles
usually have different desires for data-sharing under different
traffic environments, our policy provides vehicles autonomy to
determine what types of sensor data to share based on their own
needs. Moreover, given the dynamics of vehicles’ data-sharing
decisions, the policy can be adjusted to incentivize vehicles’
decisions to converge to the desired decision field, such that a
healthy cooperation environment can be maintained in a long
term. To achieve such objectives, we analyze the dynamics of
vehicles’ data-sharing decisions by resorting to the game theory
model, and optimize the data-sharing ratio in the policy based
on the analytic results. Finally, we carry out an extensive trace-
driven simulation to test the performance of the proposed data-
sharing policy. The experimental results demonstrate that our
policy can help incentivize vehicles’ data-sharing decisions to the
desired decision fields efficiently and effectively.

Index Terms—Autonomous vehicles, cooperative perception,
data-sharing

I. INTRODUCTION

Autonomous vehicles are undergoing rapid development,
and many autonomous vehicles are already operating on public
roads, such as self-driving taxis from Google’s Waymo One
[1] and self-driving trucks from TuSimple [2]. To enable
self-driving without a human driver, an autonomous vehicle
needs to perceive its surrounding obstacles via onboard sensors
such as cameras, LiDARs (Light Detection and Ranging), and
radars. Since perception directly impacts safety-critical driving
decisions like route planning and collision avoidance, it is
of extra importance for vehicles to ensure high accuracy of
perception (for simplicity, we use “autonomous vehicle” and
“vehicle” interchangeably in this paper).

While a single vehicle’s perception is often limited by the
coverage of its own sensors, to improve perception accuracy,

an effective strategy is to enable cooperative perception among
vehicles, such that nearby vehicles can share their collected
sensor data with others. In this way, each vehicle can detect ob-
jects beyond its own sensing ranges [3], [4]. Vehicles’ coopera-
tive perception can be implemented via various well-developed
communication technologies for connected vehicles, including
Vehicle-to-Vehicle (V2V) [5], Vehicle-to-Infrastructure (V2I)
[6], and Vehicle-to-Cloud (V2C) communications [7].

However, when sharing sensor data, vehicles might disclose
passengers’ or pedestrians’ sensitive information (e.g., camera
image, location, etc.) to others. For example, the shared
sensor data from a vehicle might disclose where and when
its passenger travels from, raising privacy and safety concerns
(e.g. stalking or sensitive location leakage [8]). According to
a recent survey of public opinion about sensor data collection
of autonomous vehicles in the U.S., the U.K., and Australia
[9], 63.7% of surveyees were either “very concerned” or
“moderately concerned” about the information leakage from
vehicles. Unfortunately, these privacy concerns so far have not
received much attention compared with geo-location privacy
concerns of conventional smart vehicles [10]–[15].

To address this research gap, the first objective of this
paper is to design a new data-sharing policy for autonomous
vehicles’ cooperative perception to minimize vehicles’ infor-
mation disclosure without compromising perception accuracy.
Note that the vehicles’ desire for data-sharing varies across
different road segments (due to different road features) and
different time periods (due to different traffic conditions). For
instance, a vehicle might have a higher desire to share data
during peak hours, when there are more surrounding vehicles
so the vehicle’s own sensors are less likely to cover its desired
decision field of view [4]. In fact, a uniform data-sharing
policy for all vehicles is inefficient, since it does not give
vehicles the option to fine-tune the privacy knob based on
their own needs. This, on the other hand, presents a barrier
for more vehicles to participate in cooperative perception.

As a solution, our data-sharing policy gives vehicles au-
tonomy to control what types of sensor data to share based
on their own needs. The more data a vehicle shares with the
nearby vehicles, the more data it will collect from others.
Moreover, given that vehicles are typically designed to be self-
centered and short-sighted, our second objective is to adjust



the data-sharing policy dynamically to incentivize vehicles’
decisions to converge to the desired decision field, such that
a healthy cooperation environment can be maintained in a
long term. To achieve this objective, we analyze the dynamics
of vehicles’ data-sharing decisions under the policy through
a game-theoretical framework. In the game, vehicles are
considered players having to determine what types of sensor
data to share to meet their perception and privacy needs.

Note that analyzing a vehicle’s data-sharing decisions is a
non-trivial task. First, vehicles’ decisions are usually highly
dynamic due to the vehicle’s mobility, e.g., a vehicle might
frequently change its data-sharing decision when it moves
from one road segment to another. Second, different vehicles
might have different sensor models, and their passengers might
have different privacy preferences. Harmonizing such individ-
ual differences can lead to an extremely high computation load
for the policy design/adjustment.

Accordingly, instead of tracking each vehicle’s action, we
develop an efficient, coarse-grained model to analyze vehicles’
group behaviors. Specifically, we first partition the whole
area into a set of regions such that, in each region, vehicles’
desires for data-sharing are similar. This allows us to ignore
the decision changes caused by vehicles’ mobility within each
region. We then apply evolutionary game theory to analyze
the proportion of different data-sharing decisions in each
region. Here, vehicles with the same decision are considered
a “group” (or “species”). This theoretical framework allows
us to study how each group evolves when interacting with
other groups, based on the group fitness values (fitness values
are defined as a combination of safety and privacy). Informed
by findings from this game-theoretical formulation, we then
design a time-efficient algorithm, called fast decision shaping
(FDS), aiming to achieve a healthy cooperative environment
for vehicles, i.e., the safety of vehicles can be guaranteed and
the privacy of each vehicle can be well-protected.

We carry out a trace-driven simulation to test the
performance of our data-sharing policy. The dataset applied
in the simulation contains around 700 million GPS positions,
timestamps, and the velocity of around 280,000 vehicles
(including taxicabs and transit service vehicles) in Shenzhen.
The experimental results demonstrate that our FDS can help
converge vehicles’ data-sharing decisions to desired decision
fields efficiently. For theoretical interests, we also derive a
lower bound of the convergence time of vehicles’ decisions
and demonstrate FDS can achieve the optimal closely (e.g.,
the approximation ratios of FDS are up to 1.15).

Our contributions can be summarized as follows:

1) We design a new data-sharing policy for cooperative
perception among vehicles, which allows vehicles to
control the types of sensor data to share based on their
own needs.

2) We develop a game-theoretical model to analyze the
dynamics of vehicles’ decision distribution over time, in-
cluding their decision equilibrium (or evolutionary stable
strategies) under different conditions.
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Fig. 1. The policy framework.

3) Informed by our game theoretical results, we then apply
a time-efficient policy adjustment strategy to converge
vehicles’ decisions to the desired decision field.

4) We carry out a comprehensive simulation to demonstrate
the effectiveness and efficiency of our policy strategy.

The rest of the paper is organized as follows: the next
section introduces the framework of our data-sharing strategy.
Section III and Section IV introduce the implementation
and the optimization of our data-sharing policy. Section V
evaluates the performance of our strategies. Finally, Section VI
presents the related work and Section VII makes a conclusion.

II. FRAMEWORK

Fig. 1 shows the framework of the vehicle cooperative
perception system, which includes vehicles, edge servers, and
cloud servers. We consider vehicles that use three types of sen-
sor data: cameras, radars, and LiDARs [3], [4]. To improve the
perception accuracy, vehicles are allowed to “cooperatively”
share sensor data with their nearby vehicles. Here, we assume
that vehicles share surrounding data only through edge servers.
That is, the vehicles first upload their sensor data to the nearest
edge server, of which the location is fixed (sitting together
with a road side unit), and the edge server determines how to
distribute received sensor data to the vehicles it covers. We do
not consider V2V data-sharing in this paper.

As for the threat model, we assume that the server may
suffer from a passive attack wherein attackers can eavesdrop
on vehicles’ shared sensor data breached by edge servers [12].
This, unfortunately, may leak passengers’ sensitive informa-
tion, such as locations (by radar and LiDAR data [16]) and
identities (by camera [17]). To protect data privacy, a vehicle
might choose not to share its own data, or only share part
of data that is less likely to disclose sensitive information.
For example, when a vehicle might not share its camera data,
which might disclose its passengers’ identities [17].

In order to achieve a healthy cooperative environment for
vehicles, cloud servers optimize the data-sharing policies such
that vehicles’ overall safety is improved and data privacy is
guaranteed. In our framework, we discretize time into rounds



t = 1, 2, ..., T , and assume that vehicles’ desires for data-
sharing do not change within each round t. In the first round,
the cloud server initializes a data-sharing policy and broadcasts
the policy to all the edge servers, which then implement the
policy in their respective areas. After the first round, the data-
sharing process in each round is composed of the following
components, illustrated by Fig. 1:

S1 - Policy optimization: Each edge server first reports its
vehicles’ data-sharing decisions in the last round to the
cloud servers (Step 1⃝). The cloud servers then calculate
the optimal policy accordingly, and send the policy back
to each edge server (Step 2⃝).

S2 - Policy implementation: After receiving the updated policy
from the cloud, edge servers forward the policy to the
vehicles they cover (Step 3⃝). Given the policy, vehicles
determine what types of sensor data to share with their
edge servers (Step 4⃝). According to the policy and the
amount of sensor data collected from each vehicle, the
edge servers determine the types of sensor data to share
with their vehicles (Step 5⃝). The data exchange in steps
4⃝ and 5⃝ is repeated multiple times before the next

updated policy arrives.
Next, we introduce the details of policy implementation

(Section III) and policy optimization (Section IV). Table I lists
the main notations used throughout this paper.

TABLE I
MAIN NOTATIONS AND THEIR DESCRIPTIONS

Symbol Description
Ω The universal data set. Ωcam, Ωlid, and Ωrad represent the

universal set of camera data, LiDAR data, and radar data.
ha Utility of vehicle a.
ca Privacy cost of vehicle a.
ri Subregion i.
Gt Auxiliary graph Gt =

(
R, Et

)
at time t.

R R = {r1, ..., rM}, which is also the node set in Gt.
Et Edge set in Gt, where each edge ei,j ∈ Et represents the

ri and rj are neighbors in Gt.
pti,k Number of vehicles selecting data-sharing decision k in ri at

time t. pt
i =

[
pti,1, ..., p

t
i,K

]
.

xi Data sharing ratio in region ri;

III. DATA-SHARING POLICY AND ITS IMPLEMENTATION

In this section, we introduce the details of the data-sharing
policy among vehicles and the policy implementation. We
assume that each vehicle only uploads its sensor data to the
nearest edge server. Accordingly, given the locations of the
edge servers, the whole area is partitioned into a set of Voronoi
cells [18]. Each cell has one edge server, which is the closest
edge server to all the locations within this cell. The data-
sharing among vehicles happens independently in each cell.
Without loss of generality, in what follows, we focus on the
policy implementation in one cell, in which the set of vehicles
are denoted by A. The data-sharing in all the other cells
follows the same process.
Data-sharing policy. Vehicles might choose different types
of sensor data to share given their surrounding environments.
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Fig. 3. Illustration of policy implemen-
tation.

For example, when the primary goal of a vehicle is to detect
its distance from the surrounding objects instead of checking
traffic signs, it tends to share/collect the LiDAR/radar data
rather than the camera data [19]. We let Ωcam, Ωlid, and Ωrad

denote the universal set of camera, LiDAR, and radar data,
respectively, and let Ω = {Ωcam,Ωlid,Ωrad}. We discretize
the data-sharing decision space of vehicles into K decisions,
where each decision k specifies the types of data P k ⊆ Ω
(k = 1, ...,K) to share. If a vehicle a selects decision ka, given
its collected data Sa, its shared data should be Ska

a = Sa∩P ka .
For example, for each type of sensor data (camera, LiDAR,
or radar data), if each vehicle has two choices, share or not
share, then there are 8 different data-sharing decisions:

P 1 = {Ωcamera,Ωlidar,Ωradar}, P 2 = {Ωcamera,Ωlidar},
P 3 = {Ωcamera,Ωradar}, P 4 = {Ωlidar,Ωradar},
P 5 = {Ωcamera}, P 6 = {Ωlidar}, P 7 = {Ωradar}, P 8 = {}.

In general, we let P 1 = Ω (i.e., at decision 1, all the collected
data is shared) and PK = ϕ (i.e., at decision K, no data is
shared). If P l ⊊ P k, then data-sharing decision l is called
a successor of the decision k, and the decision k is called a
predecessor of the decision l, denoted by k ≺ l. We use k ⪯ l
to denote k ≺ l or k = l.

We apply a lattice-based data-sharing policy [20], defined
as follows:

Lattice-based data-sharing policy: Given any two
vehicles a, b ∈ A sharing their collected data with
decision ka and kb, respectively. If ka ⪯ kb, vehicle
a has probability x to access the shared data from
b; otherwise, vehicle a cannot access b’s data. Here
x ∈ [0, 1] is called sharing ratio, which is controlled
by the edge server and cannot be changed within each
round.

According to the lattice-based policy, the relationship be-
tween the 8 decisions of data-sharing can be described as a
directed acyclic graph shown in Fig. 2. In the figure, each edge
points from a decision to its successor.

Policy implementation. As Fig. 3 shows, policy implementa-
tion is composed of two steps in each round:



1) Policy update: At the beginning, the edge server forwards
the policy received from the cloud to all its vehicles.
2) Data-sharing: According to the updated policy, each vehicle
determines the amount of sensor data to upload to the edge
server. After collecting the sensor data from all the vehicles,
the edge server distributes the sensor data to each vehicle
according to the data uploaded by the vehicle and the policy.
This process is carried out multiple times per round before a
new policy is received.

Vehicle’s decision analysis. For each vehicle a ∈ A, we let
Da ⊆ Ω and Sa ⊆ Ω denote its desired sensor data set
and collected sensor data set. We quantify the utility and
the privacy cost of vehicle a by the real numbers ha and
ca, respectively, where both ha and ca are normalized to the
range of [0, 1]. In particular, higher ha (resp. ca) implies higher
utility (resp. privacy cost).

We use a function f : 2Ω 7→ [0, 1] to measure how much
utility vehicle a can achieve given the Sa data it obtained, i.e.
ha = f

(
Sa

)
. f satisfies the following properties:

Property 3.1: (a) f
(
Sa

)
= f

(
Sa ∩Da

)
, i.e., Sa achieves

the same utility as its desired part, Sa ∩Da;
(b) f

(
Sa

)
= 1 if Sa ⊇ Da, i.e., Sa covers all the desired

data for vehicle a;
(c) f

(
Sa

)
= 0 if Sa ∩ Da = ϕ, i.e., Sa covers no desired

data for vehicle a.
(d) f

(
∪a∈ASa

)
=
∑

a∈A f
(
Sa

)
if
{
Sa

}
a∈A are pairwise

disjoint (countable additivity).
We use another function g : 2Ω 7→ [0, 1] to measure the privacy
cost of vehicle a given its shared data set Sa, i.e. ca = g (Sa).

According to the lattice-based data-sharing policy, given
vehicle a shares its data Ska

a , the vehicle’s fitness is calculated
by

fita = β xf
(
∪b∈A,Pkb⊊PkaS

kb

b

)
︸ ︷︷ ︸

utility

− g
(
Ska
a

)︸ ︷︷ ︸
privacy cost

(1)

where the weight β > 0, called utility coefficient, indicates
vehicles’ willingness to improve their utility. Since each ve-
hicle aims to maximize its own fitness value, we can analyze
dynamics of the vehicles’ decisions under the data-sharing
policy, introduced in Section IV.

IV. POLICY OPTIMIZATION

In this section, we discuss how we optimize the data-
sharing policy to converge vehicles’ decisions toward the
desired decision field. This process includes vehicles’ decision
dynamics analysis (Section IV-A) and policy optimization
itself (Section IV-B).

A. Vehicles’ Decision Dynamics Analysis

Analyzing each vehicle’s data-sharing decision is non-
trivial. Each vehicle might change its decision frequently when
it moves from one road segment to another, and road segments
may imply different expected levels of data-sharing. Tracking
frequent decision changes for each individual will generate
an extremely high computation load. To address complexity

issues, we analyze vehicles’ group behaviors, by considering
the proportions of different data-sharing decisions taken by
vehicles. This also averages out the individual differences (e.g.,
sensor models, passengers’ privacy preferences, and single
vehicle’s random behaviors) that might also impact vehicles’
data-sharing decisions, making the vehicle decision analysis
more tractable.

Fig. 4 shows the decision dynamics analysis workflow,
which includes 4 steps. Here, we consider vehicles’ different
decisions for data-sharing in different road segments, quanti-
fied by the utility coefficient β in Equ. (1). In what follows,
we use the superscript t to denote the values set/derived in
each round t.

Step 1: Road utility coefficient evaluation (Fig. 4(a)): We
first evaluate the utility coefficients of different road segments.
We partition the road network of the target area into a set of
road segments U = {u1, ..., uL}.

As indicated by [22], a road segment have a higher acci-
dent risk when it has higher betweenness centrality (BC) or
traffic density (TD). Accordingly, we then evaluate the utility
coefficient of each road segment via either BC or TD: [22]
1) BC of ui is defined as

BCi =
1

(N − 1)(N − 2)

∑
ui,uj∈R,ui ̸=uj ̸=uk

ηj,k(ui)

ηj,k
, (2)

which measures the shortest distance between any two road
segments as a way to measure their importance in traversing
the network, where ηi,j is the number of shortest paths
between uj and uk that contain ui.
2) TD of ui is defined as

TDi =
# of vehicles traveling through ui during [ts, te)

te − ts
.

(3)

Step 2: Road segment clustering (Fig. 4(b)): Note that a
target area might have over thousands or ten thousand dis-
crete locations (e.g., Futian District in Shenzhen City, China,
has around 5,000-6,000 locations), and analyzing vehicles’
decisions at each location would lead to an extremely high
computation load. On the other hand, we observe that some
adjacent locations have similar utility coefficients (between-
ness centrality and vehicle traffic). This allows us to develop a
coarse-grained model, where we cluster nearby locations with
similar utility coefficients to a “region”, and approximate the
locations’ utility coefficients in the same region to a constant.
We cluster all the possible locations to M regions r1, ..., rM ,
where the approximated coefficient utility of each region ri is
denoted by βt

i (i = 1, ...,M ).
Here, we apply a heuristic algorithm to cluster the nodes in

the road network. The pseudo-code is given in Algorithm 1.
The goal of this algorithm is to minimize the variance of node
utility coefficients in each cluster so that the error caused by
approximation can be minimized.

The algorithm starts by initializing each region ri with
a seed node ri = {useedi} (i = 1, ...,M ), where
useed1 , ..., useedM

are evenly distributed over the road network



(a) Utility coefficient evaluation (b) Road segment clustering (c) Graph representation (d) Decision dynamics analysis

Fig. 4. Road map of decision dynamics analysis.
*Here we use the vehicle trace data from Shenzhen [21], which will be introduced in Section V. (a) shows the heat map of betweenness centrality.

Algorithm 1: Road segment clustering.
Input : U ,
Output : r1, ..., rM

1 Select M road segments useed1
, ..., useedM

in U that are evenly
distributed in the area; remove useed1

, ..., useedM
from U ;

2 Initialize ri by
{
useedi

}
(i = 1, ...,M );

3 Initialize
[
hlow
i , hhigh

i

]
by

[
w
(
useedi

)
, w

(
useedi

)]
(i = 1, ...,M );

4 Create a queue queuei for each ri (i = 1, ...,M ) and push useedi

onto queuei;
5 while U is nonempty do
6 for each queuei (i = 1, ...,M ) do
7 Pick up the front node u of queuei;
8 if ∃û ∈ N (u) s.t. w (û) ∈

[
hlow
i , hhigh

i

]
then

9 Push ∀û ∈ N (u) s.t. w (û) ∈
[
hlow
i , hhigh

i

]
onto

queuei;
10 Add û to ri;
11 Pop u off queuei;

12 else
13 Push û onto queuei, where û =

argminu′∈N (u)

{∣∣w (u′)− hlow
i

∣∣ , ∣∣∣w (u′)− hhigh
i

∣∣∣};

14 Add û to ri;
15 Update

[
hlow
i , hhigh

i

]
by[

min
{
hlow
i , w (û)

}
,max

{
hhigh
i , w (û)

}]
;

16 return r1, ..., rM ;

(line 1-4). The intuition of the algorithm is to iteratively add
the location that is adjacent to each ri’s, and also the difference
between the ri’s highest and lowest utility coefficients, hlow

i

and hhigh
i , is minimized. Specifically, we use Breadth-First-

Search (BFS) to traverse the neighbors of ri (implemented
by a queue queuei), and add the neighbors whose utility
coefficients fall in the range of

[
hlow
i , hhigh

i

]
to ri (line 10-14).

If there exists no such neighbor, the algorithm needs to update
the range

[
hlow
i , hhigh

i

]
by adding the neighbor that increases

the range minimally (line 14-16). This process is repeated until
all the nodes in U are added to one of r1, ..., rM .

Step 3: Graph representation (Fig. 4(c)): As Fig. 5 shows,
data-sharing can occur between the vehicles in the same region
(a and b), or the vehicles across different regions (c and d).
We describe the inter-region data-sharing process using an
auxiliary graph G = (R, E), where R = {r1, ..., rM} and

edge server 2

Inter-region 

data-sharing

region i region j

Inner-region 

data-sharing

edge server 1

a b c d

Fig. 5. Inner-region vs. Inter-region data-sharing.
*Edge server 1 covers vehicles a and b, and edge server 2 covers vehicles c
and d. vehicles a, b and c are in region i, and vehicle d is in region j.

E ∈ R × R denote the node set and the edge set in the
graph, respectively. Note that we slightly abuse notation by
letting ri denote both region i and its corresponding node in
the auxiliary graph G. If data-sharing can happen between two
vehicles in two regions ri and rj , then ri and rj are neighbor
regions, and correspondingly, we build an edge ei,j (ei,j ∈ E)
between the two nodes ri and rj in G. We let Ni denote the
neighbor set of ri: Ni = {rj ∈ R |∃ei,j ∈ E }. We assign a
weight γi,j to each ei,j to reflect the data-sharing frequency
between the vehicles in ri and rj .

In each round t, the fitness of vehicles in each region ri is
determined by 1) pt

i, the decision distribution of vehicles in ri
(inner-region data-sharing), 2)

{
pt
j

}
rj∈Ni

, the decision distri-
bution in the neighbor regions Ni (inter-region data-sharing),
and 3) γt

i,i and
{
γt
i,j

}
rj∈Ni

, the data-sharing frequency within
the region ri and with the neighbor regions Ni. For simplicity,
we use a ⊏ rj to represent that vehicle a is in the region rj .
We assume that the shared data Sla

a from different vehicles
are pairwise disjoint. According to countable additivity of f
(Property 3.1(d)), the fitness of each vehicle selecting decision
k is calculated by

qti,k = βt
i x

t
iγ

t
i,if

(
∪a⊏ri,Pka⊊PkSka

a

)︸ ︷︷ ︸
inner-region data-sharing

(4)

+ βt
i

∑
rj∈Ni

xt
jγ

t
j,if

(
∪a⊏rj ,ka⪯kS

ka
a

)︸ ︷︷ ︸
inter-region data-sharing

− g
(
Sk
)︸ ︷︷ ︸

privacy cost

= βt
ix

t
iγ

t
i,i

∑
ka⪯k

pti,ka
fka + α

(
pt
Ni,k,x

t
Ni

)
− gk.
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where α
(
pt
Ni,k

,xt
Ni

)
= βt

i

∑
rj∈Ni

xt
jγ

t
j,i

∑
ka⪯k p

t
j,ka

fka

denotes the fitness gain contributed by inter-region data-
sharing from neighbor regions Ni.

Step 4. Decision dynamics analysis (Fig. 4(d)): After obtain-
ing the fitness value pti,k of vehicle selecting decision k in Equ.

(4), pti,k’s per capita growth rate,
△pt

i,k

pt
i,k

(△pti,k = pt+1
i,k − pti,k)

can be calculated by the replicator dynamics [23].

△pti,k
pti,k

= qti,k − qti = α1

(
pt
Ni,k,x

t
Ni

)
pti,k + α2

(
pt
Ni,k,x

t
Ni

)
(5)

where qti =
∑K

l=1 p
t
i,lq

t
i,l is the average utility of all in vehicles

in region ri at round t, and

α1

(
pt
Ni,k,x

t
Ni

)
= gk−βt

ix
t
iγ

t
i,i

∑
ka≺k

pti,ka
fka

−α
(
pt
Ni,k,x

t
Ni

)

α2

(
pt
Ni,k,x

t
Ni

)
= α

(
pt
Ni,k,x

t
Ni

)
+ βt

ix
t
iγ

t
i,i

∑
ka≺k

pti,ka
fka −

K∑
l=1,l ̸=k

pti,l
∑

ka⪯l,ka ̸=k

pti,ka
fka


+

K∑
l=1,l ̸=k

glp
t
i,l − gk −

K∑
l=1,l ̸=k

pti,lα
(
pt
Ni,l,x

t
Ni

)
According to the replicator dynamics in Equ. (5), given differ-
ent sharing-ratio x, the convergence of pti,k can be categorized
into the following 4 cases, as shown in Fig. 6:
Case 1: When xt ∈ X t

i,1, pti,k converges to 1, where

X t
i,1

(
xt
)
=

xt

∣∣∣∣∣∣ α1

(
pt
Ni,k

,xt
Ni

)
+ α2

(
pt
Ni,k

,xt
Ni

)
≥ 0,

α2

(
pt
Ni,k

,xt
Ni

)
≥ 0

 .

(6)

Case 2: When xt ∈ X t
i,2, pti,k converges to 0, where

X t
i,2

(
xt
)
=

xt

∣∣∣∣∣∣ α1

(
pt
Ni,k

,xt
Ni

)
+ α2

(
pt
Ni,k

,xt
Ni

)
≤ 0,

α2

(
pt
Ni,k

,xt
Ni

)
≤ 0

 .

(7)

Case 3a: When xt ∈ X t
i,3a, pti,k converges to 0, where

X t
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(
xt
)
=
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)
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)
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(8)

Case 3b: When xt ∈ X t
i,3b, pti,k converges to 1, where

X t
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(
xt
)
=
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(9)

In Case 3a&b, the rest point pti,k = − α2(pt
Ni,k

,xt
Ni
)

α1

(
pt

Ni,k
,xt

Ni

) is

unstable.
Case 4: When xt ∈ X 4

i , pti,k converges to − α2(pt
Ni,k

,xt
Ni
)

α1

(
pt

Ni,k
,xt

Ni

) ,

called the Evolutionarily stable strategies (ESS), where

X t
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(
xt
)
=
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) ∈ P∗
i,k
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(10)

B. Policy Optimization

We use P∗
i,k to denote the desired decision field of each pti,k

(i = 1, ...,M, k = 1, ...,K). The objective of policy optimiza-
tion is to find an optimal sharing ratio vector xt = [xt

1, ..., x
t
M ]

in each round t such that each pti,k converges to its desired
decision field P∗

i,k as fast as possible. We use t0 to denote the
first round when the policy optimization is applied, and t̃ to
denote the first round when each pti,k converges to the desired
decision field, i.e.,

pt̃i,k ∈ P∗
i,k, ∀i = 1, ...,M, k = 1, ...,K (11)

According to the replicator dynamics in Equ. (5), we can
obtain

pt̃i,k =
t̃−1∑
t=t0

(
α1

(
pt
Ni,k,x

t
Ni

)
pti,k + α2

(
pt
Ni,k,x

t
Ni

))
pti,k+pt0i,k

(12)
On the other hand, we aim to change x smoothly by setting

a constraint for the change of xi in each round, i.e.,

xt+1
i − xt

i ≤ Λ, t = t0, ..., t̃− 1 (13)

Given the desired decision fields
{
P∗
i,k

}
i=1,...,M,k=1,...,K

, we

formally formulate the policy optimization problem as:



min t̃ s.t. Equ. (11) (12) (13) are satisfied, (14)

where {xt}t=t0,...,t̃−1 are the decision variables.
The above problem is a non-convex optimization problem,

which is NP-hard in general [24]. Due to its computational
intractability, in the following we propose a time-efficient dis-
tributed algorithm, namely the Fast Decision Shaping (FDS)
algorithm, that can effectively converge pti,k to its desired
decision field with low time complexity.

FDS Algorithm. According to the decision dynamics analysis
in Section IV-A, the high-level idea of FDS is to relocate the
rest point for each pti,k such that pti,k is in the area flowing to
the desired decision field. Algorithm 2 shows the pseudo-code.

The algorithm iteratively derives the value of each xi until
all pti,k converges to its desired decision field. In each round
t, the cloud servers determines xi considering the following
cases (Case 1–4 in Section IV-A):
1) When 1 ∈ P∗

i,k (line 5-6), a sufficient condition to converge
pti,k to the desired decision field (or 1) is to let

xt
i ∈ X t

i,1

(
x
∣∣xt

j = xt−1
j , ∀j s.t. j ̸= i

)
(15)

or xt
i ∈ X t

i,3a

(
x
∣∣xt

j = xt−1
j , ∀j s.t. j ̸= i

)
, (16)

such that Case 1 or Case 3a can be achieved.
2) When 0 ∈ P∗

i,k (line 7-8), a sufficient condition to converge
pti,k to the desired decision field (or 0) is to let x ∈ X t

i,2∪X t
i,3b.

xt
i ∈ X t

i,2

(
x
∣∣xt

j = xt−1
j , ∀j s.t. j ̸= i

)
(17)

or xt
i ∈ X t

i,3b

(
x
∣∣xt

j = xt−1
j , ∀j s.t. j ̸= i

)
, (18)

such that Case 2 or Case 3b can be achieved.
3) When 0, 1 /∈ P∗

i,k (line 9-10), pti,k convergences to the
desired decision field essentially implies to relocate the rest
point p∗i,k (stable ESS), so that pti,k is in the area that flows
to the desired decision field. Hence, a sufficient condition to
converge pti,k to the desired decision field (or 1) is to let

xt
i ∈ X t

i,4

(
x
∣∣xt

j = xt−1
j , ∀j s.t. j ̸= i

)
, (19)

such that Case 4 can be achieved.
After finding X t

i , intersection of the conditions to converge
x to the desired decision field (line 11), the algorithm checks
whether xt

i satisfies the condition X t
i . If yes, then the current

xt in the policy is good, xt remains the same in the next round
(line 12-13); otherwise, xt is moved towards to the desired
decision field with the maximum step (line 14-18).

Lower bound of the optimal solution. For theoretical inter-
est, we also design an algorithm to derive the lower bound of
the privacy optimization problem (Equ. (14)), to check how
close FDS can achieve to the optimal.

Proposition 4.1: Given pt
i and xt

i, each △pti,k is bounded
by

Algorithm 2: The FDS algorithm.

Input :
{
P∗
i,k

}
i=1,...,M,k=1,...,K

, xt0 =
[
xt0
1 , ..., xt0

M

]
Output : xt0 ,xt0+1, ...,xt

1 t← t0;
2 while ∃pti,k /∈ P∗

i,k do
3 for each i = 1, ...,M do
4 for each k = 1, ...,K do
5 case 1 ∈ P∗

i,k do
6 X t

i,k ← X
t
i,1 ∪ X t

i,3a;

7 case 0 ∈ P∗
i,k do

8 X t
i,k ← X

t
i,2 ∪ X t

i,3b;

9 case 0, 1 /∈ P∗
i,k do

10 X t
i,k ← X

t
i,4;

11 X t
i ← ∩Kk=1X

t
i,k;

12 if xt
i ∈ X t

i then
13 xt+1

i ← xt
i ;

14 else
15 if xt

i ≤ min
{
X t

i

}
then

16 xt+1
i ← xt

i +min
{
∆,min

{
X t

i

}
− xt

i

}
;

17 else
18 xt+1

i ← xt
i −min

{
∆, xt

i −min
{
X t

i

}}
;

19 t← t+ 1;

20 return xt0 ,xt0+1, ...,xt;

△pti,k ≤ βi

(
1− pti,k

) ∑
ka⪯k

fka

γi,ixi +
∑

rj∈Ni

γj,i

 pti,k

−

(
gk −

K∑
l=1

pti,lgl

)
pti,k (20)

△pti,k ≥ −βi

K∑
l=1,l ̸=k

pti,l
∑
ka⪯l

fka

γi,ixi +
∑

rj∈Ni

γj,i

 pti,k

−

(
gk −

K∑
l=1

pti,lgl

)
pti,k (21)

Proof The detailed proof can be found in Appendix.

According to Proposition 4.1, by relaxing the constraint of
Equ. (12) to Equ. (20) and Equ. (21), we can formulate the
following relaxed policy optimization problem

min t̃ s.t. Equ. (11) (13) (20) (21) are satisfied (22)

of which the constraints in Equ. (11) (13) are linear, and
the constraints in Equ. (20) (21) are quadratic, indicating the
problem’s feasible region is convex.

To find the optimal solution of the relaxed problem, we
initialize the value of t̃ by 1, and check whether there
exists a feasible solution satisfying the constraints in Equ.
(11)(13)(20)(21). As the feasible region is convex, feasibility
checking can be implemented via the subgradient method [24].
If no feasible solution exists, t̃ is increased by 1, and we check
the feasibility again. This process is repeated until a feasible
solution is found, and the corresponding t̃ is a lower bound
of the solution of the original policy optimization problem.
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Fig. 7. Vehicle dataset.

V. PERFORMANCE EVALUATION

In this section, we carry out a trace-driven simulation to
evaluate the performance of our data-sharing policy. We also
provide results on the impact of the distribution of vehicles’
data-sharing decisions toward convergence, and convergence
speed.

A. Dataset and experiment settings

The dataset adopted in the simulation contains the times-
tamps, GPS positions, and velocities of around 27,996 vehicles
in Shenzhen, China [21], including 15,610 taxicabs and 12,386
customized transit service vehicles in Dada Car corporation1.
Here, we use taxicabs and transit service vehicles as a proxy
of vehicles by assuming that vehicles follow similar mobility
patterns with taxicabs and transit service vehicles in the road
network.

We select Futian district in Shenzhen as our target area. The
road map information is obtained from OpenStreetMap [25].
According to the municipal information of Futian, we use a
bounding box with coordinate (latitude = 22.50, longitude =
113.98) as the south-west corner, and coordinate (latitude =
22.59, longitude = 114.10) as the north-east corner to crop the
road map data.

As Figure 7(a) shows, 100 stationary edge servers are evenly
deployed in the target area. Given the positions of the edge
servers, the whole target area is partitioned into 100 Voronoi
cells. In every 10 seconds, each vehicle reports its collected
sensor data to the edge server located within the same cell,
which is the nearest edge server of this vehicle. We set each
round as 10 minutes.

We calculate the betweenness centrality (BC for short, de-
fined in Equ. (2)) and the traffic density (TD for short, defined
in Equ. (3)) of all the road segments in the target area, and
depict their heat maps in Fig. 7(b) and Fig. 7(c), respectively.
To calculate TD, we first count TD for each road segment (i.e.

1In the simulation, the identities of all the vehicles have been removed.
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0 5 10 15 20
0

100

200

300

ut
ili

ty
 c

oe
ffi

ci
en

t

0 5 10 15 20

region index

0

100

200

300
traffic density

betweenness centrality

(c) β in different regions

114 114.05 114.1

longitude

22.5

22.51

22.52

22.53

22.54

22.55

22.56

22.57

22.58

22.59

la
tit

ud
e

(d) Graph (BS)

114 114.05 114.1

longitude

22.5

22.51

22.52

22.53

22.54

22.55

22.56

22.57

22.58

22.59

la
tit

ud
e

(e) Graph (TD)

Fig. 8. Region partition (clustering).

the number of vehicles traveling through the road segment)
every 10 minutes and calculate the average value of TD over
one day as the utility coefficient for each road segment.

B. Road segment clustering

Given the road segment utility coefficients calculated
by BC and TD, we apply Algorithm 1 to cluster the road
segments in the target area into 20 regions, as shown in
Fig. 8(a) and Fig. 8(b), respectively. Fig. 8(c) shows the
distributions of the utility coefficients in different regions,
where the bar height represents the average coefficient value,
and the interval includes 95% coefficient values within the
region. The average standard deviations of utility coefficients
are respectively 17.08 and 30.31 when the coefficients are
calculated by BC and TD, implying that TD has a higher
standard deviation within the regions. This is because when
clustering, TD is calculated based on its average value over the
whole time span (one day). So, two road segments in the same
region might have similar average TD over a time period, but
their TD at each time point might have a higher difference.

Fig. 8(d) and Fig. 8(e) show the graph presentations of the
clustered regions calculated by BC and TD, respectively. In the
figures, each node represents a region, and its size represents
the number of road segments within the region. The width of
each edge represents the average inter-region communication
frequency between the corresponding two regions in one day.

C. Convergence of the vehicles’ data-sharing decision

Given the partitioned regions, we now test how the pro-
portion of the different data-sharing decisions converges over
time with our data-sharing policy.

In Table II, we quantify the utility and the privacy cost of
the eight data-sharing decisions. The utility of each decision
is calculated on the basis of a recent survey [19], which
summarizes how much utility LiDAR, radar, and camera
contribute to the 11 factors of vehicles’ perception, listed in



Table III. The contributions of different sensors to each factor
can be in one of three levels: “competently”, “reasonably
well”, and “doesn’t operate well”, and are quantified by 1, 0.5,
and 0, respectively. Then, the utility of a decision is equal to
the sum contribution of its shared sensor data to the 11 factors.
For instance, the utility of D7 = {Camera, LiDAR} is equal to
“13”, the sum of “7” and “6”, which are the sum contributions
of camera and LiDAR to the 11 factors.

TABLE II
PRIVACY COST.

Privacy policies Utility Privacy cost
P 1 = {Ωcamera,Ωlidar,Ωradar} 20 1.6
P 2 = {Ωcamera,Ωlidar} 13 1.5
P 3 = {Ωcamera,Ωradar} 14 1.1
P 4 = {Ωlidar,Ωradar} 13 0.6
P 5 = {Ωcamera} 7 1.0
P 6 = {Ωlidar} 6 0.5
P 7 = {Ωradar} 7 0.1
P 8 = {} 0 0

TABLE III
UTILITY CONTRIBUTION OF DIFFERENT SENSORS IN PERCEPTION.

Factors Camera LiDAR Radar
Range 0.5 0.5 1
Resolution 1 0.5 0
Distance Accuracy 0.5 1 1
Velocity 0.5 0 1
Color perception, e.g., traffic lights 1 0 0
Object detection 0.5 1 1
Object classification 1 0.5 1
Lane detection 1 0 0
Obstacle edge detection 1 1 0
Illumination conditions 0 1 1
Weather conditions 0 0.5 1
Sum contribution to the 11 factors 7 6 7

We quantify the privacy cost of the three types of sensor data
by relying on the vehicles’ sensor privacy survey [17], as well
as on the use of those sensors in inference attacks [8]. Overall,
we rank camera data as “highest sensitive”, LiDAR data as
“moderate sensitive”, and radar data as “least sensitive”, and
their privacy costs are quantified by 1.0, 0.5, and 0.1, respec-
tively. The privacy cost of a decision is defined as the sum
privacy cost of its shared sensor data. For instance, the privacy
cost of D7 = {Camera, LiDAR} is “1.5”, which is the sum
privacy cost of camera (1.0) and LiDAR data (0.5). Finally, we
normalize both utility and privacy cost to the range of [0, 1].

Based on the above settings, we run the simulation and
evaluate the convergence time of FDS (Algorithm 2), i.e., the
time duration that vehicles’ data-sharing decisions converges
to the desired decision field, given different desired decision
fields. For instance, under the weather such as fog, rain and
snow, we require a higher proportion of camera information
(e.g., pi,1 = pi,2 = pi,3 = pi,5 = 20%, pi,8 = 20%, and all
the others are 0%) in the desired decision field, while on a
sunny day, the proportion of camera data is set lower (e.g.,
pi,1 = 65%, pi,5 = 25%, pi,7 = pi,8 = 5%, and all the others
are 0%). Moreover, we allow an acceptable error ϵ for the
desired decision field. That is, given a desired value p∗i,k for
pi,k, the convergence time of pi,k is the time duration that pi,k
converges to the interval

[
p∗i,k − ϵ, p∗i,k + ϵ

]
.
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Fig. 9. Convergence time of FDS.

Note that, the desired decision field P∗
i,k of each pi,k

can be changed given different environmental factors, e.g.,
weather, traffic, etc. The goal of the experiment is to test
how fast vehicles’ decisions can converge to a given desired
decision field. The derivation of the desired decision fields
given various environmental factors is out of the scope of this
paper and will be studied in our future work.

Fig. 9(a) and Fig. 9(b) show the convergence time of FDS
with ϵ increased from 0.01 to 0.05, given that the utility
coefficients are calculated by BC and TD, respectively. Not
surprisingly, the convergence time decreases with the increase
of ϵ in both figures, i.e., the convergence time is shortened
when the desired decision fields are loosened. Particularly, if
the acceptable error is increased to 2%, the convergence time
can drop immediately (e.g., to 7 or 8 rounds).

Moreover, we compare the convergence time of FDS with
the theoretical lower bound of convergence time, derived by
solving the relaxed optimal policy problem defined in Equ.
(22). Note that the optimal convergence time is located in the
gap between the convergence time of FDS and the lower bound
of the minimum convergence time. The results demonstrate
that our approach can achieve a point close to the optimal
solution, where the approximation ratios are in the range of
[1.00, 1.15] and [1.00, 1.08], when the utility coefficients are
defined by BS and TD, respectively.

Finally, to take a closer look at how the vehicles’ data-
sharing decisions change over time under our policy, we pick
up a desired field: p∗i,1 = 65%, p∗i,5 = 25%, p∗i,7 = p∗i,8 = 5%
and p∗i,2 = p∗i,3 = p∗i,4 = p∗i,6 = 0%, and depict the change
of the proportion of data-sharing decisions with and without
the sharing ratio controlled by FDS in Fig. 10. We first set
the sharing ratio xi by two constants 0.2 and 1.0, without the
control of FDS. Not surprisingly, when xi = 0.2, the vehicles’
decisions converge to “sharing no data” (pi,8 = 13%) or
“only LiDAR data” (pi,7 = 87%), since the low sharing ratio
discourages the data-sharing among vehicles. In contrast, when
xi = 1.0, the edge servers forward the collected data with full
ratio, incentivizing vehicles’ to “share all data” (pi,1 = 76%)
or “share camera data” (pi,5 = 24%). Under neither cases, the
vehicles’ decisions converge to the desired field.

The third figure shows that FDS converges the proportion
of different decisions to the desired field: p∗i,1 = 65%, p∗i,5 =
25%, p∗i,7 = p∗i,8 = 5%. The fourth figure shows the proportion
difference of decisions in adjacent rounds, from which we
find that the convergence speed is fast in the first 8 rounds,
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but after that, there is a long tail of convergence. The results
are consistent with the observations in Fig. 9(a)(b), i.e., if
the acceptable error is increased slightly (e.g., by 2%, the
convergence time can drop quickly (e.g., to 5 rounds).

VI. RELATED WORK

Vehicles’ cooperative perception. The past few years have
witnessed the rapid development of vehicles, particularly
their technologies to perceive surrounding obstacles [26]–[28].
Data fusion on multi-sensors has been well investigated to
facilitate the development of 3D object detection [29]–[31].
For example, Labayrade et al. [31] developed a low-level
sensor data fusion to extract the features or objects for object
tracking. Kaempchen et al. [32] developed a scalable feature-
level sensor fusion architecture, which combines multi-layer
data of laser-scanner and monocular video for the purpose of
object tracking. Xu et al. [33] proposed 3D object detection
methods by fusing both image and point cloud from the same
vehicle. While elegant, all of those works collect sensor data
from individual vehicles, of which the perception accuracy is
limited by the coverage of their own sensors.

Recently, a rich body of works has applied cooperative
perception to improve vehicles’ perception accuracy. Rauch et
al. [26] first establish the foundation of cooperative perception
by developing a high-level sensor data fusion architecture,
called Car2X-based perception, which delivers a vehicle’s
consistent results for fusion with the results generated by the
host vehicle. Qiu et al. [34] proposed to crowdsource sensing
tasks to various vehicles to provide wider spatial coverage as
well as disambiguation. Instead of using high-level sensor data,
Chen et al. [3], [4] proposed to fuse original calibrated raw
LiDAR data from multiple vehicles to improve 3D detection
precision in a low-level data fusion method.
Privacy protection of connected vehicles. Data sharing
among vehicles have raised many privacy and safety concerns.
In fact, the privacy issues of connected vehicles (not limited
to autonomous vehicles) have been studied by a rich body
of recent literature (not limited to autonomous vehicles) [10]–
[12]. Some of those works apply traditional privacy protection
techniques like cryptography [13] and anonymity [14], [35],
while others focused on obfuscation [11], [12], wherein which

drivers are allowed to share perturbed information instead of
exact information to servers.

Although privacy protection techniques so far have not
received much attention in cooperative perception compared
with conventional connected vehicles, several recent works
have started investigating the privacy issues for connected au-
tonomous vehicles. For example, Selena et al. [9] investigated
the public opinion about automated and connected vehicles
in Australia and New Zealand, particularly people’s concerns
about different types of sensors in vehicles. Bloom et al.
investigated people’s (e.g. pedestrian’s) privacy concerns for
their surrounding autonomous vehicles [17]. While, to the best
of our knowledge, this paper is the first work that aims to
address the privacy issue of AVs in cooperative perception via
a policy-driven strategy.

VII. CONCLUSIONS

In this paper, we proposed a new data-sharing policy for the
cooperative perception of autonomous vehicles. Considering
the different data-sharing desires of vehicles under different
scenarios, our policy provides vehicles autonomy to determine
what types of sensor data to share. Furthermore, by analyzing
the dynamics of vehicles’ data-sharing decisions, we designed
a policy optimization strategy to dynamically adjust data-
sharing ratios among vehicles, such that vehicles’ decision can
converge to the desired decision fields, and hence a healthy
cooperation environment for vehicles can be maintained in
a long term. The experimental results from the trace-driven
simulation have demonstrated the effectiveness and efficiency
of our policy.

We envision several promising directions to continue this
research. First, we will study the desired field of view of indi-
vidual vehicle given the vehicle’s surrounding environment as
well as its primary goals (route planning, collision avoidance,
etc), so that we can estimate the utilities of different data-
sharing decisions more accurately. Second, we will further
consider the case that edge servers can perceive their surround-
ing environment as well and distribute their own perception
to the bypassed vehicles. Since vehicles usually move at a
relatively high speed, the time duration that vehicles connect
to their edge servers is limited. To this end, we will study
how to distribute sensor data from edge servers to vehicles in
a time-efficient manner. Finally, we will take into account the
dynamic desire of individual vehicles’ data-sharing decisions,
e.g., how vehicles might change their decision from peak hours
to off-peak hours, and analyze how the approximation errors
of utility coefficients might impact the convergence time of
vehicles’ decisions.
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APPENDIX

Proof of Proposition 4.1

First, for each decision k in the region ri, the utility gain
obtained from inter-region communication α (pNi,k,xNi

) can
be bounded by:

0 ≤ α (pNi,k,xNi
) ≤ βi

∑
rj∈Ni

γj,i
∑

ka⪯k fka
.

According to which, we can find a upper bound of each
△pt

i,k

pt
i,k

:

△pti,k
pti,k

≤ βixiγi,i

∑
ka⪯k

pti,ka
fka −

K∑
l=1

pti,l
∑
ka⪯l

pti,ka
fka


+ βi

(
1− pti,k

) ∑
rj∈Ni

γj,i
∑
ka⪯k

fka −

(
gk −

K∑
l=1

pti,lgl

)

≤ βi

(
1− pti,k

) ∑
ka⪯k

fka

γi,ixi +
∑

rj∈Ni

γj,i


−

(
gk −

K∑
l=1

pti,lgl

)
,

and a lower bound

△pti,k
pti,k

≥ βixiγi,i

∑
ka⪯k

pti,ka
fka −

K∑
l=1

pti,l
∑
ka⪯l

pti,ka
fka


−

K∑
l=1,l̸=k

pti,lβi

∑
rj∈Ni

γj,i
∑
ka⪯l

fka −

(
gk −

K∑
l=1

pti,lgl

)

≥ −βi

K∑
l=1,l̸=k

pti,l
∑
ka⪯l

fka

γi,ixi +
∑

rj∈Ni

γj,i


−

(
gk −

K∑
l=1

pti,lgl

)
.

The proof is completed.
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