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STABILITY OF 2-PARAMETER PERSISTENT HOMOLOGY
ANDREW J. BLUMBERG AND MICHAEL LESNICK

ABSTRACT. The Cech and Rips constructions of persistent homology are
stable with respect to perturbations of the input data. However, neither
is robust to outliers, and both can be insensitive to topological structure
of high-density regions of the data. A natural solution is to consider
2-parameter persistence. This paper studies the stability of 2-parameter
persistent homology: We show that several related density-sensitive
constructions of bifiltrations from data satisfy stability properties accom-
modating the addition and removal of outliers. Specifically, we consider
the multicover bifiltration, Sheehy’s subdivision bifiltrations, and the
degree bifiltrations. For the multicover and subdivision bifiltrations,
we get 1-Lipschitz stability results closely analogous to the standard
stability results for 1-parameter persistent homology. Our results for
the degree bifiltrations are weaker, but they are tight, in a sense. As an
application of our theory, we prove a law of large numbers for subdivision
bifiltrations of random data.

1. INTRODUCTION

1.1. Persistent Homology. Topological data analysis (TDA) provides de-
scriptors of the shape of a data set by first constructing a diagram of
topological spaces from the data and then applying standard invariants from
algebraic topology to this diagram. The most common version of this data
analysis pipeline is persistent homology; this takes the diagram of spaces to
be a filtration, i.e., a functor

F: R — Top,

where R is a totally ordered set (regarded as a category in the usual way),
such that if r <'s, then F,. C Fy and the map F , : I, — Fj is the inclusion.

Let H; denote the i*" homology functor with coefficients in a field K and
let Vec denote the category of K-vector spaces. Composition yields a functor

H,F: R — Vec.

A fundamental structure theorem [10, Theorem 1.2] (see also [29, 69, 70]) tells
us that if M: R — Vec is a functor with each M, finite-dimensional, then
M is determined up to natural isomorphism by a barcode By, i.e., a multiset
of intervals in R; each interval of Bj; corresponds to an indecomposable in a
direct sum decomposition of M. Thus, provided each vector space of H;F' is
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finite-dimensional, By, r provides a well-defined descriptor of the shape of
our data set. We will write By, simply as B;(F).

The choice of the filtration F' depends on the type of data we are analyzing
and the kind of geometric information about the data we wish to capture.
When our data set X is a set of points in some ambient metric space Z (e.g.,
Z = R" with the Euclidean metric), a common choice is the offset filtration
O(X): (0,00) — Top, given by

O(X), = | J Bla,r)
reX
where B(x,r) denotes the open ball in Z with center x and radius r.

Let Simp denote the category of simplicial complexes, which we regard
as a subcategory of Top via geometric realization. According to the per-
sistent nerve theorem [3, 26], an extension of the usual nerve theorem to
diagrams of spaces, if finite intersections of balls in Z are either empty
or contractible, then O(X) has the same persistent homology as the Cech
filtration C(X): (0,00) — Simp, defined by taking C(X), to be the nerve of
the collection of balls {B(z,r) |z € X}. We call C(X), a Cech complex of
X.

When our data set is a metric space (X,dx) (not necessarily equipped
with an embedding into some ambient space), another common choice of
filtration is the (Vietoris—)Rips filtration R(X): (0,00) — Simp, defined
by taking R(X), to be the clique complex on the undirected graph with
vertex set X and edge set {[z,y] | z # y, Ox(z,y) < 2r}. We call R(X), a
(Vietoris—)Rips complex of X.

1.2. Stability of Persistent Homology and its Limitations. The sta-
bility theory for persistent homology tells us that for both the Cech and Rips
constructions of persistent homology, small perturbations of the data lead to
correspondingly small perturbations of the barcodes. The precise statements
require three definitions:

e The Hausdorff distance dy is a metic on non-empty subsets of a fixed
ambient metric space, defined by

dp(X,Y)=inf{6 >0| X COY)s; and Y C O(X)s};
e The Gromov—Hausdorff distance dgg, an adaptation of dy to arbi-
trary metric spaces, is defined by taking
den(X,Y) = inf dg (p(X), ¥(Y)),

)

where p: X — Z and ¢: Y — Z range over all possible isometric
embeddings of X and Y into a common metric space Z.

e The bottleneck distance dp is a metric on barcodes; roughly, dg(C, D)
is the minimum, over all matchings between C and D, of the largest
distance between the endpoints of matched intervals; see e.g., [27] or
[4] for a precise definition.
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Theorem 1.1 (Stability of persistent homology [19, 22, 27]).
(i) For any finite X, Y C R™ and i >0,

dp(Bi(C(X)), Bi(C(Y))) < du(X,Y).
(ii) For any finite metric spaces X and Y, and i > 0,
dp(Bi(R(X))), Bi(R(Y)) < dgu(X,Y).

While this theorem is a conerstone of persistence theory, it says nothing
about robustness, i.e., stability with respect to outliers. In fact, both Cech
and Rips persistent homology are notoriously unstable to outliers [7, §4]. A
related issue is that both the Cech and Rips constructions have trouble with
varying sampling density, and in particular can be insensitive to topological
structure in high-density regions of the data. For an illustration of this in
the case of Rips filtrations, see [51, Figure 2].

Several strategies have been proposed to address these issues within the
framework of 1-parameter persistent homology [7, 9, 14, 20, 23-25, 59]; we
give an overview in Section 1.7. However, these approaches share certain
disadvantages: Unlike the Cech and Rips constructions of persistent homology,
each requires a choice of one or two parameters; typically, the parameter fixes
a spatial scale or a density threshold at which the construction is carried
out. The suitability of a particular choice depends on the data, and a priori,
it may not be clear how to make the choice. In fact, if the data exhibits
interesting features at a range of scales or densities, it can be that no single
choice of parameter suffices to detect these features. Moreover, strategies
which fix a scale parameter do not distinguish small features in the data
from large features, and approaches which fix a density threshold may not
distinguish features appearing at high densities from those appearing at low
densities.

All of this suggests that to handle data with outliers or variations in density,
it may be advantageous to work with two-parameter analogues of filtrations,
called bifiltrations, where one of the parameters is a scale parameter, as in the
Rips or Cech constructions, and the other parameter is a density threshold.

1.3. Density-Sensitive Bifiltrations of Point Cloud Data. The idea
of using multi-parameter filtrations for TDA first appeared in the work of
Frosini and Mullazani, which considered multi-parameter persistent homotopy
groups [37], and later, in the work of Carlsson and Zomorodian [15], which
introduced multi-parameter persistent homology. Here, we focus exclusively
on the 2-parameter case.

Definition 1.2. Let R and S be totally ordered sets, and R x S their
product poset (i.e., (r1,72) < (s1,s2) if and only if r1 < s and 79 < s9)). A
bifiltration is a functor F': R x S — Top such that if r < s € R x S, then
F, C Fy and F, ; : F;. — F} is the inclusion.

Applying homology to a bifiltration F' by composition yields a functor

H;F: R xS — Vec,
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which we call a bipersistence module. A key difficulty with working with
multi-parameter persistent homology is that outside of very special cases, no
good definition of the barcode of a bipersistence module is available; classical
quiver representation theory shows that the natural analogoue of a barcode
for bipersistence modules is an object that is far too complex to use directly
in any data analysis application [15]. Nevertheless, one can define simple
invariants of bipersistence modules that serve as a surrogate for the barcode;
various proposals for this can be found, e.g., in [15, 17, 41, 50, 68].

There are several ways to construct a bifiltration F' from metric data in
a way that is sensitive to both scale and density. Given a density function
f: X —[0,00) on a metric space X (e.g., a kernel or k-nearest neighbors
density function), [15] introduced the bifiltration

R(f,7): (0,00)°? x R — Top,
R(fv r)(k,r) = R({l‘ €X | f(l‘) > k})r

A Cech version of this bifiltration C(f,r) can be defined in the same way.
We will refer to these as density bifiltrations. In general, a density function
depends on a choice of bandwidth parameter. Thus, a density bifiltration
depends on a parameter choice. This is arguably a disadvantage of the
construction.

In this paper, we study density-sensitive bifiltrations built from metric
data whose definitions do not involve a parameter choice. Specifically, we
consider the following bifiltrations; see Section 2.3 for the formal definitions.

e The multicover bifiltration M (X) of a set of points X in a metric
space Z is a 2-parameter extension of the offset filtration which
takes into account the number of times a point in Z is covered by a
ball [20, 34, 64].

e Sheehy introduced density-sensitive extensions of the Cech and Rips
filtrations, which we call the subdivision-Cech and subdivision-Rips
bifiltrations, and denote by SC(—) and SR(—) [64]. The definition of
these amounts to the observation that there is a natural filtration on
the barycentric subdivision of any simplicial complex.

e The degree-Rips bifiltration DR(—), another density-sensitive exten-
sion of the Rips filtration, was introduced by Lesnick and Wright [51]
and has been studied in several works [45-48, 54, 62]. This bifiltra-
tion has a natural Cech analogue, the degree-Cech bifiltration DC (—).
The definition of these bifiltrations amounts to the observation that
any simplicial complex is naturally filtered by vertex degree.

We discuss the computation of these bifiltrations in Section 1.6.

Definition 1.3. We say a metric space is good if the intersection of any
finite collection of open balls is either empty or contractible.

According to a 2-parameter extension of Sheehy’s multicover nerve theorem
[64], the multicover bifiltration is in fact topologically equivalent (i.e., weakly
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equivalent, see Definition 2.35) to the subdivision-Cech bifiltration whenever
the ambient metric space is good. See Theorem 3.3 for the precise statement
of the theorem, and Section 4 for a proof (following Cavanna, Gardner, and
Sheehy [16]) and further discussion.

1.4. Our Results. In this paper, we present stability results for all of
the parameter-free constructions of bifiltrations mentioned above. These
results are formulated using metrics on data sets which are robust to outliers.
As an application of our results, we prove a law of large numbers for the
subdivision-Cech bifiltrations of random samples of a metric measure space.

For the multicover bifiltration and the subdivision bifiltrations, we give
1-Lipschitz stability results closely analogous to the bounds of Theorem 1.1.
On the other hand, we show that analogous Lipschitz stability results are
not possible for the degree bifiltrations; these bifiltrations are only stable in
a weaker sense.

To state our stability results, we need to first specify the distances on
bipersistence modules and on data sets that appear in the statements. Given
the lack of barcodes for bipersistence modules, when developing stability or
inference theory for multi-parameter persistent homology, a natural approach
is to formulate results directly on the level of persistence modules [50]. In fact,
we take a stronger approach here, and formulate results directly on the level of
bifiltrations, using the language of homotopy interleavings [8]. Interleavings
are a standard formalism in TDA for quantifying the similarity between
diagrams of topological spaces or vector spaces. Homotopy interleavings are
a variant which satisfy a homotopy invariance property.

Both notions of interleaving give rise to metrics, the interleaving distance
d; and the homotopy interleaving distance dgy. By applying the homol-
ogy functor, our homotopy interleaving results yield results on the level of
persistence modules as corollaries, given in terms of (strict) interleavings.

To give a metric on data sets, we regard a data set as a metric measure
space. Our main results are formulated using the Prohorov distance dp;,
and the Gromov—Prohorov distance dgp, [39, 44]. The Prohorov distance
is defined between two probability measures on a fixed metric space; it
is a classical tool in probability theory, commonly used to metrize weak
convergence. The Gromov—Prohorov distance is a natural adaptation to
measures defined on different metric spaces. The Prohorov distance can be
thought of as an analogue of the Hausdorff distance for measures [67, §27].
Our results demonstrate that this analogy extends to a stability theory for
2-parameter persistent homology closely paralleling the one for 1-parameter
persistence.

Remark 1.4. The Wasserstein distance [67, §6] is another classical dis-
tance on probability measures which has played an important role in prior
work on robust TDA [13, 20, 59]; see Section 1.7. As with the Prohorov
distance, we have a variant of the Wasserstein distance for probability mea-
sures defined on different metric spaces, the Gromov—Wasserstein distance
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[55]. The Prohorov distance admits a simple upper bound in terms of the
Wasserstein distance [6], which implies an analogous bound relating the
Gromov—Prohorov and Gromov—Wasserstein distances; see Proposition 2.23.
Hence, the stability bounds we give in terms of the (Gromov—)Prohorov
distance (Theorems 1.6 and 1.7 below) yield corresponding bounds in terms
of the (Gromov—)Wasserstein distance.

‘We now turn to the statements of our main results.

Notation 1.5. For X a non-empty finite metric space, let ux denote the
uniform probability measure on X, i.e., ux(A) = |A|/|X| for all sets A C X.
If X is equipped with an embedding j: X — Z into some ambient metric
space Z, then let vy denote the pushforward measure j,(ux), i.e., vx(A) =
|AN X|/|X]| for all Borel sets A C Z.

Theorem 1.6.
(i) For X andY non-empty, finite subsets of a metric space Z,

d[(M(X), M(Y)) < de(Vx, Vy).

(ii) In (i), if we assume further that Z is good, then also
di1(SC(X),SC(Y)) < dp.(vx,vy).

(iii) For any non-empty, finite metric spaces X and Y,

dg1(SR(X),SR(Y)) < dapr(px, py)-

Theorem 1.6 (ii) and (iii) are close analogues of Theorem 1.1 (i) and (ii),
respectively, and have closely analogous proofs. The proof of Theorem 1.6 (i),
given in Section 3.1, is short and straightforward. In fact, we prove a
generalization which holds for arbitrary measures on a common metric
space (Theorem 3.1). Theorem 1.6 (ii) follows from Theorem 1.6 (i) via the
2-parameter extension of Sheehy’s multicover nerve theorem (Theorem 3.3).

Theorem 1.6 (iii) follows readily from Theorem 1.6 (ii), using an embedding
argument similar to the one used to prove Theorem 1.1 (ii) in [19].

Our stability results for the degree bifiltrations are formulated in terms
of generalized interleavings [12, 50], where the shift maps are affine maps
rather than the usual translations. Specifically, for § > 0, we say that two
bifiltrations are 7° interleaved if they are interleaved with respect to the
affine map

(z,y) — (x — 6,3y +0);
see Section 2.5 for the formal definition.

Theorem 1.7 (Stability of degree bifiltrations).
(i) If X and Y are non-empty finite subsets of a good metric space,
then DC(X) and DC(Y) are v°-homotopy interleaved for all § >

dpr(vx,vy),
(i) If X and Y are non-empty finite metric spaces, then DR(X) and

DR(Y) are v°-homotopy interleaved for all 6 > dgp,(px, fty ).
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To prove Theorem 1.7, we show that there is a simple linear interleaving
between the subdivision and degree filtrations of a given data set (Proposi-
tion 3.4); in this sense, degree bifiltrations are approximations of subdivision
bifiltrations, in much the same way that Rips filtrations of point clouds are
approximations of Cech filtrations. Theorem 1.7 follows from this and the
stability of the subdivision filtrations, using a “generalized triangle inequality”
for homotopy interleavings.

We show that Theorem 1.7 is tight, in the sense that if the constant 3
appearing in the definition of 7 is made any smaller, then neither statement
of the theorem holds; see Proposition 3.7. We also observe in Remark 3.8
that the degree filtrations are discontinuous with respect to the relevant
metrics on point clouds and bifiltrations. Thus, Theorem 1.7 is far weaker
than the corresponding results for subdivision bifiltrations.

Our final theoretical result, a law of large numbers for subdivision-Cech
bifiltrations, is an application of the stability theory developed here: We
show that for X any separable metric probability space, the subdivision-Cech
bifiltration of an i.i.d. sample of X converges almost surely in the homotopy
interleaving distance to a bifiltration constructed directly from X', as the
sample size tends to co. Theorem 3.11 gives the precise statement.

Remark 1.8. Theorems 1.6 and 1.7 also admit “unnormalized” variants
which make no finiteness assumptions on the data; see Remark 3.2.

Remark 1.9. In this paper, we do not address the stability of the density
bifiltrations R(f,r) and C(f,r) defined above. We expect that the approach
to stability considered here can be adapted to yield results about density
bifiltrations.

1.5. Computational Study of the Stability of Degree-Rips Bifiltra-
tions. As discussed in Section 1.6 below, degree-Rips bifiltrations are known
to be computable in practice. In work to be reported elsewhere, we have
found them to be a very convenient tool for studying cluster structure in
genomic data. Thus, their stability with respect to outliers is of particular
interest to us.

To get a sense of what our stability result for degree bifiltrations (Theo-
rem 1.7) may mean for practical data analysis, in Appendix A we use the
2-parameter persistence software RIVET [51, 52, 66] to study the degree-
Rips bifiltrations of three synthetic data sets, denoted X, Y, and Z. X is
a uniform sample of 475 points from an annulus; Y is obtained from X by
adding 25 points sampled uniformly at random from the disc bounded by
the annulus; and Z is a uniform sample of 500 points from a disk.

We find that in spite of the strong topological signal shared by X and Y,
Theorem 1.7 yields a trivial constraint between the 15 persistent homology
modules of the degree-Rips bifiltrations of these two data sets, and thus
offers no information about the similarity of the two modules (Remark A.2).
This suggests that Theorem 1.7 may be of limited use in the analysis of
real-world data with outliers, despite being tight in the sense explained
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above. However, we show that when one data set is a subset of the other,
Theorem 1.7 admits an asymmetric variant giving substantially tighter
bounds (Proposition 3.9), and this result does constrain the relationship
between the persistent homology modules of X and Y (Appendix A.3). This
demonstrates that our theory does provide nontrivial information about the
robustness of degree bifiltrations.

Most interestingly, the homology modules of X and Y exhibit evident
structural similarities that are not explained by the available stability theory
(Remark A.3). This suggests that in future work, one should seek a more
refined stability theory for degree bifiltrations that can explain these sim-
ilarities. For this, it might be fruitful to use the framework of homology
inference, as considered in [58].

1.6. Computing the Multicover, Subdivision, and Degree bifiltra-
tions. For practical applications of the bifiltrations studied in this paper,
computability is a critical consideration. We now discuss what is known
about computing these bifiltrations.

While interesting theoretically, the subdivision bifiltrations SC(X) and
SR(X) of a data set X are usually too large to be directly computed in
practice; the largest simplicial complex in each of these bifiltrations has
exponentially many vertices in the size of X.

The degree bifiltrations are much smaller than the corresponding subdivi-
sion bifiltrations: For fixed k, the k-dimensional skeleton of the degree-Rips
bifiltration of a metric space X has size O(]X|¥2). Moreover, if the bifil-
tration is coarsened to lie on a grid of constant size, then the k-skeleton
has size O(| X |F*1), which agrees (asymptotically) with that of the ordinary
Rips filtration. Using a line sweep algorithm designed by Roy Zhao [53] and
implemented in RIVET, these low-dimensional skeleta are readily computed
in practice for data sets with hundreds of points.

Though the subdivision-Cech bifiltration is too large to compute directly,
recent work offers hope that practical computations of multicover persistent
homology may be within reach for data lying in a low-dimensional Euclidean
space: It is shown in [28] that for X C R™ finite, a polyhedral bifiltration in
R"™*! called the rhomboid bifiltration, introduced by Edeslbrunner and Osang
[36], is weakly equivalent to a version the multicover bifiltration of X [28].
For fixed n, the rhomboid bifiltration has size O(|X|**1). A recent algorithm
of Edelsbrunner and Osang [35] computes the rhomboid bfiltration. The
algorithm and its complexity analysis depend on a choice of algorithm for
computing weighted Delaunay bifiltrations. For a suitable such choice, the
algorithm computes the rhomboid bifiltration of X C R3 in time O(|X|?);
see [28, §4.5]. The algorithm has been implemented [57], and scales well
enough to compute the full rhomboid bifiltration of at least 200 points in
R3; examples and timing results appear in [28] and [35].

While the rhomboid bifiltration will not be discussed elsewhere in this
paper, our main results about multicover and subdivision-Cech filtrations
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also hold for rhomboid bifiltrations, since these results are formulated in a
homotopy-invariant way.

No efficient algorithms are known for computing or approximating (up to
homotopy) either the multicover bifiltration of high-dimensional data or the
subdivision-Rips bifiltration. The development of such algorithms seems to
be an important direction for future research.

1.7. Other Related Work. As noted in Section 1.2, several strategies
have been proposed to address issues of robustness and density within the
framework of 1-parameter persistent homology; we now give an overview.
Early work of Carlsson et al. on the application of persistent homology
to natural scene statistics [14] dealt with outliers by explicitly removing
them. Specifically, the authors considered a density function f: X — (0, 00)
on the data X and cleaned the data by removing points whose density
value was below some fixed threshold ¢ > 0. The persistent homology of
data preprocessed in this way is easily seen to be unstable with respect
to perturbations of the data, the density threshold ¢, and the bandwidth
parameter.

An alternative approach is to work with the 1-parameter filtrations ob-
tained by fixing the scale parameter in a density bifiltration, while allowing
the density threshold to vary. Chazal et al. [24, 25] considered the use
of such filtrations in the topological analysis of density functions and in
clustering. It follows from the results of this work that these filtrations can
be used to consistently estimate the superlevel persistent homology of a
probability density function, provided the scale parameter and bandwidth
of the density function are chosen in the right way; see also [49, Chapter
4]. Subsequent work of Bobrowski, Mukherjee, and Taylor [9] revisited this
estimation problem, using different estimators.

For a finite set of points in some ambient metric space, Chazal, Cohen-
Steiner, and Mérigot introduced a novel variant of the offset filtration, the
distance-to-measure filtration, which is robust to outliers [13, 20, 23]. More
specifically, its persistent homology is stable with respect to the 2-Wasserstein
distance on the data and the bottleneck distance on barcodes. The distance-to-
measure filtration depends on a parameter which, roughly speaking, controls
the scale on which smoothing is performed in the construction. For sufficiently
small values of this parameter, the distance-to-measure filtration is equal to
the offset filtration.

For Euclidean data, Phillips, Wang, and Zheng [59] introduced an alter-
native construction, the kernel distance filtration, which exhibits similar
robustness properties. This filtration is determined by a kernel density func-
tion, and so depends on a choice of bandwidth parameter. Subsequently, [9]
directly studied the superlevel persistent homology of a kernel density func-
tion and its statistical properties.

Blumberg et al. [7] studied distributions of barcodes induced by samples
of a fixed size drawn from metric measure spaces. The authors proved
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that their invariants satisfy a stability result with respect to the Gromov—
Prohorov distance on metric measure spaces and the Prohorov distance on
distributions. This implies that the invariants are robust to outliers. These
invariants depend on a choice of fixed size for the subsamples, which reflects
the local feature scale of the data.

In the multiparameter setting, Rolle and Scoccola [62], [63, §6.5] have
recently shown that if instead of using the Prohorov distance to formulate
Theorem 1.7, one uses the maximum of the Prohorov and Hausdorff distances
(the Prohorov-Hausdorff metric), then the bounds of Theorem 1.7 strengthen
to Lipschitz bounds. In fact, their result is more general, concerning 3-
parameter Rips filtrations associated to metric probability spaces. Rolle and
Scoccola apply this result to prove the stability and consistency of a clustering
scheme. However, the Prohorov-Hausdorff metric used to formulate these
stability results is not robust to outliers.

In the case where one data set is a subset of the other, recent work
of Jardine [48] presents another approach to the stability of degree-Rips
bifiltrations. This approach yields a stability theorem phrased in terms of
homotopy commutative interleavings (a weaker notion than the homotopy
coherent interleavings used here and in [62]) and a metric on data sets which
is bounded below by the Prohorov-Hausdorff metric.

1.8. Outline. The paper is organized as follows. In Section 2, we give
a concise review of necessary background on metric measure spaces and
2-parameter persistence. In Section 3, we prove the main stability results.
Some of these depend on the multicover nerve theorem for bifiltrations, which
we prove in Section 4, following [16]. Appendix A presents our computational
study of the stability of degree-Rips bifiltrations. Appendix B gives the proof
of Proposition 3.7, which says that our stability result for degree bifiltrations
(Theorem 1.7) is tight.
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2. BACKGROUND

In this section, we review the definitions and concepts used in the rest of
the paper.

2.1. Rips and Cech complexes. We begin with a remark on the definitions
of Cech and Rips complexes given in Section 1.1. Let us recall these:

Definition 2.1. Given a subset X of a metric space Z and r > 0, the Cech
complex C(X), is the nerve of the collection of open balls {B(z,r) | z € X}
in Z.

Definition 2.2. Given a metric space (X,0dx) and r > 0, the Rips complex
R(X), is the clique complex on the graph with vertex set X and edge set

{[xay] !x#y, 8X($,y) < 27’}

Remark 2.3. These definitions are the ones used in [19]. Many references
use a slightly different pair of definitions, where “open” is replaced with
“closed” in Definition 2.1, and the strict inequality < is replaced with < in
Definition 2.2; we call the definitions we have given the open convention, and
the alternative definitions the closed convention. All stability results for Rips
and Cech (bi)filtrations appearing in this paper hold exactly as written if we
instead use the closed convention.

The closed convention is arguably more natural, since it yields finitely
presented persistence modules and is more convenient when studying rhom-
boid bifiltrations. However, the open convention is convenient for interfacing
with the multicover nerve theorem, which (in the formulation we consider)
concerns open covers. At the time this paper was written, no version of the
multicover nerve theorem was available for closed covers. But using ideas
from [3], which was released after our paper was finished, it is possible to
establish the multicover nerve theorem for a large class of closed covers; see
Remark 4.14. Had [3] been written before our paper was finished, we might
have chosen to work with the closed convention throughout.

We also note that in some references, the constant 2 in our definition of
the edge set of R(X) is replaced with 1. Our convention ensures that R(X),
is the clique complex of the 1-skeleton of C(X),.

2.2. Metric Measure Spaces. The following definition allows us to for-
malize the notion of sampling from a metric space.

Definition 2.4. A metric measure space is a triple (X,0x,nx), where
(X,0x) is a metric space and ny is a measure on its Borel o-algebra. We
will sometimes abuse notation slightly and denote such a triple as either X

or 7 x.

We will often work with metric probability spaces, i.e., metric measure
spaces where ny(X) = 1. Of course, any metric measure space with finite
measure can be normalized by dividing the measure of each subset by nx(X),
yielding a metric probability space.
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2.3. Bifiltrations from Data. Recall that in Definition 1.2, we have defined
a bifiltration to be a functor F': R x S — Top for some totally ordered sets
R and S, such that F, C Fj whenever a < b € R x .S. For P a poset, let P°P
denote the opposite poset. In this paper, we will always take R = (0, c0)°P
and S = (0,00), except in the computational example of Appendix A. We
let J = (0, 00)°P x (0, 00).

Remark 2.5. It is common in the literature on multiparameter persistence
to see bifiltrations indexed by other choices of R x S, e.g., by R? or N2,
However, for the constructions considered in this paper, J is a natural choice
of indexing poset.

We now define the bifiltrations that we will study in this paper. First, we
consider a bifiltration associated to an arbitrary metric measure space. A
variant of the following definition was considered in [20].

Definition 2.6. For X a metric measure space, we define the measure
bifiltration of X to be the bifiltration

B(X): (0,00)° x (0,00) — Top,

B(X) ) ={y € X [ nx(B(y,r)) = k}.

That is, y is contained in B(X) ) if and only the open ball of radius r
centered at y has measure at least k.

We will be particularly interested in the following special case:
Definition 2.7. For X a subset of a metric space (Z,0z), let
MUY X) = B(rx),

where Uy is the counting measure of X, i.e., the measure on Z is given by

vx(A) = |AN X]|. Thus,
MUY X) () ={y € Z | 0z(y,x) < r for least k distinct points x € X}.
We call M"(X) the (unnormalized) multicover bifiltration of X.

Remark 2.8. Note that in our our notation, the dependence of M"(X) on
the ambient metric space Z is implicit. The superscript u in the notation
is intended to denote that this bifiltration is unnormalized; we will define a
normalized version below, which we denote without the u. We will also use
the same convention to denote the unnormalized and normalized versions of
the other bifiltrations we consider.

Remark 2.9. The definition of the multicover bifiltration given above is the
one used by Sheehy [64]. Edelsbrunner and Osang [34] consider a variant
of the definition using closed rather than open balls; the two variants have
interleaving distance 0.
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Next, we define the subdivision bifiltrations of Sheehy. First, we review the
definition of the barycentric subdivision of an (abstract) simplicial complex.
Given a simplicial complex S, a flag in S is a sequence of simplices in S

o1 Cog C---C o,
where each containment is strict.

Definition 2.10. The barycentric subdivision of a simplicial complex T,
which we denote Bary(7T'), is the simplicial complex whose k-simplices are the
flags of length k + 1, with the face relation defined by removal of simplices
from a flag.

Let Simp denote the category of simplicial complexes. There is a natural
filtration on Bary(7') by dimension, which is functorial on inclusions:

Definition 2.11.
(i) For T a simplicial complex, the subdivision filtration [64]

S(T): (0,00)°? — Top

is defined by taking S(T'); C Bary(T) to be the set of flags whose
minimum element has dimension at least £ — 1.

(ii) It is easy to check that if F': C — Simp is a functor whose internal
maps are monomorphisms (i.e., injections on vertex sets), then the
filtrations {S(F)}re(0,00) assemble into a functor

S(F): (0,00)°* x C — Simp.

For X a subset of a metric space Z, we call S(C(X)) the subdivision-

Cech bifiltration and denote it SC*(X). Similarly, for X a metric

space, we call S(R(X)) the subdivision-Rips bifiltration, and denote it
SRY(X).

As noted in Section 1, the subdivision bifiltrations are too big to construct

in practice. This motivates the consideration of smaller density-sensitive

simplicial bifiltrations from point cloud data. The following generalizes a
construction introduced in [51]:

Definition 2.12.
(i) For T" a simplicial complex, the degree filtration
D(T): (0,00)°? — Simp

is defined by taking D(T'); to be the maximum subcomplex of T" whose
vertices have degree at least k — 1 in the 1-skeleton of T

(ii) If F: C — Simp is any functor whose internal maps are monomor-
phisms, then the filtrations {D(F})},¢(0,00) assemble into a functor

D(F): (0,00)? x C — Simp.
For X a subset of a metric space Z, we call D(C(X)) the degree-Cech

bifiltration and denote it DC*(X). For X a metric space, we call
D(R(X)) the degree-Rips bifiltration, and denote it DR"(X).
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In the case of non-empty, finite data sets, the multicover, subdivision,
and degree bifiltrations each admit a variant where the first parameter of
the bifiltration is normalized by the number of points in the data set. For
example:

Definition 2.13 (Normalized Bifiltrations). For X a non-empty finite subset
of a metric space Z, define the (normalized) multicover bifiltration of X to
be the bifiltration M (X) given by

M(X) (k) = MU(X) (kX)) -
Equivalently, M(X) = B(vx), where as in Notation 1.5, vx is the measure
on Z is given by
vx(A) = [ANX]/[X].
We define normalized variants of the subdivision and degree bifiltrations

analogously, and also denote them by removing the u. For example, the
normalized subdivision-Rips filtration of X is denoted SR(X).

2.4. Distances on Metric Measure Spaces. There are many ways to de-
fine a distance between probability measures on a fixed metric space [38]. We
will focus on two standard choices, the Prohorov and Wasserstein distances.
To adapt these to distances between measures defined on different metric
spaces, we use Gromov’s idea of minimizing over isometric embeddings into
a larger ambient space.

Definition 2.14. The Prohorov distance (also known as the Prokhorov
distance) between measures p and 7 on a metric space (Z,dz) is given by

dpy(p1,m) = supinf{6 > 0 | u(A) < n(A°%) + ¢ and
A

n(A) < p(A°) + 63,
where A C Z ranges over all closed sets and

A ={y e Z|dz(y,a) <0 for some a € A.}

Definition 2.15 ([39]). The Gromov—Prohorov distance between metric
measure spaces X = (X,0x,nx) and Y = (), dy,ny) is

dGPT(Xv y) = gli dPT(SO*(nX)a 1/1*(77)1)),

where ¢: X — Z and ¢: Y — Z range over all isometric embeddings into a
common metric space Z.

Remark 2.16 (Robustness). It is easy to see that if Y is a finite metric
space and X C Y is nonempty, then the uniform probability measures px
and py of X and Y satisfy
Y\ X]

RY

dapr(px, py) < dpr(px, py) <

In this sense, dp, and dgp, are robust to outliers.
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A coupling between metric measure spaces X and Y is a measure y on
X x Y such that u(A x Y) = ny(A) and p(X x B) = ny(B) for all Borel
sets AC X and B C ).

For the next definition, recall that a metric space is said to be Polish if it
is separable (equivalently, second-countable) and complete.

Definition 2.17. For p € [1,00), the p-Wasserstein distance between prob-
ability measures pq and puo on a Polish metric space (Z,07) is

1

p

) =t ([ oatwopan)”.
H ZxZ

where p ranges over all couplings of p; and ps.

Definition 2.18. Let X and ) be Polish metric probability spaces. For
p € [1,00), the p-Gromov-Wasserstein distance between X and ) is

Ay (X. V) = inf (0. () 6 (0))

where ¢: X — Z and ¢: Y — Z range over all isometric embeddings into a
common metric space Z.

2.4.1. Metric Properties. We next consider the question of when each of the
distances on measures we have defined above yields a metric. We begin with
some definitions.

Definition 2.19. The support of a metric measure space X = (X, 0x,nx),
denoted Supp(&'), is the complement of the set

J{V € & |V is open, nx (V) = 0}.
Supp(X') inherits the structure of a metric measure space from X.
If X is separable, then we have that
nx (X\ Supp(X)) =0,

as one would want [2, §12.3]. Hence, we assume separablility in the following
definition.

Definition 2.20. An isomorphism of separable metric measure spaces is a
measure-preserving isometry between their supports.

Definition 2.21. For 7 a measure on a Polish space (Z,dz), we say 7 has
finite p™ moment if for any (hence all) zy € Z,

/ 0z(z,20)P dn < oo.
Z

We now record some standard facts about the metric properties of the
distances we have defined above.

Proposition 2.22 (Metric Properties of Distances on Measures).
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(i) dp, is an extended metric on the set of all measures on a fized metric
space; that is, dp, can take infinite values, but otherwise satisfies all
the properties of a metric. Moreover, dp, restricts to a metric on finite
measures [30, §A.2.5].

(i) The Gromov—Prohorov distance is a pseudometric on the class of Polish
metric probability spaces, and dgp,(X,Y) =0 if and only if X and Y
are isomorphic in the sense of Definition 2.20. Thus, dgp, descends to
a metric on isomorphism classes of Polish metric probability spaces [39,
44).

(i) For anyp € [1,00), dyy, is an extended metric on the set of all probability
measures on a fixed Polish space, and it restricts to a metric on measures
with finite pt" moment [67, §6].

(w) For anyp € [1,00), dyy, is a pseudometric on the class of Polish metric
probability spaces with finite p™ moment, and dgy (X, Y) =0 if and
only if X and Y are isomorphic. Thus, dgw descends to a metric on
isomorphism classes of Polish metric probability spaces with finite pt®
moment [65].

The proof of Proposition 2.22 (iv) appears in [65] only for the case p = 2,
but the same proof works for all p.

2.4.2. Comparison of the Prohorov and Wasserstein Distances.

Proposition 2.23 ([6]).

(i) For any probability measures . and 1 on a common Polish space,

. 1 _p_
dpr(it,m) < min (d’v’v(u,nﬂ , dyy (1) P“) :

(ii) For any Polish metric probability spaces i and 1,

. 1 _b_
dgpr(pt; 1) < min (d’éw(u, )%, deyy (1,7) P“) :

Proposition 2.23 (ii) follows immediately from Proposition 2.23 (i). To

briefly explain how the bound of (i) arises, the bound dp, (11, 1) < di (u, 77)%
appears in [38]. Moreover, it is a standard fact that djj, < df;, whenever
p < g, so in fact,

1
dpr(p,m) < diy(11,m)?
for all p € [1,00). In addition, a direct argument appearing in [6] shows that
_Dp
dpr(pt,m) < dyy (p,m) P41
for all p € [1, 00).
2.4.3. Metrization of Weak Convergence. It is well known that both the

Prohorov and Wasserstein distances metrize weak convergence of measures
under suitable conditions. We now briefly discus this.
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Definition 2.24. Let 1 be a measure on a topological space T. A sequence
of measures p1, po, ... on T is said to weakly converge to p if

Jim [ fdu, = [ fau

for all bounded, continuous functions f : T — R.

Proposition 2.25 (Metrization of Weak Convergence [30, §A.2.5], [67, §6]).

(i) The Prohorov distance on a separable metric space metrizes weak con-
vergence of finite measures.

(ii) For any p, the p-Wasserstein distance on a bounded Polish space
metrizes weak convergence of probability measures.

We will use Proposition 2.25 (i) in Section 3.3, to study the convergence
of Subdivision-Cech bifiltrations of random samples of a metric probability
space. We will not use Proposition 2.25 (ii) in this paper.

Remark 2.26. The statement of Proposition 2.25 (ii) can in fact be gener-
alized to one which holds for arbitrary Polish spaces. For this, one has to
place some restrictions on the probability measures; see [67, §6].

2.5. Interleavings and Homotopy Interleavings. We now turn to the
task of defining metrics on the space of bifiltrations, using the formalism
of interleavings. Interleavings are ubiquitous in the persistent homology
literature, and their theory is well developed; e.g., see [4, 5, 12, 21, 31].
Interleavings were first defined for R-indexed diagrams in [18] (though the
definition is already implicit in the earlier work [27]) and for R™-indexed
diagrams with n > 1 in [50]. The most fundamental result about inter-
leavings, called the isometry theorem or the algebraic stability theorem, is
a generalization of the original stability theorems for persistent homology.
It says that the interleaving distance between pointwise finite-dimensional
functors X,Y : R — Vec is equal to the bottleneck distance between their
barcodes [4, 5, 21, 50].

While we do not directly use the isometry theorem in this paper, it
motivates the use of interleavings to formulate stability results for 2-parameter
persistence. As further motivation, interleaving distances on multi-parameter
filtrations and persistence modules satisfy universal properties, which indicate
that these are principled choices of distances [8, 50].

2.5.1. Interleavings. Recall that in Section 2.3, we have defined J to be the
poset (0,00)°P x (0,00). We now define interleavings between J-indexed
diagrams, adapting a definition introduced in [49]. We give a general form
of the definition, where the shifts are not necessarily translations; such
generalizations have previously been considered in several places [12, 40, 49].

Throughout, we assume that R°P x R is endowed with the product partial
order, i.e.,

(a,b) < (c,d) ifand only if a>c and b<d.
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Recall that a morphism of posets f: P — @ is a function such that f(z) <
f(y) whenever x < y.

Definition 2.27. We define a forward shift to be an automorphism of posets
v:RP xR — RP xR
such that z < ~(x) whenever z € J.
Example 2.28. In the context of interleavings, the standard example of a
forward shift is the translation 79, given by
(2,y) = (x = 8,y +9),
where § > 0.
Example 2.29. For any ¢ > 1 and § > 0, the map
(x,y) — (x — d,cy +0)

is also a forward shift. We will work with such forward shifts when we study
the stability of the degree bifiltrations.

We now check that the composition of forward shifts is itself a forward
shift. The following lemma will be helpful.

Lemma 2.30. If v is a forward shift and (x,y) € (—o0,0]°P x (0,00), then
v(@,y) = (0,y).

Proof. For 2’ € (0,00)°P, we have that (z/,y) € J, so y(z',y) > (2/,y). Since
(z,y) > (¢/,y) and ~ is a morphism of posets, we thus have that v(x,y) >
(2',y). Because this holds for all 2’ € (0,00)°P, the result follows. O

Proposition 2.31. The composition of two forward shifts is a forward shift.

Proof. Let 4! and 42 be forward shifts, and consider z € J. We need to
show that z < 4% o v!(z). Note that z < v!(x). If v}(z) € J, then we also
have v!(z) < 72 o y1(z), and the result follows by transitivity. If v!(z) & J,
then the result follows from Lemma 2.30. O

Recall that a category C is called thin if for every a,b € ob C, there is at
most one morphism in C from a to b. If C is thin, £': C — D is any functor,
and g: a — b is a morphism in C, we denote F'(g) as F .

Definition 2.32. For v and x two forward shifts, let the (v, k)-interleaving
category, denoted I"*, be the thin category with object set J x {0,1} and a
morphism (r,i) — (s,7) if and only if one of the following is true:
ei=jand r <s,
e i=0,j=1, and y(r)

< s,
e i=1j=0,and (r) <s

We have embeddings
E°. E': J = 1",
mapping r € J to (r,0) and (r, 1), respectively.
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Definition 2.33.

(i) Given forward shifts v,k and any category C, we define a (v, k)-
interleaving between functors F,G: J — C to be a functor

K: 1" = C

such that K o E9 = F and K o E' = G.
(ii) We refer to a (v, )-interleaving simply as a y-interleaving, and for
§ > 0, we refer to a 79-interleaving as a d-interleaving.

In this work, we consider the cases C = Top and C = Vec.
We can now define an extended pseudometric on bifiltrations in terms of
interleavings.

Definition 2.34. We define
dr: obC’ x obC’ = [0, 0],
the interleaving distance, by taking
di(F,G) =1inf {0 | F and G are dé-interleaved}.
It is easily checked that d; is an extended pseudometric.

2.5.2. Homotopy Interleavings. In prior work [8], we introduced homotopy
interleavings, homotopical generalizations of interleavings which are useful
for formulating TDA results directly at the space level, rather than on the
algebraic (homological) level. In [8], we defined d-homotopy interleavings for
R-indexed diagrams of topological spaces. The definition generalizes without
difficulty to our setting, as we now explain.

Recall that a diagram of spaces is a functor F': C — Top, where C is a
small category. The following definition is the starting point for the homotopy
theory of diagrams; see, e.g., [43].

Definition 2.35. For C a small category and functors F,G: C — Top, a
natural transformation f: F' — G is an objectwise weak equivalence if f, is
a weak homotopy equivalence for all z € C. We say that diagrams F and
G are weakly equivalent, and write ' ~ G if there is a finite sequence of
functors
F=K,K, ...  K,=G,

with each Kj; also a functor from C to Top, such that foralli € {1,....,n—1}
there exists either a weak equivalence K; — K;;1 or a weak equivalence
Ki+1 — Kz

Using the notion of weak equivalence, we define a homotopical refinement
of interleavings:

Definition 2.36.

(i) Given forward shifts v and s, functors F,G: J — Top are (v,k)-
homotopy interleaved if there exist functors F',G’': J — Top with
F' ~ F and G’ ~ G such that F’ and G’ are (v, k)-interleaved.
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(ii) In analogy with Definition 2.33 (ii), we say that F' and G are y-homotopy
interleaved if they are (v, ~)-interleaved, and we say that they are J-
homotopy interleaved if they are 79-interleaved.

Definition 2.37. The homotopy interleaving distance between functors
F.G: J— Top is given by

dgr(F,G) :=1inf {J | F, G are 6-homotopy interleaved}.

The following proposition implies in particular that dg; is an extended
pseudometric.

Proposition 2.38 (Generalized Triangle Inequality for Homotopy Interleav-
ings). Consider functors F,G,K: J — Top and forward shifts v*, 72, k!, k2.
If F,G are (v', k')-homotopy interleaved and G, K are (v?, x%)-homotopy

interleaved then F, K are (v? oy, k! o k2)-homotopy interleaved.

The analogue of Proposition 2.38 is established in [8] for J-interleavings of
R-indexed diagrams of spaces, using a homotopy Kan extension. The proof
of Proposition 2.38 is essentially the same; we omit it.

For forward shifts 4! and 2, write y' < 4?2 if y!(2) < 42(z) for all z € J.

Proposition 2.39 (Cf. [12, Proposition 2.2.12]). If v} < +? and k! < K2
are forward shifts and F,G: J — Top are (v', k')-homotopy interleaved,
then F,G are (72, k%)-homotopy interleaved.

Proof. A (4%, k!)-interleaving restricts to a (y2, x2)-interleaving. O

Remark 2.40. The obvious analogues of Proposition 2.38 and Proposi-
tion 2.39 for strict interleavings also hold.

The following result, whose easy proof we omit, tells us that homology
preserves interleavings in the expected way:

Proposition 2.41. If F,G: J — Top are homotopy (7, k)-interleaved, then
H,F, H;G are (v, k)-interleaved for all i > 0.

3. MAIN RESULTS

3.1. Stability of the Multicover and Subdivision Bifiltrations. We
now prove Theorem 1.6, our stability result for the multicover and subdivision
bifiltrations. Let us recall the statement of the theorem. First, we remind the
reader of Notation 1.5: For X a non-empty, finite metric space, px denotes
the uniform probability measure on X, and if X is a subset of a metric space
Z, then vy denotes the pushforward of ux into Z.

Theorem 1.6.

(i) For X andY non-empty, finite subsets of a metric space Z,
di(M(X),M(Y)) <dp.(vx,vy).

(i) In (i), if we assume further that Z is good, then also
drr(SC(X),SC(Y)) < dpr(vx,vy).
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(iii) For any non-empty, finite metric spaces X and Y,
dur(SR(X),SR(Y)) < dapr(px, pry).-

We first prove Theorem 1.6 (i), our stability result for the multicover
filtration. In fact, we prove the following generalization:

Theorem 3.1 (Stability of Measure Bifiltrations). For any measures p and
n on a common metric space Z,

dr(B(n), B(n)) < dpr(p; ).

Theorem 1.6 (i) follows immediately from Theorem 3.1 by taking u = vx
and n = vy,

Remark 3.2. In our notation, vx and vy are the normalized counting
measures of X and Y, respectively. Considering instead the unnormalized
counting measures, Theorem 3.1 also yields an unnormalized version of
Theorem 1.6 (i), which requires no finiteness assumption on X and Y. In
fact, all of our stability results also admit analogous unnormalized variants.
We have chosen to emphasize the normalized version of the results in our
exposition because the definition of the Wasserstein distances does not
make sense for pairs of measures with different total measure, so only the
normalized versions of our results imply corresponding stability bounds for
the (Gromov—)Wasserstein distances.

Proof of Theorem 3.1. It suffices to show that that for any 6 > dp,(u,n),
B(p) and B(n) are d-interleaved. As above, for x € Z and r > 0, let B(x,r)
denote the open ball of radius r centered at x, and let B(x,r) denote its
closure. For any (k,r) € J, if z € B(u)x,), then u(B(x,r)) > k. As
B(x,r) C B(z,r), we have that u(B(z,r)) > k. By the definition of dp,,

n(B(x,r)°) +6 > p(B(,1)),
so n(B(z,r)%) > k — §. But by the triangle inequality
B(xz,7)° C B(z,r 4 0),
so n(B(z,m+0)) > k — 0. Thus, if k > 6, so that B(n)y—sr+s) is defined,
then = € B(1) (x—s,+6); it follows that
B(14) () € B(0) (k—5.r+5)-

The same is true with the roles of y and 7 reversed. Thus, B(u) and B(n)
are d-interleaved, with the interleaving given by inclusion maps. O

Theorem 1.6 (ii) now follows immediately from statement (ii) of the fol-
lowing version of Sheehy’s multicover nerve theorem.

Theorem 3.3 (Multicover Nerve Theorem for Bifiltrations). Given a good
metric space Z and X C Z,

(i) the unnormalized bifiltrations SC*(X) and M™(X) are weakly equiva-
lent,
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(i3) if X is finite, then the normalized bifiltrations SC(X) and M(X) are
also weakly equivalent.

We prove Theorem 3.3 (i) in Section 4, following [16]. For X finite,
SC(X) and M(X) are obtained from SC"(X) and M"(X) by the same
reparameterization, so Theorem 3.3 (ii) follows immediately from (i).

Proof of Theorem 1.6 (i7i). Our proof is an adaptation of the original proof
of the Rips stability theorem [19]. For any 0 > dgp,(x, 1y ), there exists
a finite metric space Z and a pair of isometric embeddings ¢: X — Z,
¢: Y — Z such that dp, (¢« (px), ¥«(py)) < 6. Let RZ denote the metric
space of functions Z — R, with the sup norm metric, and let K: Z — RZ be
the Kuratowski embedding, defined by K(z)(y) = dz(y,z). K is an isometric
embedding. We write

X' =Kop(X)cR? and Y =Koy(Y)cCRZ

The Rips and Cech complexes of sets embedded in RZ are identical, so we
have

SR(X)=8C(X) and  SR(Y)=SCY").
Moreover, we have that

dpr(vxr,vyr) = dpr(es(px), hu(py)) < 6.
Hence, by Theorem 1.6 (ii), dgr7(SC(X'),SC(Y")) < 6. The result follows. [

3.2. Stability of the Degree Bifiltrations. Next, we prove Theorem 1.7,
our stability result for the degree bifiltrations, using the results of the previous
section. To start, we apply the multicover nerve theorem (Theorem 1.6 (ii))
to show that the subdivision-Cech and degree-Cech bifiltrations are homotopy
interleaved.

Recalling Example 2.29, for § > 0 we define the forward shift

7% R x R — R x R,
N (k,r) = (k —0,3r +0).
Let us now recall the statement of Theorem 1.7:

Theorem 1.7.

(i) If X and Y are non-empty finite subsets of a good metric space,
then DC(X) and DC(Y) are v°-homotopy interleaved for all § >
dpy (VXa VY)»

(i) If X and Y are non-empty finite metric spaces, then DR(X) and
DR(Y) are v°-homotopy interleaved for all § > dgp,(jx, py ).

In what follows, we let Id denote the identity function on R x R, and
we write 49 simply as 7.

Proposition 3.4. For X a non-empty, finite subset of a good metric space,
DC(X) and SC(X) are (v,1d)-homotopy interleaved.
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Proof. Our proof uses the persistent nerve theorem [26], a standard variant
of the nerve theorem which we discuss in the following section; see Theo-
rem 4.11. Let (Z,0z) denote the ambient good metric space, and consider
the bifiltration

DO(X): J — Top,
DO(X) k) ={y € Z | d(y,x) < r for some x € X a vertex of DCV(M)}.

By the persistent nerve theorem, DO(X) is weakly equivalent to DC(X).
Thus, by Theorem 3.3 (ii) it suffices to show that DO(X) and M(X) are
(v, Id)-interleaved.

If x € DO(X) (1, then there exists a point p € X with dz(x,p) < r, and
a subset W C X of size at least k|X| such that dz(p,w) < 2r for all w € W.
By the triangle inequality, 0z(z,w) < 3r for all w € W, so x € M(X) 3y)-
This shows that

DO(X) (k) © M(X)(k,3r)-

Conversely, if € M(X) () then there is a subset W C X of size at least
k|X| such that dz(z,w) < r for all w € W. Then, for any w,w’ € W,
Jz(w,w') < 2r by the triangle inequality, so each element of W is a vertex
of DCV(;W). Thus, x € DOy, ,y. This shows that

M (X)(k,r) - DO<X)(k,r) .

It follows that that DO(X) and M(X) are indeed (v, Id)-interleaved, with
the interleaving maps the inclusions. ([l

Corollary 3.5. For any non-empty, finite metric space X, DR(X) and
SR(X) are (vy,1d)-homotopy interleaved.

Proof. Without loss of generality, we may regard X as a subset of RX via
the Kuratowski embedding; see the proof of Theorem 1.6 (iii). For point sets
in RX, Rips and Cech complexes are equal, so

DR(X)=DC(X) and  SR(X)=SC(X).
The result now follows from Proposition 3.4. (|

Proof of Theorem 1.7. Ttem (i) follows immediately from Theorem 1.6 (ii),
Proposition 3.4, and the “generalized triangle inequality for homotopy inter-
leavings” (Proposition 2.38). Similarly, (ii) follows from Theorem 1.6 (iii),
Corollary 3.5, and Proposition 2.38. O

Remark 3.6. One can also prove Theorem 1.7 (i) without considering the
relationship between the degree and subdivision bifiltrations. This approach
avoids use of both the multicover nerve theorem and the generalized triangle
inequality for homotopy interleavings; only the usual persistent nerve theorem
(Theorem 4.11) and a generalized triangle inequality for strict interleavings
are needed. Theorem 1.7 (ii) also can be proven this way.
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The following proposition tells us that the constant 3 in the definition of
7% is tight. For ¢ € [1,00), define the forward shift v>¢ by

7k, ) = (k =, cr +0),
and note that ~0 = %3,

Proposition 3.7. For any ¢ € [1,3), neither statement (i) nor (i) of
Theorem 1.7 is true if we replace v° in the statement with y*°.

We prove this proposition in Appendix B. Moreover, we have the following:

Remark 3.8 (Discontinuity of the Degree Bifiltrations). The map sending a
finite metric space to its normalized degree-Rips bifiltration is discontinuous
with respect to the Gromov—Prohorov distance on uniform measures and the
homotopy interleaving distance. To see this, let Y = {—1,1} C R. Forn € N,
let Z™ C R be any set consisting of n points in the interval [—1 — %, -1+ %]
and n points in the interval [I — 1,1+ 1] and let Y™ = Z" U {0}. It is
easy to check that py» converges to py in the Gromov—Prohorov metric
as n — oo. However, a simple calculation similar to one appearing in
the proof of Proposition 3.7 shows that Ho(DR(Y ™)) does not converge to
Ho(DR(Y)) in the interleaving distance. Hence, DR(Y™) does not converge
to DR(Y) in the homotopy interleaving distance, which establishes the
claimed discontinuity.

The same example also gives that the map sending a finite subspace of a
good metric space to its normalized degree-Cech bifiltration is discontinuous
with respect to the Prohorov distance on normalized measures and the
homotopy interleaving distance. For this, it suffices to note that vyn also
converges to vy in the Prohorov metric as n — 0o, and that the degree-Rips
and degree-Cech bifiltrations have the same 1-skeleta, hence isomorphic
homology in degree 0.

Harker et al. have introduced a variant of the standard Rips stability
theorem (Theorem 1.1 (ii)) for the case where one metric space is a subset
of the other [40, Proposition 5.6]. We now give an analogous variant of
Theorem 1.7, which we will use in Appendix A. Theorem 1.6 also admits an
analogous variant, which we do not write out.

For C € (0, 1], define the forward shift k¢ by % (k,r) = (Ck, 7).
Proposition 3.9.
(i) If X C Y are non-empty, finite subsets of a good metric space, then

DC(X) and DC(Y) are (xXI/Y1 %) -homotopy interleaved for all

o> dpr(VX,Vy).
(i) If X C'Y are non-empty, finite metric spaces, then DR(X) and
DR(Y) are (xXI/IY1 %) -homotopy interleaved for all § > dp,(jux, py)-

Evidently, the hypotheses of Proposition 3.9 are stronger than those
of Theorem 1.7, and using Proposition 2.39, it can be checked that the
conclusions are stronger as well.
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Proposition 3.9 is proven in essentially the same way as Theorem 1.7,
using the inclusion X < Y in a straightforward way to strengthen the result;
we omit the details.

3.3. Weak Law of Large Numbers for Subdivision-Cech Bifiltra-
tions. Let X = (X, dx,nx) be a separable metric probability space (Defini-
tion 2.4). To conclude this section, we apply Theorem 3.1 to show that the
subdivision-Cech bifiltration of an i.i.d. sample of X’ converges almost surely
in the homotopy interleaving distance to the multicover bifiltration of X, as
the sample size tends to oc.

We begin with some notation: Let x1,z9,... be a sequence of independent
random variables taking values in X, each having law ny; for m > 1, let
Xm =A{z1,...,2m}. Let n,, denote the empirical distribution of X,,; that
is, using Notation 1.5, n,, = vx,,.

We will use the following standard theorem about convergence of empirical
measures.

Theorem 3.10 ([32, Theorem 11.4.1]). Almost surely, the empirical distri-
butions 0, weakly converge to nxy as m — oo.

Here is our convergence result.

Theorem 3.11. The random variables SC(X,,) converge almost surely to
B(nx) in the homotopy interleaving distance as m — oo.

Proof of Theorem 3.11. By Theorem 3.10 and Proposition 2.25 (i), 7, con-
verges to ny in the Prohorov distance. Thus, by Theorem 3.1, M(X,,)
B(nm,) converges to B(ny) in the interleaving distance. Since SC(X,,)

weakly equivalent to M(X,,) by Theorem 3.3 (ii), this implies that SC(X
converges to B(ny) in the homotopy interleaving distance.

is

nED

4. THE MULTICOVER NERVE THEOREM

We now turn to the proof of Theorem 3.3 (i), the multicover nerve theo-
rem for bifiltrations. The original version of the multicover nerve theorem
[64] concerns the 1-parameter persistence modules obtained by fixing the
parameter k of the multicover bifiltration while varying the parameter r. A
subsequent paper by Cavanna, Gardner, and Sheehy gives a different proof
of the same result [16, Appendix B]. The latter approach centers around
the observation that a proof of the multicover nerve theorem is essentially
already implicit in a standard proof of the nerve theorem, as given e.g., in [42,
§4.G]. Just one additional step is required, where one checks that a certain
map of homotopy colimits is a homotopy equivalence. This step was in fact
omitted in [16], but is not too difficult to fill in.

While the proof in [64] seems to not extend readily to a proof of the result
for bifiltrations (Theorem 3.3 (i)), the proof of [16] does extend, modulo the
omitted step. Here, we give a complete proof Theorem 3.3 (i), following [16]
and filling in the gap. In fact, we prove a generalization which holds for a
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wider class of filtered covers (Theorem 4.13), since this is not much more
difficult. Our argument for the omitted step draws on an idea appearing in
Sheehy’s original proof [64], and also uses the standard fact that homotopy
final functors induce equivalences on homotopy colimits (Theorem 4.6).

4.1. Nerves and Homotopy Colimits.
Definition 4.1 (Nerves).

(i) Let U be a cover of a topological space. The set of finite subsets of
U with non-empty common intersection define a simplicial complex,
called the nerve of U and denoted N(U).

(ii) The nerve of a poset P, denoted N(P), is the simplicial complex whose
k-simplices are chains py < p1 < --- < pi of elements in P, with the
face relation given by removing elements in a chain.

We record a few simple facts about nerves of posets that we will use in
the proof the multicover nerve theorem.

Proposition 4.2.

(i) For P the face poset of a simplicial complex S, we have N(P) =
Bary(95).
(ii) For any poset P, N(P) and N(P°P) are canonically isomorphic.
(i1i) If a poset P has a minimum element, then N(P) is contractible.

Proof. Items (i) and (ii) are trivial. To prove (iii), note that when P has a
minimum element p, N(P) is the cone on N(P \ {p}) and so is contractible.
O

We will make use of the classical Bousfield-Kan formula for the homotopy
colimit, which we now review. We will only need to consider the case where
the index category is a poset P. For o € N(P) a simplex, let o¢ € o denote
the minimum element. Let A* denote a k-simplex, regarded as a topological
space. The functor

hocolimp: Top” — Top
is defined on objects by

hocolimp F = |_| AF x Foo | / ~,
oceEN(P)

where for each 0 € N(P) and facet of 7 of o, the quotient relation glues
AF x F,, to AF=1 x F, along 7 x Fy, via the map Fy, . The action of
hocolimp F' on morphisms (i.e., natural transformations) in Top’ is defined
in the obvious way. The coordinate projections AF x Fy, - F4, induce
a comparison map hocolimp F' — colimp F', which is usually not a weak
equivalence.

The homotopy colimit is homotopy invariant, in the sense of the following
standard result:
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Proposition 4.3 ([61, §14.5], [56, Theorem 8.3.7]). Given functors
F,G: P — Top
and an objectwise (weak) homotopy equivalence f: F — G, the induced map
hocolimp(f): hocolimp F' — hocolimp G

is a (weak) homotopy equivalence.

Remark 4.4. For functors F': P — @ and G: (Q — Top, F induces a map
of homotopy colimits

F: hocolimp G o F' — hocolimg G.

Let F: P — @ be a functor of posets and g € ). We define the category
q 4 F to be the subposet of P given by

gl F={peP|qg<F(p)}

Definition 4.5. A functor F': P — @ of posets is said to be homotopy final
if N(q | F) is contractible for all ¢ € Q.

The following result is a useful tool for computing homotopy colimits:

Theorem 4.6 ([61, Theorem 8.5.6], [56, Theorem 8.6.5]). If F: P — Q is a
homotopy final functor of posets, then for any functor G: () — Top,

F: hocolimp G o F' — hocolimg G
s a homotopy equivalence.

4.2. The Nerve Theorem. We now outline a proof of a version of the
nerve theorem for open covers, following [42, §4.G], [33, §2], and [3, §5].
See [3] for a thorough treatment of other variants of the nerve theorem,
emphasizing the functorial formulations most useful in TDA.

For U a set of topological spaces, let PY denote the opposite poset of the
face poset of N(U). We have a functor

DY: PY — Top,
DY([Uy, ..., U:]) = [ Us,

where the internal maps of DV are inclusions.

Recall that two topological spaces are said to be weakly homotopy equiva-
lent, or simply weakly equivalent, if they are connected by a zigzag of weak
homotopy equivalences.

Definition 4.7. We say that a cover U of a topological space is (weakly)
good if the common intersection of any finite subset of U is empty or (weakly)
homotopy equivalent to a point.

Theorem 4.8 (Nerve theorem for open covers [42, §4.G], [3, Theorem 5.9]).
Let U be an open cover of a topological space X .
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(i) If U is weakly good, then X is weakly equivalent to N(U).
(ii) If U is good and X is paracompact, then X is homotopy equivalent
to N(U).

Outline of proof. Let x: PY — Top denote the constant functor with value
a point, and let Z = hocolimpv (DY). Consider the natural transformation
DY 5« If U is (weakly) good, then by Proposition 4.3, the induced map

Z — hocolimpv *
is a (weak) homotopy equivalence. But
(4.9) hocolim pv * = N(PY) = Bary(N (U)) = N(U),

where we get the middle homeomorphism from Proposition 4.2 (i) and (ii).
Thus, we obtain a (weak) homotopy equivalence

pl: Z = N(U).

Let

p?: Z — colimpy DY = X
denote the natural map from the homotopy colimit to the colimit. If X is
paracompact, then a partition of unity argument constructs a homotopy
inverse for the map p? in the proof of Theorem 4.8, so p? is a homotopy
equivalence [42, §4.G]. For X not necessarily paracompact, it follows from
the results of [33, §2] that p? is a weak homotopy equivalence [3, §5]. O

4.3. The Persistent Nerve Theorem. As observed in [26, Lemma 3.4],
[11, §3], and [3, Theorem 5.9], Theorem 4.8 extends readily to a result for
diagrams of spaces, the persistent nerve theorem. For brevity’s sake, we
explicitly state only the extension of Theorem 4.8 (i).

To prepare for the statement, we extend the definitions used in the
statement of Theorem 4.8 to the diagrammatic setting.

Definition 4.10 (Diagrammatic Covers and Nerves).
(i) For C a category and F': C — Top a functor, a cover of F' is a set U

of functors from C to Top such that
(a) for each ¢ € ob C,

U.:={G.|GeU}
is a cover of Iy,
(b) for each G € U and ¢ € homc(c, d), G is the restriction of F, to
Ge.
(ii) We say a cover U of a functor F': C — Top is weakly good if for each
c € obC, U, is a weakly good cover.

The nerve construction for a cover of spaces (Definition 4.1 (1)) is functorial,
in the sense that a cover U of a functor F': C — Top induces a “nerve
diagram” N(U): C — Simp, where

N(U)c = N(UC)
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for each ¢ € ob C, and the internal maps of N(U) are the obvious ones. Note
that these internal maps are always monomorphisms, regardless of whether
the internal maps of F' are injections. This implies that the subdivision
functor S(N(U)) of Definition 2.11 (ii) is well defined, which will be needed
for the statement of Theorem 4.13.

Theorem 4.11 (Persistent Nerve Theorem [3, Theorem 5.9]). If U is a
weakly good open cover of F: C — Top, then N(U) is weakly equivalent to
F.

Proof. It is straightforward to check that in the proof of the nerve theorem
outlined above, the construction of the space Z extends to yield a functor
Z: C — Top, and the maps p' and p? extend to weak equivalences

o' o*
NU)+— Z —F. O

4.4. The Multicover Nerve Theorem. We now extend the persistent
nerve theorem to a multicover version. As with the persistent nerve theorem,
one has two natural formulations of the result, extending Theorem 4.8 (i) and
Theorem 4.8 (ii), respectively; again, for brevity’s sake, we explicitly state
only the former. We first prove a version of the multicover nerve theorem
for spaces (Theorem 4.12), and then observe that this extends readily to
diagrams of spaces (Theorem 4.13).
Given a topological space X and a cover U of X, we define a filtration

M(U): (0,00)°? — Top,
M(U), ={y € X | y is contained in at least k elements of U}.

Theorem 4.12 (Multicover Nerve Theorem for Spaces). IfU is a weakly
good open cover of a topological space, then M(U) is weakly equivalent to
S(N(U))-

Proof of Theorem 4.12. For k € (0,00), let PZF denote the subposet of PV
consisting of faces of dimension at least k — 1, and let j*: PZF — PU denote
the inclusion. By Remark 4.4, the spaces

Z, := hocolim p>» (DU o ]k)

assemble into a functor Z: (0,00)°® — Top, where each internal map Z; is
induced by the inclusions of posets PZF < P=!,

To prove the theorem, we will show that there exist objectwise weak
homotopy equivalences

SIN(U)) <= 7 25 M),

Let *: PZ¥ — Top denote the constant functor to a point. Since U is
a weakly good cover, we have an objectwise weak homotopy equivalence
DV o jk — % which, by Proposition 4.3, induces a weak homotopy equivalence
between the homotopy colimits of the two diagrams. Arguing as in Eq. (4.9),
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we see that hocolim(x) is canonically homeomorphic to S(N(U)). Therefore,
we obtain a weak homotopy equivalence

pr: hocolimpzk (DY o %) = S(N(U))s.

Note that colimpz (DY o j*) = M(U)y; we define p?: Z, — M(U)j to be
the natural map from the homotopy colimit to the colimit. It is easily checked
that the maps p/,lC and pz are natural with respect to k, so they assemble into
natural transformations p! and p?.

To finish the proof, we need to check that each p% is a weak homotopy
equivalence; it is this check that is omitted in [16, Appendix B]. We have
already seen in the proof of Theorem 4.8 that p? is a weak homotopy
equivalence, so it remains to handle the case £k > 1. Our argument is
inspired by Sheehy’s first proof of his version of the multicover nerve theorem,
specifically [64, Lemma 8§].

Let P* ¢ PY denote the set of (k — 1)-faces of N(U), i.e., the order-k
subsets of U with non-empty common intersection. P* indexes a cover
UF = {UF} ,epr of M(U)y, with UF = DU. Via the bijection P¥ — U*, we
may identify each element of PU* with a set of order-k subsets of U. We
have a functor

F: pU" — p=*
specified by the assignment
{t1, . tm} =ty U Utpm,

where each t; is an order-k subset of U, and the target is an order-k’ subset
of U, for some k' > k. Note that

DUk:DUOjkOF,
since the intersection of intersections of sets is the intersection of all the sets

involved.
We have a map

¢: hocolim (DUk) — colim gk (DUk) = M(U).

pU¥

Since U* is an open cover of M(U)y, the proof that p? is a weak homotopy
equivalence also establishes that ¢ is a weak homotopy equivalence. Therefore,
by the 2-out-of-3 property, to show that pi is a weak homotopy equivalence,
it suffices to check that

(1) the map ¢ factors as ¢ = PZ o F, where
F: hocolim ,yx (DY o j*¥ o F) — hocolim p>x (DY o jk’)
is the map induced by F', and
(2) Fi is a homotopy equivalence.

The first statement follows readily from the definitions of the three maps.
We establish the second statement using a homotopy finality argument: Note
that for each ¢ € PZ¥, there is a unique minimum element p of PU* with
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F(p) = ¢, namely the set of all order-k subsets of q. The result then follows
from Proposition 4.2 (iii) and Theorem 4.6. O

Finally, we extend the multicover nerve theorem for spaces to a version for
diagrams of spaces which refines the persistent nerve theorem (Theorem 4.11).
Given a functor F': C — Top and a cover U of F' (Definition 4.10), we define
the functor

M(U): (0,00)°? x C — Top,
MU) (k) = {y € Fr | y is contained in at least k elements of U, }.

Theorem 4.13 (Multicover Nerve Theorem for Diagrams of Spaces). If U
is a weakly good open cover of a functor F' : C — Top, then M(U) is weakly
equivalent to S(N(U)).

Theorem 3.3 (i) is the special case of this theorem where C = (0, c0) and
U, is a set of open balls of radius r with fixed centers.

Proof of Theorem 4.13. In close analogy with the proof of Theorem 4.11,
it is easy to check that the maps ,0,1C and pi constructed in the proof of
Theorem 4.12 with respect to the cover U, of F, are natural not only with
respect to k but also with respect to r. Thus, the proof of Theorem 4.12
extends to a proof of this result. O

Remark 4.14 (Multicover Nerve Theorem for Closed Covers). In our proof
of Theorem 4.13, the assumption that cover elements are open is needed
only to establish that the maps ¢ defined in the proof of Theorem 4.12 are
weak homotopy equivalences. In fact, [3, Proposition 5.37] tells us that the
maps ¢ are also weak homotopy equivalences for a large class of closed covers,
namely those satisfying the conditions of [3, Theorem 5.9.1.b]. Therefore,
the multicover nerve theorem also holds for such covers, provided the covers
are also weakly good.

APPENDIX A. A COMPUTATIONAL EXAMPLE OF THE STABILITY OF
DEGREE-RIPS BIFILTRATIONS

In this section, we explore the stability of the degree-Rips bifiltration in
an example, using the 2-parameter persistence software RIVET [51, 52, 66].
We consider three point clouds X, Y, and Z, shown in Figure 1:

e X consists of 475 points sampled uniformly from an annulus in R?
with outer radius .5 and inner radius .4.

e Y = X UN, where N consists of 25 points sampled uniformly from
a disc of radius .4.

e 7 consists of 500 points sampled uniformly from a disc of radius .5.

We would like to consider, for each W € {X,Y, Z} the homology module
H{(DR(W)) with coefficients in Z/2Z. However, working directly with
H(DR(W)) is computationally expensive, so we instead work with an ap-
proximation H(W) of Hi(DR(W)); this is explained in Appendix A.1. In
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FIGURE 1. The point clouds X, Y, W.

Appendix A.2, we illustrate the stability of degree bifiltrations in practice
by using RIVET to visualize invariants of H(X), H(Y), and H(Z). Then,
in Appendix A.3, we apply the stability result Proposition 3.9 (ii) to ex-
plain a small part of the similarity between H(X) and H(Y) observed in
our visualizations. Recall that Proposition 3.9 (ii) applies to a nested pair
of data sets; in Remark A.2, at the end of this section, we observe that
Theorem 1.7 (ii), which does not assume that the data is nested, does not
constrain the similarity between H(X) and H(Y).

We warn the reader that the remainder of this section is somewhat technical,
in part because of the approximations involved. We invite the reader to skim
the section on a first reading, focusing on understanding the figures.

A.1. Approximations to the Degree-Rips Bifiltrations. For discussing
RIVET computations, it is convenient to introduce a variant of the nor-
malized Degree-Rips bifiltration. First, for W a finite metric space, let
R(W): [0,00) — Top be the filtration defined by taking

RW), = lim R(W)s.

This is precisely the variant of the Rips construction mentioned in Remark 2.3.
Now define a bifiltration

DR(W): R x [0,00) — Simp

by taking W(W)(k,r) to be the maximal subcomplex of R(W), whose
vertices have degree at least |W|(r — 1). This bifiltration is slightly different
from the normalized degree-Rips bifiltration DR(W) defined in Section 2.3—
for one thing, they are indexed by different posets—but it’s not hard to see
that these two bifiltrations are equivalent, in the sense that each determines
the other in a simple way. Moreover, the restriction of DR(W) to the poset
J is e-interleaved with DR(W) for any € > 0.

The largest simplicial complex in DR (W) is the simplex with vertices W’;
denote this as S. For any simplex o € S, we define the set of bigrades of
appearance of o to be the set of minimal elements (k,7) € R x [0, 00) such
that o € W(W)(kﬂ.). This is a finite and nonempty subset of J.
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To control the cost of the computations, for each W € {X,Y, Z} we in
fact work with a “coarsening”

F(W): R x [0, 00) — Top

of the bifiltration DR (W), where the bigrades of appearance of all simplices
are rounded upwards so as to lie on a uniform 100 x 100 grid; the precise
definition of this coarsening is given in [51]. The grid is chosen in a way

that ensures that DR(W) and F(W) are (Tﬁ,ld)—interleaved. Let F'(W)
denote the restriction of F'(W) to J. By the generalized triangle inequality for
interleavings (Remark 2.40), DR(W) and F'(W) are (Tﬁ%, 7¢)-interleaved
for all € > 0.

For W € {X,Y, Z}, let H(W) denote the homology module H;(F(W))

with coefficients in Z/2Z. Observe that H (W) is finitely presented.

A.2. Visualization. RIVET computes and visualizes three invariants of a
finitely presented biperistence module M : R°P x [0, 00) — Top:

e The Hilbert function of M, i.e., the dimension of each vector space
of M.

e The bigraded Betti numbers of M these are functions BZ-M :R? 5 N,
i € {0,1,2} which, roughly speaking, record the birth indices of
generators, relations, and relations among the relations.

e The fibered barcode of M [17], i.e., the map sending each affine line
¢ C R°P x [0,00) of non-positive slope to the barcode B, where
M?* is the restriction of M to £. We regard By« as a collection of
intervals on the line £.

See [51, 52] for more details about these invariants and their computation in
RIVET.

Fig. 2 shows RIVET’s visualization of H(X), H(Y), and H(Z), and of
the barcodes By (xye, By yye, and By zye for one choice of £. To explain
the figure, first note that the z-axis is mirrored in each subfigure, relative
to the usual convention, so that values decrease from left to right. In each
figure, the Hilbert function is represented by grayscale shading, where the
darkness is proportional to the homology dimension. The lightest non-white
shade of gray shown in each figure corresponds to a value of 1. The bigraded
Betti numbers are represented by translucent colored dots whose area is
proportional to the value. The 0", 15t and 2" bigraded Betti numbers are
shown in green, red, and yellow, respectively. In each figure, the line ¢ is
shown in blue, and the corresponding barcode is plotted in purple, with each
interval offset perpendicularly from the line.

Note that the Hilbert function of H(X) takes value 1 on a large connected
region parameter space, whose restriction to the left half-plane k& > 0 looks
roughly like a triangle. The Hilbert function of H(Y") also takes value 1 on a
substantial region in parameter space, albeit one smaller than for H(X). In
contrast, the Hilbert function of H(Z) does not take the value 1 in a large
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region of the parameter space, and in fact almost all of the support of H(Z)
lies very near (0,0).

0.4 0.4

VR Scale
VR Scale

07 (degree+1)/(# of points) [ 07 (degree+1)/(# of points)

(A) Bu(x) (B) Br(yy

VR Scale

0.7 (degree+1)/(# of points) ]
(C) Bz

F1Gure 2. RIVET’s visualization of H(X), H(Y), H(Z) and
the barcodes By(xe, Br(yye: Br(z)e, for one choice of line £.
See the text for an explanation.
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A.3. Stability Analysis. By appealing to Proposition 3.9 (ii), we can ex-
plain a small part of the similarity between the structures of H(X) and
H(Y) observed in Fig. 2. More specifically, we will show that given H(X),
Proposition 3.9 (ii) implies that the Hilbert function of H(Y') has non-trivial
support on a small region of parameter space. The only property of Y we
use in our analysis is that Y is a metric space of cardinality 500 containing
X as a subspace.

By Proposition 3.9 (i), DR(X) and DR(Y) are (klXI/I¥] ~9)-homotopy

interleaved for any § > 2o = L. Note that |X|/|Y| = 252 = . By the

discussion of Appendix A.1, DR(X), F'(X) are (Tﬁ“, 7¢)-interleaved for
all € > 0, and the same is true for DR(Y), F'(Y). For € > 0, let (¢ be the
forward shift given by

Cf(x )_ :lgi_i_ _i_i_i_
Y=\ 100 “Y T 100" )

and let ¢ = (0. A strict interleaving is also a homotopy interleaving, so by
Proposition 2.38, F'(X) and F'(Y) are (Ce,vﬁ‘“)—homotopy interleaved
for all € > 0. From this, one can show that in fact, F’(X) and F'(Y) are
(¢, 7%)-homotopy interleaved, using an argument similar to the proof of [50,
Theorem 6.1].

Letting H'(X) and H'(Y) denote the respective restrictions of H(X) and
H() to J (ie., H(X) = Hi(F'(X)) and H(Y) = H(F'(Y))), we then
have that H'(X) and H'(Y) are (C,w%)—interleaved by Proposition 2.41.
In what follows, we will show that this constrains certain vector spaces in
H'(Y) to have dimension at least one.

Let A denote the large triangle-like connected region in J where the
Hilbert function of H'(X) takes value 1. The boundary of A intersects the
vertical line £ = 0 and the horizontal line

__ 7891389
20000000 "~ -396.

By inspecting the bigraded Betti numbers and fibered barcode of H(X), as
shown in Fig. 2 and Fig. 3, it can be seen that A is in fact is contained in the
support of a thin indecomposable summand of H'(X). Thus, if a <be€ A
(with respect to the partial order on R°? x R), then rank(H'(X),;) = 1. In
particular, if (k,7) € A and also

‘ 19k 7 9
W0l =~ L3y 2 )ea
70 0 Gk, ) ( 20 1000t 100) €

then

/ _
rank H (X)(k,r),yﬁgo oC(kr)

Now if (k,7) € A, then (5% — L= 3r + 125) € A if and only if k > ¢, and
r < ¢y, where

_ T _ (2030463 \
¢z = g5 ~-074, ¢y = (g500000) ~ -102.
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0.07912
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' -

01136 (degree+1)/(# of points) 0

FiGUure 3. RIVET’s visualization of H(X), zoomed in near
(0,0).

From the output of RIVET, it can be seen that the set
Q={(k,r) €Ak >cy, 7 <cy}

is a small but non-empty connected subregion of A, containing the grades of
three elements in any minimal set of generators for H'(X). € is shown in
Fig. 4 (A). Explicitly,

2 = Rect(v1) U Rect(v2) U Rect(vs),

where

(,y) | a1 > x> ¢g, a2 <y < ¢y},

Rect() {
(2L 2657 1897929) (.112,.095),
(25750
(11875

3750 20000000

218 1698147
23750 20000000) ( 092, 085)
973

4209090607030) ( 082 075)

For any (k,r) € Q, a (C,'y%)—interleaving between H'(X) and H'(Y)
provides a factorization of the non-zero linear map H'(X )(k P (10T g 9y
through

H/(Y)C(k,r) = H/(Y)(lgk 1

%0~ 106"+ 105)”
Therefore, the support of the Hilbert function of H'(Y) must contain {(£).
Q is shown in Fig. 4 (B). Letting

_ 6 _ 2230463
de = 1050 4y = 35000000 ~ 112,
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(a) @ () ¢()

FIGURE 4. The regions 2 and ¢(2), shown in solid black.
[Note: These regions were drawn by hand in software, and so
are not as precise as if they had been drawn algorithmically.
However, the imprecisions are miniscule.]

¢(2) can be written explicitly as
¢(Q) = Rect(wy) U Rect(wg) U Rect(ws),
where
Rect(a) = {(z,y) | a1 > & > dy, a2 <y < dy},

w1 = (500> 30000000) ~ (-096,.105),

w2 = (23756 30000000) ~ (-077,.095),

wy = (F2, 339013 ~ (.068, .085).

Fig. 4 (B) indicates that the support of the Hilbert function of H'(Y") does

indeed contain ((2), and in fact is much larger.

Remark A.1. We have shown that given H(X), Proposition 3.9 (ii) con-
strains the structure of H(Y). Using a similar argument, one can show
that given Hi(DR(X)), Proposition 3.9 (ii) constrains the structure of
H{(DR(Y)). However, a similar argument also shows that given H(Y'),
Proposition 3.9 (ii) provides no constraint on H(X); and similarly, given
H{(DR(Y)), Proposition 3.9 (ii) provides no constraint on H;(DR(X)).

Remark A.2. By Remark 2.16, dgp,(X,Y) < dp(X,Y) < 22 = . Start-

ing from this observation, one can perform a stability analysis similar to
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the one done above, but using the weaker interleaving provided by Theo-
rem 1.7 (ii) in place of the the one provided by Proposition 3.9 (ii). It is not
difficult to check that the interleaving between H'(X) and H'(Y") provided by
such an analysis can be taken to be trivial. Further, using a similar argument,
one can show that the interleavings between Hi(DR(X)) and Hi(DR(Y))
guaranteed to exist by Theorem 1.7 (ii) can also be taken to be trivial. Thus,
the existence of this interleaving does not constrain the relationship between
H{(DR(X)) and Hi(DR(Y)) at all. Because the shared topological signal
present in X and Y is especially strong, this indicates that relative to the
needs of applications, Theorem 1.7 is a rather weak result.

Remark A.3. Fig. 2 makes clear that while H(X) and H(Y') have rather
different global structure, they do share substantial qualitative similarities
that neither module shares with H(Z). While our analysis demonstrates
that Proposition 3.9 (ii) non-trivially constrains the relationship between
H(X) and H(Y), most of the similarity between the two modules seen in
Fig. 2 is not explained by the proposition (or, to the best of our knowledge,
by any other known result). It would be valuable to develop a refinement of
our stability theory which more fully explains the observed similarity.

APPENDIX B. PROOF OF PROPOSITION 3.7
Proposition 3.7 is equivalent to the following more concrete statement:

Proposition B.1. For any c € [1,3),

(i) there exist finite subsets X and Y of a good metric space and § >
dpr(vx,vy) such that DC(X) and DC(Y) are not v>¢-homotopy
interleaved.

(ii) there exist finite metric spaces X andY and 6 > dgpr(ux, pby) such
that DR(X) and DR(Y) are not y*¢-homotopy interleaved.

We prove statement (ii). Statement (i) follows from essentially the same
argument; we leave the easy adaptation to the reader. We give a constructive
proof of statement (ii), involving sets in a high-dimensional Euclidean space
with the /1 metric. In an effort to make the ideas more accessible, we will first
present a simpler argument which proves the proposition only for ¢ € [1,2),

Fix ¢ € [1,2), and choose r > ﬁ > 1. Let e; denote the i*" standard

basis vector in R? and let 0 € R3 denote the zero vector. Let
Y ={re;|1<i<3} and Z=Y U{0}.

We regard Y and Z as metric spaces via restriction of the ¢; metric on R3.
By Remark 2.16, we have

dapr(py, pz) < dpr(vy,vz) <

> =

Choose 0 in the open interval (i, %), and choose € € (0, W]
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Since € > 0, we have 0 € DR(Z)(%%JFE), S0 DR(Z)(%%%) is a non-empty

simplicial complex. DR(Y') ) is empty for k& > % and s < r, so in particular,
since

Z—5>% and (g—i—e)—i—égr,

we have that

DR(Y)(%_&C( )+5) — DR(Y),YS,C(

T 3 r
3te 157

is empty.

If DR(Y) and DR(Z) were v*-homotopy interleaved, then the persistence
modules Hy(DR(Y)) and Hyo(DR(Z)), would be v*“-interleaved. But then
the internal map

Jt Ho(DR(Z) (3 1 1. )) = Ho(DR(Z) ys.conie(3,z10)):

which is non-zero, would factor through the trivial vector space

HO(DR(Y),Ya,c(%%_,_E)%

a contradiction. (Note that by the way we chose &, ¥>¢ 0 y%¢(2 L + ¢)
has positive z-coordinate, so the map j is well defined.) This proves the
proposition for ¢ € [1,2).

Having completed our warmup, we now turn to our main argument, which
will establish the result for all ¢ € [1,3). Fix ¢ € [1,3) and choose

U S
301(3—c) — 301"

Let S’ be the following equispaced subset of a square in R?, regarded as an
ordered set with the order as given:

S" = {(0,0), (1,0), (2,0), ...,(25,0), (25,1),(25,2),. .., (25,25),
(24,25), (23,25), ..., (0,25), (0,24), (0,23),...,(0,1)}.

Let S = {r3| § € S’}. Note that |S| = 100. The order on S’ induces an
order on S; write the i*" point of S as s;. Let

Y = {re; | 1 <i <300} c R3,
For i € {2,...,99}, define
Y; C R30002 — R2 5 R300(i—1) y R300 , R300(100—3)
by
Vi ={(5,0,9,0) [y €Y}
Similarly, define

YI C R30002 — RQ % R300 % R29700 and

YlOO C R30002 _ R2 % R29700 % RSOO
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Yl = {(Siayao) ’ ye Y}a
Y100 = {(5:,0,y) |y € Y}

Letting 630000 € R30000 denote the zero vector, we define
100

w=JY,
=1

X = WU (S x {030000})).
Note that

|W| = 300 * 100 = 30000,

|X| = |W|+ 100 = 30100.
Let d; denote the £1-metric on R3%%92, We regard W and X as metric spaces
via restriction of dj.

Write S’ =8 x {630000}, and for each S; € S write §z = (Si,630000>. We
record the distances between all pairs of points in X:

Lemma B.2. Letting y; and y; be points of Y; and Y}, respectively, we have

(i) di(8i,55) = rm, where m € {0,...,50} and

m==+(j —i) mod 100,
(m) dl(éi, yj) = dl(gi, §j) + 7.

To establish Proposition B.1 (ii), it suffices to prove the following.
Lemma B.3. DR(W) and DR(X) are not y*“-interleaved for some § >
depr(bw, p1x).

Proof. By Remark 2.16, we have
100 1
d <d < — =,
pr(pw, px) < dpr(vw,vx) < 30100 — 301
Choose 0 in the open interval (ﬁ, 33—1), and choose

ec <O,min <; W)] .

1 _ 301
100 — 30100°

+) has vertex set S , and edge set
{5,551 | (j —i) =1 mod 100}.
Thus, DR(X)(_1_ r, . is homeomorphic to a circle.
100’2

We note that for s < 3{ and any k > 0, DR(W) ) is either empty or a
disjoint union of 100 299-dimensional simplices. So in particular, since

Using Lemma B.2, and noting that
DR(X )( 1

r
100’2

it is easily checked that

r cr T 3r
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we have that

DR(W) =DRW) (L _s.

7 (15505 1€) 00 (g+e)+9)

is either empty or a disjoint union of simplices. Let us write

g (LT
10027 ¢

- 1 r
b:= 7570 Ofy‘s’C <100, 5 + 6>

If we can show that the inclusion
j: DR(X)z — DR(X)E

induces a non-trivial map on Hj, then we may conclude that DR(W) and
DR(X) are not v>*-homotopy interleaved, by essentially the same argument
as we used in the special case ¢ € [1,2), thereby completing the proof. To
show that j has the desired property, we will identify simplicial complexes
T" and T such that

DR(X)s CT'CDR(X);CT

and the inclusions
DR(X)g =T —T
are both homotopy equivalences. Thus, the composition of these maps is
also a homotopy equivalence, and since j is a factor of this composition, it
must induce a non-trivial map on 15 homology.
Writing b = (by, by), we let T/ = R(S)s,. Note that since the vertex set of
DR(X)z is S, we have

DR(X)g CT' C DR(X);.

To define T, let f: X — S be the surjection such that f(x) = §; for each
reY;U {§Z} Let
T={cCX|floc)eT}.
To see that DR(X ); C T, note that f is distance non-increasing, so f is a

simplicial map R(X); — R(S): for any ¢ > 0. In particular,
VE R(X)b2 - R(S)bz =T

is a simplicial map, which implies that f(o) € T for all 0 € R(X)p,. We
thus have

'DR(X)E - R(X)b2 cT.

Now f is a simplicial retraction from T to T", and for o € 7', f~'(0) is a
simplex in T'. Therefore, by Quillen’s theorem A for simplicial complexes [60],
f: T — T is a homotopy equivalence. Since f o¢ = Idy is also homotopy
equivalence, it then follows from the 2-out-of-3 property that the inclusion
1: T' — T is a homotopy equivalence.
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It remains for us to check that the inclusion
DR(X)z — T’

is a homotopy equivalence. As we now explain, this is a special case of a
result in [1]. Adapting the notation of [1], let Cf,, denote the graph with
vertices 1,...,100, and an edge connecting ¢ and j if and only if

(j—i) =+l modm

for some [ € {1,...,k}. Note that DR(X); is isomorphic to the graph C,
and by symmetry, the graph underlying 7" is isomorphic to C{Coo for some
ke {1,...50}. We now show that in fact, £ < 33: Note that

Since ¢ < 3, € < 5, and
6<Aji—<2
301 "
we have that

A (G+e)++1s<9(5+3)+E+12r =17

Thus, [$;,5;] € T" only if j —i = £ mod 100 for some [ < 34. Therefore,
k < 33 as claimed.

According to [1, Proposition 3.14, Theorem 4.3, and Theorem 4.9], when-
ever 1 < k < %, the inclusion 01100 — Cfoo is a homotopy equivalence.
Thus, the inclusion DR(X )z < T” is a homotopy equivalence, as desired. [
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