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Abstract

Specific lexical choices in narrative text reflect both the
writer’s attitudes towards people in the narrative and influence
the audience’s reactions. Prior work has examined descrip-
tions of people in English using contextual affective analysis,
a natural language processing (NLP) technique that seeks to
analyze how people are portrayed along dimensions of power,
agency, and sentiment. Our work presents an extension of this
methodology to multilingual settings, which is enabled by a
new corpus that we collect and a new multilingual model. We
additionally show how word connotations differ across lan-
guages and cultures, highlighting the difficulty of generaliz-
ing existing English datasets and methods. We then demon-
strate the usefulness of our method by analyzing Wikipedia
biography pages of members of the LGBT community across
three languages: English, Russian, and Spanish. Our results
show systematic differences in how the LGBT community is
portrayed across languages, surfacing cultural differences in
narratives and signs of social biases. Practically, this model
can be used to identify Wikipedia articles for further manual
analysis—articles that might contain content gaps or an im-
balanced representation of particular social groups.

Introduction

In 1952, Alan Turing was prosecuted for being gay and sub-
sequently underwent a hormonal injection; two years later he
committed suicide. Figure 1 shows parallel sentences drawn
from his English, Spanish, and RussianWikipedia pages. Al-
though all three sentences describe the same situation, their
connotations subtly differ. The English edition uses the verb
accepted, which suggests that Turing had little control over
the situation (low agency). In contrast, the verbs chose in
Spanish and preferred in Russian imply that he actively made
the decision (high agency). The verb preferred in Russian
can even imply positive sentiment towards the injections,
while the English connotation is more negative. Thus, Rus-
sian, Spanish, and English readers who search for Alan Tur-
ing on Wikipedia may form different impressions about this
part in his life.
These subtle differences in phrasing can be indicative

of social norms and perceptions about social roles (Eckert

*Equal contribution
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English Wikipedia:

He accepted the option of injections of what was then

called stilboestrol.

Spanish Wikipedia:

Finalmente escogió las inyecciones de estrógenos.

Finally he chose estrogen injections.

Russian Wikipedia:

Учёный предпочёл инъекции стильбэстрола

The scientist preferred stilbestrol injections.

Figure 1: Example from Alan Turing’s biography page on
Wikipedia in different languages. Verb choice in different
languages can have subtly different connotations.

2000; Tannen 1994). In general, analyzing narratives about
people sheds light on stereotypes and power structures (Hall
and Braunwald 1981; Fournier,Moskowitz, and Zuroff 2002)
and examining how these concepts differ across cultures is an
important component of social-oriented analysis (Almeida
et al. 2009; Balsam et al. 2011; Harris et al. 2013). In the
example in Figure 1, these discrepancies in phrasing could
indicate that stereotypes and bias about LGBT people man-
ifest differently in Russian, English, and Spanish-speaking
cultures. OnWikipedia, manifestations of stereotypes are vi-
olations of the platform’s “Neutral Point of View” policy.1

In this work, we develop computational methods that fa-
cilitate large-scale analyses of people described in multilin-
gual narrative text. This technology can aid readers or writ-
ers, such as Wikipedia editors or journalists, in identifying
biases in sets of articles that can be further analyzed to un-
derstand social stereotypes or edited in order to reduce bias.
Recent advances in NLP have analyzed stereotypes and

biases in narratives in English (Bamman, O’Connor, and
Smith 2013; Wagner et al. 2015; Sap et al. 2017). Field,
Bhat, and Tsvetkov (2019) establish a framework called Con-
textual Affective Analysis (CAA) that focuses on affective
dimensions of power (strength/weakness), agency (active-

1https://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_
view
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ness/passiveness), and sentiment (goodness/badness). Ana-
lyzing portrayals of people along these dimensions (e.g., are
men or women portrayed as more powerful?) has revealed
stereotypes and bias in various domains, including movie
scripts and newspaper articles (Rashkin, Singh, and Choi
2016; Sap et al. 2017; Field and Tsvetkov 2019; Field, Bhat,
and Tsvetkov 2019; Antoniak, Mimno, and Levy 2019).

Measuring these affective dimensions relies on connota-
tion frames—lexicons of verbs annotated to elicit implica-
tions (Rashkin, Singh, and Choi 2016; Sap et al. 2017). These
connotations can be subtle, and the same verb often has dif-
ferent connotations in different contexts (Field, Bhat, and
Tsvetkov 2019; Field and Tsvetkov 2019). Until now, these
manually-annotated affective lexicons have existed only for
English. While lexicons can be machine-translated (Rashkin
et al. 2017; Mohammad 2018), no work has yet conducted
in-language evaluations of connotation translatability nor at-
tempted extensive analysis in other languages.

Our ultimate goal is to measure the power, agency, and
sentiment of people described in multilingual text; we here
focus on English, Spanish, and Russian. These measure-
ments allow us to conduct both in-language analysis (in
Russian text, are LGBT people portrayed as more power-
ful than non-LGBT people?) and cross-language analysis (is
the power differential between LGBT people and non-LGBT
people greater in English or in Russian?). To accomplish this,
we first crowdsource annotations of connotation frames in
English, Spanish, and Russian (§).We then analyze how con-
notations vary across contexts and languages in these data in
order to demonstrate why existing English data sets are in-
sufficient (§). With the new dataset, we develop multilingual
CAA classifiers of power, agency, and sentiment (§).

Finally, we demonstrate the usefulness of our methodol-
ogy in a semi-automated analysis §, by collecting a new cor-
pus (LGBTBio) and analyzing how members of the LGBT
community are portrayed on Wikipedia in different lan-
guages.2 Our results show that the biography pages of LGBT
people in our corpus typically contain more negative conno-
tations than the pages of other people in Russian. In contrast,
pages about the same LGBT people are more positive or neu-
tral compared to other pages in English, and generally neutral
or mixed in Spanish. These trends align with survey results
about perceptions of LGBT people in English, Spanish, and
Russian-speaking countries (Flores 2019).

The key contributions of our work are annotated datasets,
machine learning models, and a general methodology that
enables nuanced analyses of narratives about people across
languages.We additionally present an analysis of LGBT peo-
ple on Wikipedia, whereas extensive prior computational
work on Wikipedia biography pages has focused primarily
on male/female gender bias (Callahan and Herring 2011; Re-
casens, Danescu-Niculescu-Mizil, and Jurafsky 2013; Wag-
ner et al. 2015; Chandrasekharan et al. 2017).3

2Our research focuses on the LGBT sub-community of the
LGBTQIA+ community due to data scarcity of other groups.

3Code and data are publicly available at https://github.com/
chan0park/multilingual-affective-analysis.

Crowdsourcing Contextualized Connotation

Frames

We first collected a corpus of multilingual connotation
frames in English, Spanish, and Russian. Connotation frame
annotations ask annotators to answer questions about the
power, sentiment, and agency of the agent (approximated as
the grammatical subject) and theme (approximated as the ob-
ject) of verbs. At a high level, we seek to answer: (1) Does
the subject have more/less/equal power as the object? (2)
Does the subject have low/moderate/high agency? (3) Does
the writer feel positive/negative/neutral about the subject
(Sentsubj)? (4) Does the writer feel positive/negative/neutral
about the object (Sentobj)?
Consider the sentence: The firefighter rescued the boy. The

verb rescued implies that the subject, firefighter has more
power than the object, boy. The firefighter is also active and
in control of his actions, which shows high agency. Because
rescuing is a positive action (e.g. as opposed to killing), the
writer likely feels positively about the subject. In the ab-
sence of information conveying positive or negative senti-
ment about boy, we can infer that the writer feels neutrally
about the object.
Our connotation frames differ from existing lexicons in

two primary ways: first, no prior work has collected con-
notation frames in languages other than English, and sec-
ond, we collect all annotations in complete contexts drawn
from newspaper articles, e.g., the firefighter rescued the boy,
whereas prior work uses either simplified tuples or artificial
placeholders, e.g., X rescues Y (Sap et al. 2017; Rashkin,
Singh, and Choi 2016). Because these affective dimensions
can be difficult to define, we took numerous steps to ensure
annotations would be of high quality. We briefly summa-
rize here and provide details in Appendix to facilitate re-
producibility.
We first extracted frequent verbs and contexts that are rep-

resentative of each verb’s most common usage, and then
asked annotators to annotate verbs in these contexts. For
each language, we extracted all (subject, object, verb) tu-
ples from a News Crawl corpus.4 We chose the 300 most
frequent transitive verbs to annotate. For each verb, we took
the three most common (subject, object, verb) tuples as the
most representative context. We restricted tuples to have at
least one human subject or object by using the list of words
in noun.person category of WordNet (Fellbaum 2012).5 We
then pulled phrases containing the chosen tuples from the
news corpus, which served as our data to be annotated.
We used the same interfaces as Rashkin, Singh, and Choi

(2016) and Sap et al. (2017), with minor modifications based
on feedback during pilot studies.6 For non-English annota-
tion tasks, a native speaker translated the task instructions
into the target language. We restricted the pool of annotators
to the United States for English, Russia for Russian, and to
several South American countries for Spanish. For each of

4A large monolingual corpus of newspaper articles (Barrault
et al. 2019). Throughout this work, parsing was done with SpaCy.

5Extensive list of English nouns denoting people (Miller 1995);
we translated to other languages with Google Translate.

6We will provide full annotation interface in the released data.
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English Russian Spanish

Power ↓29.2% ↓24.5% ↓26.7%
Agency ↓31.1% ↓30.9% ↓35.2%

Sent(subj) ↓18.5% ↓18.4% ↓29.6%
Sent(obj) ↓20.2% ↓23.6% ↓29.8%

Table 1: Assessment of how much information is lost when
using verb-level (“rescues”) annotations instead of context-
level (“the firefighter rescued the boy”). Accuracy decreases
by nearly 20% for all languages.

the three target languages, we collected power, agency, and
sentiment annotations for 300 verbs in three contexts each
(900 instances). For each instance, we collected judgements
from three annotators, leading to 32, 400 total annotations.
Despite the steps taken to ensure annotation quality, we

suspect that some annotators paid more attention to the task
instructions and generated higher-quality judgements than
others. We correct for this by discarding annotations from
14.4% of workers who frequently disagreed with other an-
notators (Appendix ). Krippendorff’s alpha, averaged across
tasks, was 0.22 for English, 0.31 for Russian, and 0.26 for
Spanish. These agreement scores are comparable to prior
work (Rashkin, Singh, and Choi 2016; Sap et al. 2017) and
reflect the subjective nature of connotation frames; very high
agreement would suggest that we over-simplified the task, for
example by choosing non-representative samples to anno-
tate. Additionally, the most common case of annotator dis-
agreement was when one annotator labeled an instance as
neutral and another did not, meaning polar-opposite annota-
tions were rare; if we only count polar-opposite annotations
as disagreements, the average pairwise agreement is 92.5%.
We describe additional restrictions used to ensure annotation
quality and full agreement metrics in Appendix .
To aggregate annotations, we mapped each judgement

to a (−1, 0, 1) value and averaged annotator scores. We
then ternerized the aggregated scores by labeling connota-
tions as positive [1, 0.35], neutral (0.35,−0.35), and neg-
ative [−0.35,−1]. With these boundaries, a connotation is
only scored as positive or negative if at least two annotators
labeled it with this polarity, and thus, samples where annota-
tors disagreed were labeled as neutral—not clearly indicative
of a positive or negative connotation.

Crowdsourced Connotation Analysis

As described in §, our data differs from existing lexicons in
two primary ways: (1) we collected annotations in context
and (2) in various languages. We analyzed our data to assess
how these differences impact lexicon quality.

How important is contextualization? We first address
this question by examining howmuch accuracy would be lost
if we use a single connotation score for each verb (e.g., one
score for deserves in all contexts where it appears), rather
than different scores when the verb appears in different con-
texts (e.g., different scores for the boy deserves a reward and
the boy deserves a punishment) (Field and Tsvetkov 2019).

Russian Spanish

Power ↓37.6% ↓51.1%
Agency ↓51.2% ↓47.8%

Sent(subj) ↓21.6% ↓34.8%
Sent(obj) ↓30.4% ↓37.0%

Table 2: Assessment of information lost when using trans-
lated annotations instead of in-language annotations, evalu-
ated over 125 Russian and 135 Spanish verbs that overlapped
with English annotations.

To compute this, we “decontextualize” our lexicons by aver-
aging annotations for each verb, regardless of the context it
was annotated in, into a single verb-level score. We compare
this decontextualized score with the contextualized score in
our actual dataset, where we only average annotations for
verbs annotated in the same context. Table 1 shows how of-
ten the verb-level score differs from the context-level score.
If verbs had the same connotations in different contexts, all
values in this table would be 0%. Instead, we see that ignor-
ing contextualization can result in an > 30% drop in accu-
racy. While Field and Tsvetkov (2019) have similar findings
for sentiment connotations in English, Table 1 extends these
findings to power and agency connotations and to Spanish
and Russian.

How important are in-language annotations? We can-
not directly compare contextualized annotations across lan-
guages because we annotate different contexts for different
languages; however, there is some overlap between the most
frequent verbs in each language. For each non-English lan-
guage, we first aggregate annotations into the same decontex-
tualized verb-level scores as in the previous paragraph. We
then use Google Translate to translate verbs into English and
intersect themwith our annotated English verbs.7 We discard
any translation pairs that native Russian and Spanish speak-
ers judged to be inaccurate or questionable (11 in Russian; 9
in Spanish). Finally, we measure how often the decontextual-
ized English annotations differ from the original in-language
annotations.

Table 2 reports the results. Because we assess the decon-
textualized scores, if word-level translation were effective
for obtaining multilingual connotations, all scores would be
similar to the ones in Table 1. Instead, they are substan-
tially higher, showing that information is lost because of
translation. Both Tables 1 and 2 suggest that our annotations
can facilitate higher-quality analyses than ones collected in
prior work. Because word-level translations are often inac-
curate, in §, we also explore using a cross-lingual model and
sentence-level translation to translate connotations.

Classification of Connotations

Our goal is to develop methodology for analyzing how peo-
ple are portrayed in different languages. The multilingual an-
notations alone are insufficient, as 900 contexts represent a

7Google Translate has previously been used to obtain multilin-
gual lexicons (Mohammad and Turney 2013)
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Tgt Src Sentsubj Sentobj Pow. Agen.

EN
EN 43.4* 43.0 41.1 48.2*

ES 38.1 43.4 29.5 43.4
RU 41.1 44.3 40.1 41.4

ES
EN 38.9 36.6 24.5 31.3

ES 49.5* 51.2* 43.6* 43.6*

RU 39.0 42.2 34.0 38.9

RU
EN 43.6 49.2 36.4 44.5
ES 37.2 49.3 38.2 42.7

RU 46.4* 54.9* 45.3* 49.9*

Table 3: Macro F1 score of classifiers trained and evaluated
with different target and source languages. Matching the lan-
guage of the training and test data achieves better results
than training on different languages. Asterisks are added to
the best performing model in each (language, attribute) pair
when it is significantly better than the second-best model
(paired t-test, ∗: p<0.05).

tiny subset of all verb usages in a corpus. Thus, we need a
method to obtain connotation scores for unseen verbs and
contexts. We describe our method here and provide repro-
ducibility details in Appendix .
We follow prior work in developing a supervised classi-

fier trained on our contextualized multilingual annotations
that can predict a connotation frame label yv for any un-
seen (in-context) verb v (Rashkin, Singh, and Choi 2016;
Field, Bhat, and Tsvetkov 2019). Unlike prior models, ours is
trained on contextualized annotations, and it leverages pre-
trained cross-lingual language models (CLMs). CLMs pro-
duce language-agnostic feature representations, allowing us
to combine different languages in the training and test data.
We obtain multilingual embedding representations (cv) of

verbs in-context by extracting the last hidden layer of the pre-
trained model called XLM, which achieves state-of-the-art
performance in a variety of cross-lingual tasks (Conneau and
Lample 2019). We then use cv as features in a classifier.
Our primary classifier is a logistic regression model with

sample weighting. The classifier is trained to predict a con-
notation frame label yv from the input representation cv .
Sample weights are tuned over a dev set. While the classi-
fier architecture is the same as in (Rashkin, Singh, and Choi
2016; Field, Bhat, and Tsvetkov 2019), inputs to our model
differ. Prior connotation frame lexicons only contain verb-
level annotations, and classifiers were trained using non-
contextual embeddings (e.g., word2vec (Rashkin, Singh, and
Choi 2016)) or decontextualized embeddings (e.g., ELMo
(Field, Bhat, and Tsvetkov 2019)).With new annotations over
verbs in-context, we directly train the classifier on contextual
embeddings. Finally, we use the trained classifier to predict
connotation frame labels for verbs provided with their con-
text in a target language corpus.

Connotation Classification Evaluation

We evaluate our model on the contextualized multilingual
annotation data described in § using 5-fold cross-validation

Tgt Sentsubj Sentobj Power Agency

ES 21.1 20.1 31.7 27.3
RU 18.9 30.8 34.4 24.2

Table 4: Macro F1 for Machine Translation approach is
strictly worse than for cross-lingual model (Table 3).

and splitting data into train, development, and test sets with
the ratio of 6:2:2. Table 3 reports macro F1 scores8 for single-
language evaluations, where we train on the training set of
one language (“Src”) and evaluate on the test set of a second
language (“Tgt”). Unsurprisingly, training and testing on the
same language achieves better performance than training on
one language and testing on another. While the cross-lingual
model works well in certain cases, in most cases transferring
languages yields a substantial decrease in performance. For
power in Spanish, F1 decreases by 19 points (44%) when the
training language is English instead of Spanish. These re-
sults offer further evidence of the importance of in-language
connotations.

Machine Translated Classification In Table 4, we con-
sider an alternative approach to in-language annotations. We
translate the Spanish and Russian test sentences into English
through Google Translate, and then we use the model trained
on English annotations to predict connotations in these trans-
lated sentences. This method simulates translating a corpus
into English, and using a model trained on English for analy-
sis. Machine translation performs strictly worse than amodel
training on in-language data, suggesting it cannot replace in-
language data.

Augmented Cross-Lingual Connotation Classification
While Table 3 suggests that in-language training data results
in better performance than out-of-language training data, we
also explore using in-language and out-of-language data in
combination. This experimentation is based on the hypothe-
sis that while connotations differ in different languages, there
may be enough overlap for the cross-lingual model to learn
useful signals from out-of-language data. Table 5 shows re-
sults. For all connotation dimensions, the best performing
augmented models outperform the non-augmented models.
In §, we use the best performing models from Table 5 to an-
alyze biography pages of LGBT people.

Case Study: Multilingual Affective Analysis of

LGBT People

Finally, we demonstrate how the new corpus of annota-
tions (§) and the cross-lingual model (§) facilitate multilin-
gual analysis by examining portrayals of LGBT people on
Wikipedia. We focus on LGBT people because discrimina-
tion against the LGBT community is an increasingly impor-
tant global issue. Although pride marches are held ≥ 158

8We provide evidence that our model performs comparably with
prior work in Appendix
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Hugh Walpole13 The Russian article about HughWalpole,
an English novelist, describes:

В книге «Пироги и пиво» Моэм изобразил Уол-

пола в качестве бездарного писателя-карьериста,

которому честолюбие заменяет талант.

In “Pies and Beers”, Maugham portrayed Walpole as a

talentless careerist writer whose ambition replaces talent.

Our model scores this sentence with negative power and
agency, and neutral sentiment. In contrast, the English arti-
cle states: “His reputation in literary circles took a blow from
a malicious caricature in Somerset Maugham’s 1930 novel
Cakes and Ale: the character Alroy Kear, a superficial nov-
elist of more pushy ambition than literary talent, was widely
taken to be based onWalpole.” Our model does not score this
sentence, as it does not refer to Walpole directly, but rather
his reputation and a character based on him. The English ar-
ticle also includes a footnote explaining that Maugham orig-
inally denied the character was based on Walpole and only
later recanted this denial. The Russian article does not make
the distinction between a depiction of Walpole and a char-
acter based on Walpole, instead implying that Maugham’s
critique directly applies to Walpole. The Russian article is
also much shorter than the English article, and omits many
of his career accomplishments and references to two biogra-
phies that portray him positively. For reference, the Spanish
article, which is of comparable detail as the Russian article,
does not mention Maugham’s book.
Audrey TangThe English article about Audrey Tang, a Tai-

wanese software programmer, describes “Tang was a child
prodigy reading works of classical literature before the age
of five...and they began to learn Perl at age 12. Two years
later, they dropped out of junior high school, unable to adapt
to student life.” which our model scores with neutral senti-
ment, power, and agency. The Spanish article states:

Con un cociente intelectual de 180, Tang tuvo dificultades

para adaptarse a la educación formal desde su infancia, por

lo que es autodidacta.

(With an IQ of 180, Tang had a difficult time adjusting to

formal education from childhood, making him self-taught.)

Our model scores this sentence with negative power,
agency, and sentiment, as it focuses on Tang’s difficult time
and suggests these challenges forced them to drop out, rather
than suggesting they did so voluntarily. In general, we found
that differences between Spanish and English articles were
more subtle than differences between English and Russian
articles.

Related Work

Our work follows on a series of prior work: Rashkin, Singh,
and Choi (2016) introduced sentiment connotation frames,
Sap et al. (2017) extended them to power and agency, and
Field, Bhat, and Tsvetkov (2019) introduced the CAA frame-
work. Connotation frames have been used to analyze films,

13https://en.wikipedia.org/wiki/Hugh_Walpole

newspaper articles, and online stories (Rashkin, Singh, and
Choi 2016; Sap et al. 2017; Field, Bhat, and Tsvetkov 2019;
Antoniak, Mimno, and Levy 2019). Rashkin et al. (2017) ex-
tend connotation frames to other languages through mapped
embeddings, but they do not conduct evaluations against in-
language annotations nor provide multilingual annotations.
Our work is generally consistent with existing literature

on cross-cultural biases and online biographies. Dong et al.
(2019) show that perceptions of social roles differ across
cultures, while De-Arteaga et al. (2019) reveal gender bias
in online biographies. Other work has examined biases in
Wikipedia. Wagner et al. (2015) show that portrayals of men
and women differ across languages, and Callahan and Her-
ring (2011) reveal systematic cultural biases, particularly in
biography pages.
Several studies in social science literature have analyzed

biases and their effects on the LGBTQIA+ community, for
example, examining mental health (Almeida et al. 2009)
microaggressions (Balsam et al. 2011), and sociopolitical
involvement (Harris et al. 2013). With a few exceptions
(Schmidt and Wiegand 2017; Fast and Horvitz 2016; Di-
nakar et al. 2012;Mendelsohn, Tsvetkov, and Jurafsky 2020),
biased language about or against the LGBTQIA+ commu-
nity has not been examined and analyzed extensively in auto-
mated analyses. The closest study to ours is an examination
of gender, race, and LGBT portrayals in 700 popular films
(Smith et al. 2015).

Conclusion

Our work provides methodology and datasets that extend
the capabilities of affective analysis to multilingual settings.
While we focus on Wikipedia, our methodology could be
used to conduct analyses in any English, Russian, and Span-
ish narrative text, which can aid writers in obtaining a neutral
point of view and provide insight into social stereotypes, es-
pecially when used in combination with other methods. This
framework supports the investigation of a wide range of re-
search questions, and offers multiple avenues for future work
such as improving the multilingual model, expansion to ad-
ditional languages, investigation of Wikipedia edit histories,
and the incorporation of additional connotations and existing
linguistic databases.
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Multilingual Annotation Collection

We provide additional details of data collection to facilitate
reproduciblity and fully describe data quality.
Language Choice All annotations were crowdsourced
through the Figure 8 platform.14 Our original target lan-
guages for this task were English, Russian, Mandarin Chi-
nese, and French. We constructed three rounds of in-house
pilot studies for English and one round for Chinese before we
released the annotation tasks. After releasing these tasks, we
received almost no annotations in French or Chinese, despite
increasing payment, expanding the number of target coun-
tries, and relaunching tasks. We ultimately dropped Chinese
and French in favor of Spanish, for which we were able to
obtain annotations.
Instructions Task instructions were originally written in En-
glish and then translated to other languages by native speak-
ers. For each language, a second native speaker checked the
translation. The same native speakers also examined the data
samples to be annotated, in order to ensure that contexts
were grammatical and representative. Heuristics for gener-
ating samples were revised according to their feedback.
While power and sentiment are generally well-known

terms, agency is unfamiliar to most people and can be diffi-
cult to define. Additionally, our Russian, Chinese, and French
translators determined that there is no single-word transla-
tion for “agency” in these languages, and they instead used
combinations of other words to define the concept. Thus, in
the annotation task, following Sap et al. (2017) we provided
three agency “priming questions” to the annotators.
Task Settings We placed several restrictions on the pool of
annotators in order to ensure annotation quality.
Each annotation task included five to eight examples in the

task instructions, which were then turned into “quiz ques-
tions”. Annotators needed to answer an initial eight quiz
questions with 70% accuracy to begin the task. As the task
proceeded, an additional 10 quiz questions were interspersed
with examples to be annotated, and annotators needed to
maintain a 70% score on these questions in order to con-
tinue the task. We made our questions extremely similar to
the examples given in the task instructions, because affective
connotations can be subjective, and it is difficult to construct
quiz questions that we can expect all high-quality annotators
to consistently answer correctly. Instead, our quiz questions
ensured that annotators read and understood the instructions.
We released data in batches of 100-200 annotation exam-

ples, as we found that larger batch sizes did not complete.
Small batches also allowed us to block annotators who failed
quiz questions in earlier batches from attempting to complete
later batches. Additionally, we disabled the chrome transla-
tion plugin for all non-English tasks.
For Spanish, we restricted annotators to people from nine

South America countries: Argentina, Bolivia, Chile, Colom-
bia, Ecuador, Paraguay, Peru, Uruguay and Venezuela. We
restricted English annotators to the United States and Rus-
sian annotators to Russia. Payment for annotation tasks was
set based on the time taken to complete the task during pilot
studies and the minimum wage of target countries. We also

14Figure 8 is now called Appen (https://appen.com/)

adjusted pay based on survey feedback from early batches.
The final rates are in Table 6. In general we paid agency
substantially higher than the other two tasks because we had
three additional priming questions that annotators needed to
annotate for each instance.

Task English Russian Spanish

Power 20 4 5
Agency 40 8 8
Sent 20 6 5

Table 6: Task pay rates in cents per five instances

Finally, as mentioned in §, we screened out annotations
from lower-quality annotators after data collection. For each
annotator, we computed how often that annotator judged an
instance differently than the other two annotators who judged
that instance. We then removed annotations from any anno-
tators whose disagreement rate was greater than one stan-
dard deviation away from the mean disagreement rate. In our
final dataset, we keep only instances that have at least two
judgements after removing these annotators. Table 7 shows
the full agreement scores for each annotation task after post-
processing and Table 8 shows the number of annotated in-
stances for each language.

English Russian Spanish

Power 0.27 0.33 0.25
Agency 0.20 0.23 0.24

Sent(subj) 0.20 0.27 0.22
Sent(obj) 0.22 0.39 0.31

Table 7: Krip.’s Alpha per task, after post-processing.

English Russian Spanish

Power 837 880 877
Agency 888 879 888

Sent(subj) 860 868 808
Sent(obj) 860 868 808

Table 8: Num. of annotated instances, after post-processing.

Model Details

Each logistic regression classification model has 3,075 pa-
rameters. We did a grid search over the weights given for
each class and chose the final weights based on the validation
set F1 score. We release all trained models and their hyper-
parameter configuration as a part of our codebase.
Table 9 validates that the performance of our XLM-based

model is comparable to prior work by evaluating our model
on the same data used in Rashkin, Singh, and Choi (2016)
and Field, Bhat, and Tsvetkov (2019). In this setting where
we evaluate our model on uncontextualized annotations, we
decontextualize the XLM embeddings in the same way as
Field, Bhat, and Tsvetkov (2019). Thus, the primary differ-
ence between our model and theirs is the use of cross-lingual
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XLM embeddings instead of ELMo embeddings. Our model
performs similarly with Rashkin, Singh, and Choi (2016).
Although our model is slightly worse than Field, Bhat, and
Tsvetkov (2019), this drop is not surprising and considered a
cost of making our model language-agnostic.

Sentsubj Sentobj Power Agency

Majority baseline 26.2 28.7 27.4 29.5
Rashkin (2016) 66.6 37.4 51.8 46.5
Field (2019) 61.1 40.4 56.0 48.8
Our model 54.6 45.0 47.4 45.0

Table 9: Classification evaluation results in macro F1 score.
Majority baseline always outputs the most frequent label in
the data. Numbers in the Field (2019) row are directly bor-
rowed from the original paper.

LGBTBio Corpus Construction

As described in §, we collected Wikipedia biography pages
about LGBT people using lists of LGBT people from En-
glish15 and Spanish16 Wikipedia. We additionally include
people with Wikidata property P91 values of Q6636 (homo-
sexuality), Q6649 (lesbian), Q43200 (bisexuality), or Q592
(gay), and people with Wikidata property P21 of Q1052281
(transgender female) or Q2449503 (transgender male). We
removed people who do not have pages in all target languages
(English, Spanish, Russian) and who have < 3 sentences to
be analyzed in any language. We define sentences to be ana-
lyzed as ones containing the person’s name or pronoun as a
subject or object. We automatically inferred pronouns based
on whether “he” or “she” is more frequent in the article text,
which we expect to be effective even for transgender people
because of Wikipedia’s Manual of Style/Gender identity.17

After filtering, the LGBT-half of the LGBTBio corpus
contains 1, 340 biography pages.
We identify matched control biography pages using the

algorithm from Field, Park, and Tsvetkov (2020). We apply
the same filters to candidate control pages as to LGBT pages
(discarding articles with< 3 sentences to be analyzed in En-
glish, Russian, or Spanish). The matching algorithm using
TF-IDF vectors constructed from biography page categories
as matching features. The vectors contain a pivot-slope cor-
rection term, which is intended to prevent the method from
favoring pages with fewer categories (Singhal, Buckley, and
Mitra 1996). Following the recommendations in Field, Park,
and Tsvetkov (2020), we set the pivot to the average num-
ber of categories per article in our data set. We then tune
the slope until the LGBT-half and the matched controls have
the same number of average categories (excluding LGBT-
specific categories). We try pivot values in 0.1 increments

15https://en.wikipedia.org/wiki/List_of_gay,_lesbian_or_
bisexual_people
https://en.wikipedia.org/wiki/List_of_transgender_people

16https://es.wikipedia.org/wiki/Anexo:Famosos_que_han_
salido_del_armario

17https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/
Gender_identity

between [0, 0.5], and fix the pivot as 0.1. In Table 10 we pro-
vide examples of constructed pairs.

LGBT
(Non-LGBT pair)

Common Categories (sampled three)

Tim Cook
(Steve Jobs)

Apple_Inc._executives
American_computer_businesspeople
21st-century_American_businesspeople

Plato
(Aristotle)

4th-century_BC_philosophers
Ancient_Greek_political_philosophers
4th-century_BC_writers

Lily Allen
(Dua Lipa)

English_female_singer-songwriters
Brit_Award_winners
Electropop_musicians

Tom Ford
(Anna Sui)

American_fashion_businesspeople
Luxury_brands
Parsons_School_of_Design_alumni

Francis Bacon
(Roger Bacon)

Philosophers_of_ethics_and_morality
English_philosophers
Empiricists

Table 10: A sampled list of paired-people from LGBTBio.
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