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Abstract
Mixtures of high dimensional Gaussian distributions have been studied extensively in statistics and
learning theory. While the total variation distance appears naturally in the sample complexity of
distribution learning, it is analytically difficult to obtain tight lower bounds for mixtures. Exploiting
a connection between total variation distance and the characteristic function of the mixture, we
provide fairly tight functional approximations. This enables us to derive new lower bounds on the
total variation distance between two-component Gaussian mixtures with a shared covariance matrix.
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1. Introduction

LetN (µ,Σ) denote the d-dimensional Gaussian distribution with mean µ ∈ Rd and positive definite
covariance matrix Σ ∈ Rd×d. A k-component mixture of d-dimensional Gaussian distributions
is a distribution of the form f =

∑k
i=1wi · N (µi,Σi). Such a mixture is defined by k triples

{(wi,µi,Σi)}ki=1, where wi ∈ R+ with
∑k

i=1wi = 1 are the mixing weights, µi ∈ Rd are the
means, and Σi ∈ Rd×d are the covariance matrices. Mixtures of Gaussian distributions have been
studied intensively due to their broad applicability to statistical problems Arora and Kannan (2001);
Dasgupta (1999); Dasgupta and Schulman (2000); Huber (2004); Kane (2020); Moitra (2018); Moitra
and Valiant (2010); Pearson (1894); Titterington et al. (1985).

The variational distance (a.k.a., the total variation (TV) distance) between two distributions f, f ′

with same sample space Ω and sigma algebra S is defined as follows:∣∣∣∣f − f ′∣∣∣∣
TV

, sup
A∈S

(
f(A)− f ′(A)

)
.

The minimum pairwise TV distance of a class of distributions appears naturally in the expressions
of statistical error rates related to the class, most notably in the Neyman-Pearson approach to
hypothesis testing Lehmann and Romano (2006); Neyman and Pearson (2020), as well as in the
sample complexity results in density estimation Devroye and Lugosi (2012). In particular, in these
applications, a lower bound on the total variation distance between two candidate distributions is an
essential part of the algorithm design and analysis.
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Tight bounds are known for the total variation distance between single Gaussians; however, they
have only recently been derived as closed form functions of the distribution parameters Barsov and
Ul’yanov (1987); Devroye et al. (2018). The functional form of the TV distance bound is often much
more useful in practice because it can be directly evaluated based on only the means and covariances
of the distribution. This has opened up the door for new applications to a variety of areas, such
as analyzing ReLU networks Wu et al. (2019), distribution learning Ashtiani et al. (2020); Bakshi
et al. (2020), private distribution testing Bun et al. (2019); Canonne et al. (2019), and average-case
reductions Brennan and Bresler (2019).

Inspired by the wealth of applications for single Gaussian total variation bounds, we inves-
tigate deriving analogous results for mixtures with two components. As our main contribution,
we complement the single Gaussian results and derive tight lower bounds for pairs of mixtures
containing two equally weighted Gaussians with shared variance. We also present our results in
a closed form in terms of the gap between the component means and certain statistics of the co-
variance matrix. The total variation distance between two distributions can be upper bounded by
other distances/divergences (e.g., KL divergence, Hellinger distance) that are easier to analyze. In
contrast, it is a key challenge to develop ways to lower bound the total variation distance. The shared
variance case is important because it presents some of the key difficulties in parameter estimation and
is widely studied Daskalakis et al. (2017); Wu and Yang (2020). For example, mean estimation with
shared variance serves as a model for the sensor location estimation problem in wireless or physical
networks Kontkanen et al. (2004); Liu et al. (2007); Van der Vaart (2000).

The lower bound on total variation distance can be applicable in several contexts. In binary
hypothesis testing, it gives a sufficient condition to bound from above the total probability of error
of the best test Moitra (2018). Hypothesis testing in Gaussian mixture models has been of interest,
cf. Aitkin and Rubin (1985); Chen et al. (2009). Furthermore, parameter learning in Gaussian
mixture models is a core topic in density estimation Devroye and Lugosi (2012). Our bound can
provide a sufficient condition on the learnability of the class of two component Gaussian mixtures in
terms of the precision of parameter recovery and gap between the component of mixtures. Indeed,
performance of various density estimation techniques, such as the Scheffé estimator or the minimum
distance estimator, depends crucially on a computable lower bound in total variation distance between
candidate distributions Devroye and Lugosi (2012). Furthermore, our lower bound implies that, for
the class of distributions we consider, if a pair of distributions is close in variational distance, then the
distributions have close parameters. This type of implication is integral to arguments in outlier-robust
moment estimation algorithms and clustering Bakshi et al. (2020); Hopkins and Li (2018).

We obtain lower bounds on the total variation distance by examining the characteristic function of
the mixture. This connection has been previously used in Krishnamurthy et al. (2020) in the context
of mixture learning, but it required strict assumptions on the mixtures having discrete parameter
values, i.e., Gaussians with means that belong to a scaled integer lattice. It is not clear how to
generalize their techniques to non-integer means. As a first step towards that generalization, we
analyze unrestricted two-component one-dimensional mixtures by applying a novel and more direct
analysis of the characteristic function. Then, in the high-dimensional setting, we obtain a new
TV distance lower bound by projecting and then using our one-dimensional result. By carefully
choosing and analyzing the one-dimensional projection (which depends on the mixtures), we exhibit
nearly-tight bounds on the TV distance of d-dimensional mixtures for any d ≥ 1.
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1.1. Results

Let F be the set of all d-dimensional, two-component, equally weighted mixtures

F =

{
fµ0,µ1

=
1

2
N (µ0,Σ) +

1

2
N (µ1,Σ) | µ0,µ1 ∈ Rd,Σ ∈ Rd×d

}
,

where Σ ∈ Rd×d is a positive definite matrix. When d = 1, we use the notation fµ0,µ1 ∈ F and
simply denote the variance as σ2 ∈ R. Our main result is the following nearly-tight lower bound on
the TV distance between pairs of d-dimensional two-component mixtures with shared covariance.

Theorem 1 For fµ0,µ1
, fµ′0,µ′1 ∈ F , define sets S1 = {µ1 −µ0,µ

′
1 −µ′0}, S2 = {µ′0 −µ0,µ

′
1 −

µ1}, S3 = {µ′0 − µ1,µ
′
1 − µ0} and vectors v1 = argmaxs∈S1

||s||2, v2 = argmaxs∈S2
||s||2,

v3 = argmaxs∈S3
||s||2. Let λΣ,U , maxu:||u||2=1,u∈U u

TΣu with U being the span of the vectors
v1,v2,v3. If ‖v1‖2 ≥ min(‖v2‖2, ‖v3‖2)/2 and

√
λΣ,U = Ω(||v1||2), then∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV

= Ω
(

min
(

1,
‖v1‖2 min(‖v2‖2, ‖v3‖2)

λΣ,U

))
,

and otherwise, we have that
∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV

= Ω
(

min
(

1,min(‖v2‖2, ‖v3‖2)/
√
λΣ,U

))
.

Notice from the definitions of v1,v2,v3 that U is contained within the subspace spanned by the
unknown mean vectors µ0,µ1,µ

′
0,µ

′
1. Furthermore, λΣ,U as defined in Theorem 1 can always be

bounded from above by the largest eigenvalue of the matrix Σ, and as we will show in Section 1.3,
this upper bound characterizes the TV distance between mixtures in several instances.

In some cases, it is simpler to work with z = Σ−1/2x instead of the original samples x ∈ Rd.
Note that if x ∼ 1

2N (µ0,Σ) + 1
2N (µ1,Σ), then z ∼ 1

2N (Σ−1/2µ0, I) + 1
2N (Σ−1/2µ1, I), for

I the d-dimensional identity matrix. Overall, if we scale the distribution by Σ−1/2, then by the
invariance property of TV distance (see, for instance, Section 5.3 in Devroye and Lugosi (2012)),
Theorem 1 implies the following. For fµ0,µ1

, fµ′0,µ′1 ∈ F and S1, S2, S3 as above, the scaled vectors
are vi = argmaxs∈Si ||Σ

−1/2s||2, for i ∈ [3]. If ‖Σ−1/2v1‖2 ≥ min(‖Σ−1/2v2‖2, ‖Σ−1/2v3‖2)/2

and ||Σ−1/2v1||2 = O(1), then∣∣∣∣∣∣fµ0,µ1
− fµ′0,µ′1

∣∣∣∣∣∣
TV

= Ω
(

min
(

1, ‖Σ−1/2v1‖2 min(‖Σ−1/2v2‖2, ‖Σ−1/2v3‖2)
))
,

and otherwise,
∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV

= Ω
(

min
(

1,min(‖Σ−1/2v2‖2, ‖Σ−1/2v3‖2)
))

.

In the special case of one component Gaussians, i.e., µ0 = µ1 and µ′0 = µ′1, we recover a result
by Devroye et al. (see the lower bound in (Devroye et al., 2018, Theorem 1.2), setting Σ1 = Σ2).
In the one-dimensional setting, our next theorem shows a novel lower bound on the total variation
distance between any two distinct two-component one-dimensional Gaussian mixtures from F .

Theorem 2 Without loss of generality, for fµ0,µ1 , fµ′0,µ′1 ∈ F , suppose µ0 ≤ min(µ1, µ
′
0, µ
′
1) and

µ′0 ≤ µ′1. Further, let δ1 = max{|µ0 − µ1|, |µ′0 − µ′1|} and δ2 = max{|µ′0 − µ0|, |µ1 − µ′1|}. If
[µ′0, µ

′
1] ⊆ [µ0, µ1] and σ = Ω(δ1), then we have that

||fµ0,µ1 − fµ′0,µ′1 ||TV ≥ Ω(min(1, δ1δ2/σ
2)),

and otherwise, ||fµ0,µ1 − fµ′0,µ′1 ||TV ≥ Ω(min(1, δ2/σ)).
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1.2. Related Work

Let I denote the d-dimensional identity matrix. Statistical distances between a pair of k-component d-
dimensional Gaussian mixtures f =

∑k
i=1 k

−1N (µi, I) and f ′ =
∑k

i=1 k
−1N (µ′i, I) with shared,

known component covariance I have been studied in Doss et al. (2020); Wu and Yang (2020). For
a k-component Gaussian mixture f =

∑k
i=1 k

−1N (µi, I), let M`(f) =
∑`

i=1 k
−1µ⊗`i where x⊗`

is the `-wise tensor product of x. We denote the Kullback-Leibler divergence, Squared Hellinger
divergence, and χ2-divergence of f, f ′ by ||f − f ′||KL , ||f − f ′||H2 , and ||f − f ′||χ2 respectively.
We write ||M ||F to denote the Frobenius norm of the matrix M . Prior work shows the following.

Theorem 3 (Theorem 4.2 in Doss et al. (2020)) Consider mixtures f =
∑k

i=1 k
−1N (µi, I) and

f ′ =
∑k

i=1 k
−1N (µ′i, I) where ||µi||2 ≤ R, ||µ′i||2 ≤ R, for all i ∈ [k] and constant R ≥ 0. For

any distance D ∈ {H2,KL, χ2}, we have ‖f − f ′‖D = Θ
(

max`≤2k−1 ‖M`(f)−M`(f
′)‖2F

)
.

This bound alone does not give a guarantee for the TV distance. However it is well-known that,∣∣∣∣∣∣fµ0,µ1
− fµ′0,µ′1

∣∣∣∣∣∣
TV
≥
∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
H2
. (1)

We can use this in conjunction with Theorem 3 to get a lower bound on TV distance, but it is
suboptimal for many canonical instances. For example, consider one-dimensional Gaussian mixtures

f =
1

2
N (u, 1) +

1

2
N (−u, 1) and f ′ =

1

2
N (2u, 1) +

1

2
N (−2u, 1). (2)

Using Eq. (1) and Theorem 3, we have that ||f − f ′||TV = Ω(u4). On the other hand, by using
our result (Theorem 2), we obtain the improved bound ||f − f ′||TV = Ω(u2). The improvement
becomes more significant as u becomes smaller. Also, the prior result in Theorem 3 assumes that the
means of the two mixtures f, f ′ are contained in a ball of constant radius, limiting its applicability.

The TV distance between Gaussian mixtures with two components when d = 1 has been recently
studied in the context of parameter estimation Feller et al. (2016); Ho and Nguyen (2016); Manole
and Ho (2020); Heinrich and Kahn (2018). The TV distance guarantees in these papers are more
general, as they do not need the component covariances to be same. However, the results and their
proofs are tailored towards the case when both the mixtures have zero mean. They do not apply when
considering the TV distance between two mixtures with distinct means. Theorems 1 and 2 hold for
all mixtures with shared component variances, without assumptions on the means.

Further, our bound can be tighter than these prior results, even in the case when the mixtures
have zero mean. Consider again the pair of mixtures f, f ′ defined in Eq. (2) above. In Manole and
Ho (2020); Ho and Nguyen (2016), the authors show that ||f − f ′||TV = Ω(u4); see, e.g., Eq. (2.7)
in Manole and Ho (2020). Notice that this is the same bound that can be recovered from Theorem 3,
and as we mentioned before, this bound is loose. By using Theorem 2, we obtain the improved bound
||f − f ′||TV = Ω(u2). Now consider a more general pair of mixtures, where for u, v ≥ 0, we define

f =
1

2
N (u, 1) +

1

2
N (−u, 1) and f ′ =

1

2
N (v, 1) +

1

2
N (−v, 1). (3)

In Feller et al. (2016) (see the proof of Lemma G.1 part (b)), the authors show that ||f − f ′||TV =
Ω((u− v)2). Notice that for the previous example in Eq. (2) with v = 2u, the result in Feller et al.
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(2016) leads to the bound ||f − f ′||TV = Ω(u2), which is the same bound that can be obtained from
Theorem 2. However, for any small ε > 0, by setting v = u + ε, we see that the bound in Feller
et al. (2016) reduces to ||f − f ′||TV = Ω(ε2). On the other hand, by using Theorem 2, we obtain
||f − f ′||TV = Ω(u · ε+ ε2). Whenever u� ε, our result provides a much larger and tighter lower
bound. On the other hand, whenever u < ε, our bound coincides with that of Feller et al. (2016).

1.3. Tightness of the TV distance bound

Our bounds on the TV distance are tight up to constant factors. For example, let u ∈ Rd be a
d-dimensional vector satisfying ||u||2 < 1. Consider the mixtures f = 0.5N (u, I) + 0.5N (−u, I)
and f ′ = 0.5N (2u, I) + 0.5N (−2u, I). Considering the notation of Theorem 1, we have v1 = 2u
and v2 = u, and the first bound in the theorem implies that ||f − f ′||TV ≥ Ω(||u||22). On the other
hand, we use the inequality ||f − f ′||TV ≤

√
2 ||f − f ′||H2 in conjunction with Theorem 3. In the

notation of Theorem 3, note that M1(f) −M1(f ′) = 0, and we can upper bound the max over
` ∈ {2, 3} by the sum of the two terms to say that∣∣∣∣f − f ′∣∣∣∣

TV
≤ O

(
max
`∈{2,3}

‖M`(f)−M`(f
′)‖2F

)
≤ O(||u⊗ u||F + ||u⊗ u⊗ u||F ) = O(||u||22 + ||u||32).

Since ||u||2 < 1, we see that ||u||22 is the dominating term on the RHS, and ||f − f ′||TV = Θ(||u||22).
As a result, our TV distance bound in Theorem 1 is tight as a function of the means for this example.

Our bounds are tight in other instances too. Consider the second parts of Theorems 1 and 2. Here,
we can use the triangle inequality to derive a simple upper bound on the TV distance,∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV
≤ 1

2
min

( ∣∣∣∣N (µ0,Σ)−N (µ′0,Σ)
∣∣∣∣
TV

+
∣∣∣∣N (µ1,Σ)−N (µ′1,Σ)

∣∣∣∣
TV
,∣∣∣∣N (µ1,Σ)−N (µ′0,Σ)

∣∣∣∣
TV

+
∣∣∣∣N (µ0,Σ)−N (µ′1,Σ)

∣∣∣∣
TV

)
.

Then, we can use tight bounds on the TV distance between single Gaussians. In the one-dimensional
setting, Theorem 1.3 in Devroye et al. (2018) shows that ||fµ0,µ1 − fµ′0,µ′1 ||TV = O(max(1, δ2/σ)),
recalling that δ2 = max{|µ′0 − µ0|, |µ1 − µ′1|}. In the high dimensional setting, Theorem 1.2 in
Devroye et al. (2018) shows that∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV

= O

(
max

(
1,

1

λmin(Σ)
·min (‖v2‖2, ‖v3‖2)

))
,

recalling v2 and v3 from the definitions in Theorem 1 and letting λmin(Σ) be the minimum eigenvalue
of Σ. Again by the invariance property, TV distance remains the same if the samples are pre-
multiplied by Σ−1/2. With this transformation, the component co-variance matrix is I and∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV

= O
(

max
(

1,min
(
‖Σ−1/2v2‖2, ‖Σ−1/2v3‖2

)))
.

It follows that the second parts of Theorems 1 and 2 are tight up to constants.
On the other hand, when comparing with the Hellinger distance upper bound of Doss et al. (2020),

our lower bound on the TV distance is not tight in the following case. Define two d-dimensional
mixtures f = 0.5N (u, I) + 0.5N (−u, I) and f ′ = 0.5N (4u, I) + 0.5N (−2u, I). The mean of

5



TV DISTANCE BETWEEN MIXTURES OF GAUSSIANS

f ′ is u. Applying Theorem 3, we get an upper bound of ‖f − f ′‖H2 = O(‖u‖2 + ‖u‖22 + ‖u‖32) =
O(‖u‖2), when ‖u‖2 � 1. In contrast, Theorem 1 only gives a lower bound of Ω(‖u‖22), which
can be much smaller than ‖u‖2. It would be an interesting open direction to derive tight bounds on
this instance. We do not know if this is an inherent limitation of either of the bounds, and it may be
possible to extend our results to capture the ‖u‖2 term, or tighten the upper bound.

1.4. Preliminaries

We use Ω(·), O(·), and Θ(·) to hide absolute constants. For vectors u,v ∈ Rd, we let 〈u,v〉 denote
the Euclidean inner product. We use the characteristic function of a distribution, defined below.

Definition 1 The characteristic function Cf : R→ C of a distribution f is Cf (t) =
∫
R e

itxf(x)dx.

If X is a random variable with distribution f , then Cf (t) = EX∼f [eitX ]. The characteristic function
of a two-component, one-dimensional mixture fµ0,µ1 ∈ F is Cfµ0,µ1 (t) = 1

2e
−σ2t2/2(eitµ0 + eitµ1).

The characteristic function can be used to bound the TV distance with the following lemma.

Lemma 1 (Krishnamurthy et al. (2020)) For distributions f, f ′ on a shared sample space Ω ⊆ R,∥∥f − f ′∥∥
TV
≥ 1

2
sup
t∈R
|Cf (t)− Cf ′(t)|.

Organization. The rest of the paper is organized as follows. In Section 2, we give a brief high
level overview of our results. In Section 3, we provide the main parts of the proof of our TV distance
result for one dimensional mixtures, which is based on elementary complex analysis. Subsequently,
in Section 4, we provide the proof of the TV distance lower bound in the high dimensional case.

2. Technical Overview

In one dimension, we lower bound the TV distance as follows. For fµ0,µ1 , fµ′0,µ′1 ∈ F , suppose µ0 is
the smallest mean. Recall that δ1 = max{|µ0−µ1|, |µ′0−µ′1|} and δ2 = max{|µ′0−µ0|, |µ1−µ′1|}.
If [µ′0, µ

′
1] ⊆ [µ0, µ1], then ||fµ0,µ1 − fµ′0,µ′1 ||TV ≥ Ω(min(1, δ1δ2/σ

2)) and otherwise, ||fµ0,µ1 −
fµ′0,µ′1 ||TV ≥ Ω(min(1, δ2/σ)). The latter case corresponds to when either both means from one
mixture are smaller than another, i.e., µ0 ≤ µ1 ≤ µ′0, µ′1, or the mixtures’ means are interlaced, i.e.,
µ0 ≤ µ′0 ≤ µ1 ≤ µ′1.

We use Lemma 1 to lower bound the TV distance between mixtures fµ0,µ1 , fµ′0,µ′1 ∈ F by the
modulus of a complex analytic function:

4
∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ sup

t
e−

σ2t2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ . (4)

Let h(t) = eitµ0 + eitµ1 − eitµ′0 − eitµ′1 . A lower bound on ||fµ0,µ1 − fµ′0,µ′1 ||TV can be obtained by

taking t = 1/(cσ) for c constant, so that e−σ
2t2/2 is not too small. Then, it remains to bound |h(t)|

at the chosen value of t. In some cases, we will have to choose the constant c very carefully, as terms
in h(t) can cancel out due to the periodicity of the complex exponential function. For instance, if
µ0 = 0, µ1 = 200σ, µ′0 = σ, and µ′1 = 201σ with σ = 2π, then |h(1)| = 0.

It is reasonable to wonder whether there is a simple, global way to lower bound Eq. (4). We could
reparameterize the function h(t) as the complex function g(z) = zµ0 + zµ1 − zµ′0 − zµ′1 , where
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z = eit, then study |g(z)|, for z in the disc with center 0 and radius 1 in the complex plane. However,
we are unaware of a global way to bound |g(z)| here due to the fact that (i) g(z) is not analytic at 0
when the means are non-integral and (ii) there is not a clear, large lower bound for g(z) anywhere
inside the unit disc. These two facts obstruct the use of either the Maximum Modulus Principle or
tools from harmonic measure to obtain lower bounds. Instead, we use a series of lemmas to handle
the different ways that |h(t)| can behave. The techniques include basic complex analysis and Taylor
series approximations of order at most three.

Let f tµ0,µ1
be the distribution of the samples obtained according to fµ0,µ1

and projected onto the
direction t ∈ Rd. We have (see Lemma 5 for a proof)

f tµ0,µ1
≡ N (µT0 t, t

TΣt)

2
+
N (µT1 t, t

TΣt)

2
, f tµ′0,µ′1

≡ N (µ′T0 t, t
TΣt)

2
+
N (µ′T1 t, t

TΣt)

2
.

By the data processing inequality for f -divergences (see Theorem 5.2 in Devroye and Lugosi
(2012)), we have ‖fµ0,µ1

− fµ′0,µ′1‖TV ≥ supt∈Rd ‖f tµ0,µ1
− f tµ′0,µ′1‖TV. Using our lower bound

on the TV distance between one-dimensional mixtures (Theorem 2), we obtain a lower bound on
‖fµ0,µ1

− fµ′0,µ′1‖TV by choosing t ∈ Rd carefully. This leads to Theorem 1.

3. Lower Bound on TV Distance of 1-Dimensional Mixtures

Consider distinct Gaussian mixtures fµ0,µ1 , fµ′0,µ′1 ∈ F . Without loss of generality we will also
let µ0 ≤ min(µ1, µ

′
0, µ
′
1) be the smallest unknown parameter, and let µ′1 ≥ µ′0. We maintain these

assumptions throughout this section, and we will prove Theorem 2.
Eq. (4) implies that we can lower bound ||fµ0,µ1 − fµ′0,µ′1 ||TV by the modulus of a complex

analytic function with parameter t. Then, we can optimize the bound by choosing t = Θ(1/σ) and
lower bounding the term in the absolute value signs.

We define the following parameters relative to the means to simplify some bounds:

δ1 = max(|µ0 − µ1|, |µ′0 − µ′1|) δ2 = max(|µ′0 − µ0|, |µ1 − µ′1|)
δ3 =

∣∣µ0 + µ1 − µ′0 − µ′1
∣∣ δ4 = min(

∣∣µ′0 − µ0

∣∣ , ∣∣µ′1 − µ1

∣∣).
We first consider t such that t(µ1 − µ0), t(µ′1 − µ0), t(µ′1 − µ0) ≤ π

4 , which is covered in Lemma 2.

Lemma 2 For t > 0 with t(µ1 − µ0), t(µ′1 − µ0), t(µ′1 − µ0) ∈ [0, π4 ], if µ′0, µ
′
1 ∈ [µ0, µ1], then∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1

∣∣∣ ≥ max

(
t2(δ1 − δ4)δ4

2
,
tδ3

4
√

2

)
and otherwise, when µ′1 > µ1,

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ ≥ tδ2/(2

√
2).

See Figure 1 for an illustration of the different ways that the means can be ordered. The lemma
follows from straightforward calculations that only use Taylor series approximations, trigonometric
identities, and basic facts about complex numbers. We include the proof in Appendix A.

Recall that we will choose t = Θ(1/σ) to cancel the exponential term in Eq. (4). Therefore,
Lemma 2 handles the case when all the means are within some interval of size Θ(σ).

Next, we prove that when the separation between the mixtures is substantially fair apart—when
either |µ0 − µ′0| or |µ1 − µ′1| is at least 2σ—we have a constant lower bound on the TV distance.

7
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Figure 1: Layout of the means for Theorem 2. The means can be ordered in different ways, which
affects the analysis of lower bounding |eitµ0 + eitµ1 − eitµ′0 − eitµ′1 | in Lemma 2. For a
fixed t, the order affects (i) whether the real or imaginary part of eitµ0 +eitµ1−eitµ′0−eitµ′1
has large modulus and (ii) whether the terms from µ0 and µ1 or µ′0 and µ′1 dominate.

Recall that it is without loss of generality to assume that µ0 is the smallest parameter and µ′1 > µ′0.
A similar result as the following two lemmas has been observed previously (e.g., Hardt and Price
(2015)) but we provide a simple and self-contained proof.

Lemma 3 If max(|µ0 − µ′0| , |µ1 − µ′1|) ≥ 2σ, then it follows that ||fµ0,µ1 − fµ′0,µ′1 ||TV ≥ Ω(1).

Proof Assume that |µ0 − µ′0| ≥ 2σ, where the case |µ1 − µ′1| ≥ 2σ is analogous. Recall from the
definition of TV distance that

||fµ0,µ1 − fµ′0,µ′1 ||TV , sup
A⊆Ω

(
fµ0,µ1(A)− f ′µ′0,µ′1(A)

)
≥ Pr

X∼fµ0,µ1
[X ≤ µ0 + σ]− Pr

Y∼fµ′0,µ′1
[Y ≤ µ0 + σ].

For a random variable X ∼ fµ0,µ1 , let E denote the event that we choose the component with
mean µ0, i.e., if X̃ denotes X conditioned on E , then we have X̃ ∼ N (µ0, σ

2). Since the mixing
weights are equal, we have Pr(E) = Pr(Ec) = 1/2, where Ec is the complement of E . Therefore,

Pr(X ≥ µ0 + σ) ≤ Pr(E) Pr(X ≥ µ0 + σ | E) + Pr(Ec) =
1

2

∫ ∞
µ0+σ

e−
(t−µ0)

2

2σ2

√
2πσ

dt+
1

2

≤ 1

2

∫ ∞
µ0+σ

( t− µ0

σ

)e− (t−µ0)
2

2σ2

√
2πσ

dt+
1

2
≤ 1

2
· e
− 1

2

√
2π

+
1

2
. (5)

Recall that µ0 ≤ µ′0, µ′0 ≤ µ′1 and |µ0 − µ′0| ≥ 2σ. Again, for a random variable Y ∼ fµ′0,µ′1 , let E ′
denote the event that the component with mean µ′0 is chosen (and E ′c denotes µ′1 is chosen). Then,

Pr(Y ≤ µ0 + σ) = Pr(E ′) Pr(Y ≤ µ0 + σ | E ′) + Pr(E ′c) Pr(Y ≤ µ0 + σ | E ′c)
a
= Pr(E ′) Pr(Y ≤ µ′0 − σ | E ′) + Pr(E ′c) Pr(Y ≤ µ′1 − σ | E ′c)
b
= Pr(E ′) Pr(Y ≥ µ′0 + σ | E ′) + Pr(E ′c) Pr(Y ≥ µ′1 + σ | E ′c)
c
≤ 1

2
· e
− 1

2

√
2π

+
1

2
· e
− 1

2

√
2π

=
e−

1
2

√
2π
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where in step (a), we used the fact that µ′0 − σ ≥ µ0 + σ and µ′1 − σ ≥ µ0 + σ; in step (b), we used
the symmetry of Gaussian distributions; in step (c), we used the same analysis as in (5). By plugging
this in the definition of TV distance, we have

||fµ0,µ1 − fµ′0,µ′1 ||TV ≥ Pr
X∼fµ0,µ1

[X ≤ µ0 + σ]− Pr
Y∼fµ′0,µ′1

[Y ≤ µ0 + σ] ≥ 1

2
−
√

9

8πe
≥ 0.137.

If Lemma 3 does not apply, then we case on whether max(|µ0 − µ1| , |µ′0 − µ′1|) is large or not.
If max(|µ0 − µ1| , |µ′0 − µ′1|) < 100σ, we use Lemma 2—exactly how will be explained later—and
otherwise we use the following lemma. Recall that δ2 = max(|µ′0 − µ0|, |µ1 − µ′1|).

Lemma 4 If max(|µ0 − µ1| , |µ′0 − µ′1|) ≥ 100σ and max(|µ0 − µ′0| , |µ1 − µ′1|) ≤ 2σ, then

sup
t
e−

σ2t2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ ≥ π2δ2

240eσ
.

We defer the proof of Lemma 4 to Appendix A. Using Lemmas 2, 3, and 4, we prove Theorem 2.
Proof [Proof of Theorem 2] Using Lemma 1, we see that

2
∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ sup

t

e−
σ2t2

2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ .

Case 1: Consider the case when µ0, µ1, µ
′
0, µ
′
1 are in an interval of size at most 100σ, i.e.,

max
( ∣∣µ′1 − µ0

∣∣ , |µ1 − µ0| ,
∣∣µ′0 − µ0

∣∣ ) ≤ 100σ. (6)

Recall δ1 = max{|µ0−µ1|, |µ′0−µ′1|}, δ2 = max(|µ′0−µ0|, |µ1−µ′1|), δ3 = |µ0 + µ1 − µ′0 − µ′1|,
δ4 = min(|µ′0 − µ0| , |µ′1 − µ1|). For t = π/400σ, 0 ≤ tmax

(
|µ′1 − µ0| , |µ1 − µ0| , |µ′0 − µ0|

)
≤

π
4 . We have assumed that µ0 ≤ min(µ1, µ

′
0, µ
′
1) and µ′0 ≤ µ′1. This implies that µ0 ≤ µ′0 ≤ µ′1 ≤ µ1

in the subcase when µ′0, µ
′
1 ∈ [µ0, µ1]. This also implies that δ1 = |µ1 − µ0| ≥ 2δ4, a fact we will

use later. The inequality in Eq. (6) implies that the above value of t = π/400σ satisfies the conditions
of Lemma 2. Then, when µ′0, µ

′
1 ∈ [µ0, µ1], the first part of the lemma implies that

2
∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ max

(π2(δ1 − δ4)δ4

640000eσ2
,

πδ3

3200
√

2eσ

)
.

Now we observe that δ3 ≥ δ2− δ4. To see this, assume without loss of generality that δ2 = |µ′0−µ0|
and δ4 = |µ′1 − µ1|. By the triangle inequality, we have that δ3 = |µ0 + µ1 − µ′0 − µ′1| ≥ |µ′0 −
µ0| − |µ′1 − µ1| = δ2 − δ4. We split up the calculations based on the value of δ3. If δ3 ≥ δ2

2 , then
||fµ0,µ1−fµ′0,µ′1 ||TV ≥ πδ2/(12800

√
2eσ).On the other hand, if δ3 ≤ δ2

2 , then since δ3 ≥ δ2−δ4, we
have that δ4 ≥ δ2

2 . Coupled with the fact that δ1 ≥ 2δ4 (hence δ4 ≤ δ1/2 implying δ1 − δ4 ≥ δ1/2),
we have that ||fµ0,µ1 − fµ′0,µ′1 ||TV ≥ π

2δ1δ2/(5120000eσ2). Putting these together, we have∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ min
( π2δ1δ2

5120000eσ2
,

πδ2

12800
√

2eσ

)
=

π2δ1δ2

5120000eσ2

9
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For the case when both of µ′0, µ
′
1 are not in [µ0, µ1], we have µ′1 > µ1 (recall that µ0 is the

smallest mean and µ′0 ≤ µ′1), and we can use the second part of Lemma 2 to conclude that

2
∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ sup

t

e−
σ2t2

2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ ≥ πδ2

1600
√

2eσ
.

Case 2: Next, consider when δ2 = max(|µ′0 − µ0|, |µ1 − µ′1|) ≥ 2σ. Lemma 3 implies that∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ Ω(1).

Case 3: Now, we consider the only remaining case, when δ1 = max(|µ0 − µ1| , |µ′0 − µ′1|) ≥
100σ and δ2 ≤ max(|µ0 − µ′0| , |µ1 − µ′1|) ≤ 2σ. This case satisfies the conditions of Lemma 4,
and therefore, we have that

2
∣∣∣∣∣∣fµ0,µ1 − fµ′0,µ′1∣∣∣∣∣∣TV ≥ sup

t

e−
σ2t2

2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ ≥ π2δ2

240eσ
,

thus proving the theorem.

4. Lower Bound on TV Distance of d-Dimensional Mixtures

We lower bound the TV distance of high-dimensional mixtures in F and prove Theorem 1. For any
direction t ∈ Rd, we denote the projection of the distributions fµ0,µ1

and fµ′0,µ′1 on t by f tµ0,µ1
and

f tµ′0,µ′1
, respectively. The next lemma allows us to precisely define the projected mixtures.

Lemma 5 For a random variable x ∼ 1
2N (µ0,Σ) + 1

2N (µ1,Σ), for any t ∈ Rd,

tTx ∼ N (〈µ0, t〉, tTΣt)
2

+
N (〈µ1, t〉, tTΣt)

2
.

Proof A linear transformation of a multivariate Gaussian is also a Gaussian. For x ∼ N (µ0,Σ),
we see that 〈t,x〉 ∼ N (〈µ0, t〉, tTΣt) by a computation of the mean and variance. Similarly, for
x ∼ N (µ1,Σ), we have 〈t,x〉 ∼ N (〈µ1, t〉, tTΣt). Putting these together, the claim follows.

From Lemma 5, we can exactly define the one-dimensional mixtures

f tµ0,µ1
=
N (〈µ0, t〉, tTΣt)

2
+
N (〈µ1, t〉, tTΣt)

2
, f tµ′0,µ′1 =

N (〈µ′0, t〉, tTΣt)
2

+
N (〈µ′1, t〉, tTΣt)

2
.

By using the data processing inequality, or the fact that variational distance is non-increasing under
all mappings (see, for instance, Theorem 5.2 in Devroye and Lugosi (2012)), it follows that∣∣∣∣∣∣fµ0,µ1

− fµ′0,µ′1
∣∣∣∣∣∣
TV
≥ sup
t∈Rd

∣∣∣∣∣∣f tµ0,µ1
− f tµ′0,µ′1

∣∣∣∣∣∣
TV
.

LetH be the set of permutations on {0, 1}. The following lemma has two cases based on whether
the interval defined by one pair of mean’s projections is contained in the interval defined by the other
pair’s projections.
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Lemma 6
Let t ∈ Rd be any vector. If

√
tTΣt = Ω

(
max (|〈t,µ0 − µ1〉|, |〈t,µ′0 − µ′1〉|)

)
, and either

〈µ′0, t〉, 〈µ′1, t〉 ∈ [〈µ0, t〉, 〈µ1, t〉] or 〈µ0, t〉, 〈µ1, t〉 ∈ [〈µ′0, t〉, 〈µ′1, t〉], then ||f tµ0,µ1
−f tµ′0,µ′1 ||TV

is at least

Ω
(
min

(
1,

1

tTΣt
·max

(
|〈t,µ0 − µ1〉|, |〈t,µ′0 − µ′1〉|

)
min
σ∈H

max
(
|〈t,µ0 − µ′σ(0)〉|, |〈t,µ1 − µ′σ(1)〉|

)))
.

Otherwise, we have that ||f tµ0,µ1
− f tµ′0,µ′1 ||TV is at least

Ω
(

min
(

1,
1√
tTΣt

·min
σ∈H

max(|〈t,µ0 − µ′σ(0)〉|, |〈t,µ1 − µ′σ(1)〉|)
))
.

Proof The proof follows directly from Theorem 2. Note that in Theorem 2, we assumed the ordering
of the means without loss of generality, i.e., µ0 ≤ min(µ1, µ

′
0, µ
′
1) and µ′0 < µ′1. However, taking a

minimum over the set of permutations inH allows us to restate the theorem in its full generality.

Now we are ready to provide the proof of Theorem 1.

4.1. Proof of Theorem 1

Let

S1 = {µ1 − µ0,µ
′
1 − µ′0}, S2 = {µ′0 − µ0,µ

′
1 − µ1}, S3 = {µ′0 − µ1,µ

′
1 − µ0},

and
v1 = argmaxs∈S1

||s||2, v2 = argmaxs∈S2
||s||2, v3 = argmaxs∈S3

||s||2.
We consider two cases below. Depending on the norm of v1, we modify our choice of projection

direction. In the first case, we do not have a guarantee on the ordering of the means, so we use the
first part of Lemma 6. In the second case, we can use the better bound in the second part of the
lemma after arguing about the arrangement of the means.

Case 1 (2 ||v1||2 ≥ min(||v2||2 , ||v3||2) and
√
λΣ,U = Ω(||v1||2)): We start with a lemma that

shows the existence of a vector z that is correlated with {v1,v2,v3}. We use z to define the direction
t to project the means on, while roughly preserving their pairwise distances.

Lemma 7 For v1,v2,v3 defined above, there exists a vector z ∈ Rd such that ||z||2 ≤ 10, z
belongs to the subspace spanned by v1,v2,v3, and |〈z,v〉| ≥ ||v||26 for all v ∈ {v1,v2,v3}.
Proof We use the probabilistic method. Let u1,u2,u3 be orthonormal vectors forming a basis of
the subspace spanned by v1,v2 and v3; hence, we can write the vectors v1,v2 and v3 as a linear
combination of u1,u2,u3. Let us define a vector z randomly generated from the subspace spanned
by v1,v2,v3 as follows. Let p, q, r be independently sampled according to N (0, 1). Then, define
z = pu1 + qu2 + ru3. By this construction, we have that 〈z,v〉 ∼ N (0, ||v||22) for all vectors
v ∈ {v1,v2,v3}, and further, ||z||22 = p2 + q2 + r2. Hence, for any v ∈ {v1,v2,v3}, we have

Pr (|〈z,v〉| ≤ ||v||2/6) ≤
∫ ||v||2

6

− ||v||2
6

e−x
2/2||v||22√

2π||v||22
dx

≤
∫ ||v||2

6

− ||v||2
6

1√
2π||v||22

dx ≤ ||v||2
3
√

2π||v||22
≤ 1

3
√

2π
.

11



TV DISTANCE BETWEEN MIXTURES OF GAUSSIANS

Also, we can bound the norm of z by bounding p, q, r. We see that

Pr(p > 5) ≤
∫ ∞

5

e−x
2/2

√
2π

dx ≤ 1

5

∫ ∞
5

xe−x
2/2

√
2π

dx ≤ e−12.5

5
.

Similarly, Pr(p < −5) ≤ e−12.5/5. Applying the same calculations to q and r and taking a union
bound, we must have that with positive probability ||z||2 ≤

√
p2 + q2 + r2 ≤

√
75 ≤ 10 and

|〈z,v〉| ≥ ||v||2/6 for all v ∈ {v1,v2,v3}, implying there exists a vector z that satisfies the claim.

For this case, we will use the first part of Lemma 6. Let z be the vector guaranteed by Lemma 7.
Setting t = z√

zTΣz
, then Lemma 7 implies that

|〈t,v〉| = |〈z,v〉|√
zTΣz

≥ ||v||2
6
√
zTΣz

for all v ∈ {v1,v2,v3}.

Recall that we defined λΣ,U , max ||u||2=1
u∈span(v1,v2,v3)

uTΣu to be the maximum amount a unit

norm vector u belonging to the span of the vectors v1,v2,v3 is stretched by the matrix Σ. Note that
λΣ,U is also upper bounded by the maximum eigenvalue of Σ. Now, using the fact that ||z||2 ≤ 10

and
√
zTΣz ≤

√
λΣ,U ||z||2 ≤ 10

√
λΣ,U , we obtain

|〈t,v〉| ≥ ||v||2
60
√
λΣ,U

for all v ∈ {v1,v2,v3}. (7)

The part of Lemma 6 that we use depends on whether
√
tTΣt = Ω

(
max (|〈t,v1〉|)

)
or not.

However, the second part of the lemma is stronger and implies the first part. Therefore, we simply
use the lower bound in the first part of the lemma, and we see that∣∣∣∣∣∣f tµ0,µ1

− f tµ′0,µ′1
∣∣∣∣∣∣
TV

= Ω
(

min
(

1,max
(
|〈t,µ0 − µ1〉|, |〈t,µ′0 − µ′1〉|

)
min
σ∈H

max
(
|〈t, (µ0 − µ′σ(0))〉|, |〈t, (µ1 − µ′σ(1))〉|

)))
(a)
= Ω

(
min

(
1, |〈t,v1〉|min(|〈t,v2〉| , |〈t,v3〉|)

))
(b)
= Ω

(
min

(
1,
‖v1‖2 min(‖v2‖2, ‖v3‖2)

λΣ,U

))
,

wherein step (a), we used the following facts (from definitions):

max
(
|〈t,µ0 − µ1〉|, |〈t,µ′0 − µ′1〉|

)
≥ |〈t,v1〉| (8)

max
(
|〈t, (µ0 − µ′0)〉|, |〈t, (µ1 − µ′1)〉|

)
≥ |〈t,v2〉| (9)

max
(
|〈t, (µ0 − µ′1)〉|, |〈t, (µ1 − µ′0)〉|

)
≥ |〈t,v3〉| (10)

and in step (b), we used Eq. (7) for each v ∈ {v1,v2,v3}.

Case 2 (2 ||v1||2 ≤ min(||v2||2 , ||v3||2) or
√
λΣ,U = O(||v1||2)): For this case, we will use the

second part of Lemma 6. The random choice of t in Case 1 would have been sufficient for using the
second part of Lemma 6 when c ||v1||2 ≤ min(||v2||2 , ||v3||2) or

√
λΣ,U = O(||v1||2) for some

12
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large constant c but with a deterministic choice of t that is described below, we can show that c = 2
is sufficient. Let t = v√

vTΣv
, where

v =
v2

||v2||2
+

sv3

||v3||2
with s = argmaxu∈{−1,+1}〈v2, uv3〉.

Notice that we must have s〈v2,v3〉 > 0 from the definition of s. Then we see that

|〈v,v1〉| =
∣∣∣∣〈v2,v1〉
||v2||2

+
s〈v3,v1〉
||v3||2

∣∣∣∣ ≤ 2 ||v1||2 ≤ min(||v2||2 , ||v3||3)

|〈v,v2〉| =
∣∣∣∣||v2||2 +

s〈v2,v3〉
||v3||2

∣∣∣∣ ≥ ||v2||2 (11)

|〈v,v3〉| =
∣∣∣∣〈v2,v3〉
||v2||2

+ s ||v3||2

∣∣∣∣ =

∣∣∣∣s〈v2,v3〉
||v2||2

+ ||v3||2

∣∣∣∣ ≥ ||v3||2 . (12)

The first inequality follows the norm bound on v1 for this case, the second inequality uses that the
definition of v and s imply that the second term in the sum is non-negative, and the third inequality
uses the same logic and the fact that s ∈ {−1, 1}.

We just showed that |〈v,v1〉| ≤ min(|〈v,v2〉| , |〈v,v3〉|), and hence 〈t,v1〉 ≤ min(〈t,v2〉, 〈t,v3〉).
This implies that the interval defined by one pair of projected means is not contained within the inter-
val defined by the other pair of projected means. This means we can use the second part of Lemma 6.
Furthermore, we also have tTΣt = 1. Finally, since ||v||2 ≤ 2, note that

√
vTΣv ≤ 2

√
λΣ,U .

Using Lemma 6 with our choice of t, we see that∣∣∣∣∣∣f tµ0,µ1
− f tµ′0,µ′1

∣∣∣∣∣∣
TV

= Ω
(

min
(

1,min
σ∈H

max(|〈t, (µ0 − µ′σ(0))〉|, |〈t, (µ1 − µ′σ(1)〉)|)
))

(a)
= Ω

(
min

(
1,min

(
|〈t,v2〉| , |〈t,v3〉|

)))
(b)
= Ω

(
min

(
1,

min(||v2||2 , ||v3||2)√
λΣ,U

))
.

In step (a), we used Eq. (9) and (10), while in step (b), we used Eq. (11) and (12). The remaining
case is when

√
λΣ,U = O(||v1||2). The second part of Lemma 6 applies because we observe that√

tTΣt = O
(

max (|〈t,µ0 − µ1〉|, |〈t,µ′0 − µ′1〉|)
)

. To see this, recall that tTΣt = 1, and hence,

max
(
|〈t,µ0 − µ1〉|, |〈t,µ′0 − µ′1〉|

)
≥ |〈t,v1〉| =

∣∣∣∣ zTv1√
zTΣz

∣∣∣∣ ≥ ||v1||2
6
√
zTΣz

≥
||v1||2

6
√
λΣ,U

= Ω(1) = Ω
(√

tTΣt
)
.

Next, recall that Lemma 7 implies that |〈t,v2〉| ≥ ||v2||/6 and |〈t,v3〉| ≥ ||v3||/6. Then, using
the second part of Lemma 6, we have that∣∣∣∣∣∣f tµ0,µ1

− f tµ′0,µ′1
∣∣∣∣∣∣
TV

= Ω
(

min
(

1,min
σ∈H

max(|〈t, (µ0 − µ′σ(0))〉|, |t
T (µ1 − µ′σ(1))|)

))
(a)
= Ω

(
min

(
1,min

(
|〈t,v2〉| , |〈t,v3〉|

)))
(b)
= Ω

(
min

(
1,

min(||v2||2 , ||v3||2)√
λΣ,U

))
.

Again in step (a), we used Eq. (9) and (10) while in step (b), we used Eq. (11) and (12). This
completes the proof of Theorem 1.
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5. Conclusion and Open Questions

We demonstrated the use of complex analytic tools to prove new lower bounds on the total variation
distance between any two Gaussian mixtures with two equally weighted components and shared
component variance. For a pair of mixtures with shared component variance, we provide guarantees
on the total variation distance as a function of the largest gap (among the two mixtures) between the
component means. Although intuitive, such a characterization was missing despite a vast literature on
the total variation distance between mixtures of Gaussians with two components. We also extended
our results to high dimensions and showed an elegant way via characteristic functions to reduce the
problem to the one-dimensional setting. Finally, we should also point out that our lower bounds hold
for all pairs of Gaussian mixtures with shared component covariance matrix without any assumptions
on the component means; this was not the case in the prior results, which either needed the means to
be bounded or the means of both mixtures to be zero.

The complex analytic tools in this work are elementary, and there is room for development. These
tools may be helpful in proving bounds on statistical distance between more diverse distributions.
For example, our analytic techniques do extend to mixtures of two Gaussians with shared covariance
and certain non-equal mixing weights. To give a specific instance, for a mixture with weights c0

and c1, we could replace Lemma 2 so the lower bound only gains an additional multiplicative factor
of min{c0, c1} when µ′1 > µ1. We avoided stating our results in full generality of the mixing
weights to not complicate our techniques and results. It would be useful and interesting to provide
matching upper bounds on the total variation distance of two-component mixtures for all instances
as a function of the means and covariance (generalizing the results for single Gaussians Devroye
et al. (2018)). Extending our results to more general mixtures with k components and unknown
component variances/weights (e.g., for Gaussian or even other families of distributions, such as
those studied in Krishnamurthy et al. (2020)) will be of significant interest to both the statistics and
machine learning communities.
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Appendix A. Missing Proofs from Section 3

Here, we provide the proofs for Lemmas 2 and 4. Recall that we have indexed the means such that
µ0 ≤ min(µ1, µ

′
0, µ
′
1) and µ′0 < µ′1.

Proof [Proof of Lemma 2] We use case analysis on different orderings of the means and their
separations.

Claim 1 For any t > 0 such that t(µ1 − µ0), t(µ′1 − µ0), t(µ′1 − µ0) ∈ [0, π4 ], when µ′1 > µ1,∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ ≥ tδ2

2
√

2
.

Proof Assume that µ′1 − µ1 ≥ µ′0 − µ0, and recall that δ2 = max(|µ′0 − µ0|, |µ1 − µ′1|). First, we
factor out the lowest common exponent to see that∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1

∣∣∣ =
∣∣∣1 + eit(µ1−µ0) − eit(µ′0−µ0) − eit(µ′1−µ0)

∣∣∣ .
Let us denote φ1 = µ1 − µ0, φ′0 = µ′0 − µ0 and φ′1 = µ′1 − µ0. The following inequalities hold:∣∣∣1 + eitφ1 − eitφ′0 − eitφ′1

∣∣∣ ≥ ∣∣sin(tφ1)− sin(tφ′0)− sin(tφ′1)
∣∣ [|z| ≥ |Im(z)|]

≥ − sin(tφ1) + sin(tφ′0) + sin(tφ′1) [Remove | · |]
≥ − sin(tφ1) + sin(t(φ1 + (φ′1 − φ1))) [sin(tφ′0) ≥ 0]

= 2 sin

(
t
φ′1 − φ1

2

)
cos

(
t

(
φ1 +

φ′1 − φ1

2

))
≥ 1

2
√

2
tδ2.

In the last line, we use that cos
(
t
(
φ1 +

φ′1−φ1
2

))
≥ 1/

√
2 and sin

(
t
φ′1−φ1

2

)
≥ tδ2

4 , where the
former follows from the fact that

0 ≤ t
(
φ1 +

φ′1 − φ1

2

)
=
t(φ1 + φ′1)

2
=

1

2

(
t(µ1 − µ0) + t(µ′1 − µ0)

)
≤ π

4

and the latter follows from sin(x) ≥ x/2 for x ∈ R.
If µ′0 − µ0 > µ′1 − µ1, then we can use a similar string of inequalities by using the fact that∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1

∣∣∣ =
∣∣∣1 + eit(µ0−µ1) − eit(µ′0−µ1) − eit(µ′1−µ1)

∣∣∣ .
We denote φ0 = µ0 − µ1, φ′0 = µ′0 − µ1 and φ′1 = µ′1 − µ1. Note that all the φ are negative and
φ0 > φ′0 > φ′1. The following holds:
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∣∣∣eitφ0 + 1− eitφ′0 − eitφ′1
∣∣∣ ≥ ∣∣sin(tφ0)− sin(tφ′0)− sin(tφ′1)

∣∣ [|z| ≥ |Re(z)|]

=
∣∣− sin(t|φ0|) + sin(t|φ′0|) + sin(t|φ′1|)

∣∣ [sin(·) odd]

= − sin(t|φ0|) + sin(t|φ′0|) + sin(t|φ′1|) [Remove | · |]
≥ − sin(t|φ0|) + sin(t(|φ0|+ (|φ′0| − |φ0|))) [sin(t|φ′0|) ≥ 0]

= 2 sin

(
t(|φ′0| − |φ0|)

2

)
cos

(
t

(
|φ0|+

|φ′0| − |φ0|
2

))
≥ 1

2
√

2
tδ2.

In the last line, we use that sin
(
t(|φ′0|−|φ0|)

2

)
≥ tδ2

4 and cos
(
t
(
|φ0|+

|φ′0|−|φ0|
2

))
≥
√

2
2 .

Claim 2 For t > 0 such that t(µ1 − µ0), t(µ′1 − µ0), t(µ′1 − µ0) ∈ [0, π4 ], if both µ′0, µ
′
1 ∈ [µ0, µ1],

then ∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ ≥ max

(
t2(δ1 − δ4)δ4

2
,
tδ3

4
√

2

)
.

Proof
First, we show the left hand side of the inequality in the claim statement is at least tδ3/(4

√
2).

Assume that µ′0 − µ0 = δ2, recalling that δ2 = max(|µ′0 − µ0|, |µ1 − µ′1|). We factor out the
lowest common exponent to see that∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1

∣∣∣ =
∣∣∣1 + eit(µ1−µ0) − eit(µ′0−µ0) − eit(µ′1−µ0)

∣∣∣ .
Let us denote φ1 = µ1 − µ0, φ′0 = µ′0 − µ0 and φ′1 = µ′1 − µ0. To prove following inequalities,
we need two facts. We use Fact I that ∂

∂x(sin(x − y) − sin(x)) = cos(x − y) − cos(x) ≥ 0 for
π
4 ≥ x ≥ y ≥ 0. In particular, taking x = φ1 and y = µ1 − µ′1, the inequality is increasing with
respect to φ1, so so we can lower bound the function at φ1 = µ1 − µ′1 + φ′0. Additionally, we use
Fact II that − sin(x + y) + 2 sin(x) ≥ sin((x − y)/2) cos(y/2) for 0 ≤ y ≤ x ≤ π/4, for the
choice of x = φ′0 and y = µ1 − µ′1. Then, we have that∣∣∣1 + eitφ1 − eitφ′0 − eitφ′1

∣∣∣ ≥ ∣∣sin(tφ1)− sin(tφ′0)− sin(tφ′1)
∣∣ [|z| ≥ |Im(z)|]

≥ − sin(tφ1) + sin(tφ′0) + sin(tφ′1) [Remove | · |]
≥ − sin(tφ1) + sin(tφ′0) + sin(t(φ1 − (µ1 − µ′1)))

≥ − sin(t(µ1 − µ′1 + φ′0)) + 2 sin(tφ′0) [Fact I above]

≥ sin
( t(−µ1 + µ′1 + µ′0 − µ0)

2

)
cos
( t(µ1 − µ′1)

2

)
[Fact II above]

≥ tδ3

4
√

2
. [sin(x) ≥ x/2;

cos(·) ≥
√

2/2]
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Now, we assume that µ′0 − µ0 < µ1 − µ′1 and factor out eitµ1 :∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ =

∣∣∣eit(µ0−µ1) + 1− eit(µ′0−µ1) − eit(µ′1−µ1)
∣∣∣ .

As in the proofs of other claims, we let φ0 = µ0 − µ1, φ′0 = µ′0 − µ1 and φ′1 = µ′1 − µ1. Then, we
have

∣∣∣eitφ0 + 1− eitφ′0 − eitφ′1
∣∣∣ ≥ ∣∣sin(tφ0)− sin(tφ′0)− sin(tφ′1)

∣∣ [|z| ≥ |Im(z)|]

≥
∣∣− sin(t|φ0|) + sin(t|φ′0|) + sin(t|φ′1|)

∣∣ [sin(·) odd]

≥ − sin(t|φ0|) + sin(t|φ′0|) + sin(t|φ′1|) [Remove | · |]
≥ − sin(t|φ0|) + sin(t|φ0| − |µ0 − µ′0|) + sin(t|φ′1|)
≥ − sin(t(|φ′1|+ |µ0 − µ′0|)) + 2 sin(t|φ′1|) [Fact I above]

≥ sin
( t(|φ′1| − |µ0 − µ′0|)

2

)
cos
( t|µ0 − µ′0|

2

)
[Fact II above]

≥ t

4
√

2
· (|φ′1| − |µ0 − µ′0|) =

t

4
√

2
· δ3. [sin(x) ≥ x/2;

cos(·) ≥
√

2/2]

In the application of Fact I, we let |φ0| be as small as possible, choosing |φ0| = |φ′1|+ |µ0 − µ′0|.
Next, we show the left hand side of the inequality in the claim statement is at least t2(δ1−δ4)δ4/2.

Assume that µ′0 − µ0 ≤ µ1 − µ′1. First, we factor out the lowest common exponent to see∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ =

∣∣∣1 + eit(µ1−µ0) − eit(µ′0−µ0) − eit(µ′1−µ0)
∣∣∣ .

Again, we denote φ1 = µ1 − µ0, φ′0 = µ′0 − µ0 and φ′1 = µ′1 − µ0. The following holds:

∣∣∣1 + eitφ1 − eitφ′0 − eitφ′1
∣∣∣ ≥ |Re(1 + eitφ1 − eitφ′0 − eitφ′1)|

=
∣∣1 + cos(tφ1)− cos(tφ′0)− cos(tφ′1)

∣∣ [|z| ≥ |Re(z)|]
≥ −1− cos(tφ1) + cos(tφ′0)

+ cos(t(φ1 − (µ1 − µ′1))) [Remove | · |]
≥ −1− cos(tφ1) + cos(tφ′0) + cos(t(φ1 − φ′0)) [µ1 − µ′1 ≥ φ′0]

≥ t2(φ1 − φ′0)φ′0
2

≥ t2(δ1 − δ4)δ4

2
. [Fact III below]

Recall that δ1 = max(|µ0 − µ1|, |µ′0 − µ′1|),and δ4 = min(|µ′0 − µ0| , |µ′1 − µ1|), so in the above,
δ4 = µ′0−µ0 = φ′0. The last line uses Fact III that−1−cos(x)+cos(y)+cos(x−y) ≥ (x−y)y/2
for 0 ≤ y ≤ x ≤ π/4.

When µ′0 − µ0 > µ1 − µ′1 we use the same trick as in the previous claims and factor out eitµ1
instead of eitµ0 . In particular the following holds:∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1

∣∣∣ =
∣∣∣eitµ0−µ1 + 1− eit(µ′0−µ1) − eit(µ′1−µ1)

∣∣∣ .
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Again, we denote φ0 = µ0 − µ1, φ′0 = µ′0 − µ1 and φ′1 = µ′1 − µ1. Note that all the φ are negative
and φ0 > φ′0 > φ′1. The following holds:

∣∣∣eitφ0 + 1− eitφ′0 − eitφ′1
∣∣∣ ≥ |Re(eitφ0 + 1− eitφ′0 − eitφ′1)|

=
∣∣cos(tφ0) + 1− cos(tφ′0)− cos(tφ′1)

∣∣ [|z| ≥ |Re(z)|]
=
∣∣cos(t|φ0|) + 1− cos(t|φ′0|)− cos(t|φ′1|)

∣∣ [cos(·) even]

≥ − cos(t|φ0|)− 1 + cos(t(|φ0| − |µ′0 − µ0|)) [Remove | · |]
+ cos(t(|φ′1|))
≥ − cos(t|φ0|)− 1 + cos(t(|φ0| − |φ′1|))

+ cos(t|φ′1|) [µ′0 − µ0 ≥ |φ′1|]

≥ t2(|φ0| − |φ′1|)|φ′1|
2

≥ t2(δ1 − δ4)δ4

2
. [Fact III above]

PROOF OF LEMMA 4

Proof [Proof of Lemma 4] Define α and β such that µ′0 − µ0 = ασ and |µ1 − µ′1| = βσ; note that
by assumption α, β ≤ 2. For x ∈ R, we use the notation x̃ to denote the unique value such that
x = 2πkcσ + x̃σ, where k ∈ Z is a integer and 0 ≤ x̃ < 2πc. We prove this lemma with two cases,
when µ′1 > µ1 and when µ′1 ≤ µ1. Without loss of generality, we assume that |µ0 − µ1| ≥ 100σ.
Also, recall our assumption on the ordering of the unknown parameters that µ0 ≤ min(µ1, µ

′
0, µ
′
1)

and µ′0 ≤ µ′1.

Case 1 (µ′1 > µ1): Here, we will choose t = cσ, where

c =
µ1 − µ0

2πσbµ1−µ080σ/π c
.

Then substituting in t = 1/cσ, we see that

eitx = eit2πkcσeitx̃σ = ei2πkeix̃/c = eix̃/c.

From the choice of c and the fact that bxc ≤ x and x/2 ≤ bxc for x ≥ 1, we see 40/π2 ≤ c ≤ 80/π2.
As before, let φ1 = µ1−µ0, φ

′
0 = µ′0−µ0 and φ′1 = µ′1−µ0. We prove that the following hold:

φ̃1 = 0

π2α

80
≤ φ̃′0

c
=
α

c
≤ π2α

40
≤ π2

20

π2β

80
≤ φ̃′1

c
=
β

c
≤ π2β

40
≤ π2

20
.
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We prove these statements in order. To see that φ̃1 = 0, the definitions of c and φ̃1 imply that
φ1 = 2πσk φ1

2πσbφ1π/(80σ)c + φ̃1σ, for k = bφ1π/(80σ)c and φ̃1 = 0.

Next, since ασ = φ′0, we can write α/c = 2πk + φ̃′0/c, and it would follow that α/c = φ̃′0/c if
φ′0 < 2πσc = φ1/bφ1π/(80σ)c. Indeed this is the case, since

φ1/bφ1π/(80σ)c ≥ 80σ/π > 2σ > φ′0.

Using the fact that φ̃1 = 0, we will show φ̃′1/c = β/c. We break up φ′1 into φ1 +µ′1−µ1, writing

φ′1 = βσ + φ1 = βσ + k
φ1

bφ1π/(80σ)c
+ φ̃1σ = βσ + k

φ1

bφ1π/(80σ)c
,

for k = bφ1π/(80σ)c. If β < 2πc, then this choice of k is correct for the definition of φ̃′1, and it
follows that φ̃′1 = β. This is indeed the case as 2πc = φ1

σbφ1π/(80σ)c ≥ 80/π > β.

We use our lower bounds on φ̃′0/c and φ̃′1/c and the fact that φ̃1 = 0 in the following:

e−
σ2t2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ = e−

σ2t2

2

∣∣∣1 + eitφ1 − eitφ′0 − eitφ′1
∣∣∣

≥ e−
1

2c2

∣∣∣Im(1 + eiφ̃1/c − eiφ̃′0/c − eiφ̃′1/c)
∣∣∣

= e−
1

2c2

∣∣∣sin(φ̃1/c)− sin(φ̃′0/c)− sin(φ̃′1/c)
∣∣∣

= e−
1

2c2 (sin(φ̃′0/c) + sin(φ̃′1/c))

≥ e−1 max(sin(φ̃′0/c), sin(φ̃′1/c))

≥ e−1 max(sin(π2α/80), sin(π2β/80))

≥ π2δ2

160e
.

Case 2 (µ′1 ≤ µ1): First we consider the case when β ≤ α. Since µ1 − µ0 ≥ 100σ, we must have
µ1 − µ0 ≥ µ1 − µ0 − (µ1 − µ′1) ≥ 100σ − 2σ = 98σ. We choose t = cσ for

c =
µ′1 − µ0

3πσ/2 + 2πσbµ
′
1−µ0

80σ/π c
.

As before, for any x ∈ R we write x = 2πkcσ + x̃σ where k ∈ Z is a positive integer and
0 < x̃ < 2πc. From the choice of c and the fact that µ′1 − µ0 ≥ 98σ, 25

π2 ≤ c ≤ 80
π2 . Here we denote

φ1 = µ1−µ′1, φ′0 = µ′0−µ0 and φ′1 = µ′1−µ0; note this is different than our previous φ definitions.
We will show the following set of inequalities and equalities:

φ̃′1
c

=
3π

2

π2α

80
≤ φ̃′0

c
=
α

c
≤ π2α

25
≤ π2

12

π2β

80
≤ φ̃1

c
=
β

c
≤ π2β

25
≤ π2

12
.
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To see that φ̃′1 = 3π/2, observe first that φ′1/(cσ) = 2πk + φ̃′1/c; then we can simplify φ′1/(cσ) and
write φ′1/(cσ) = 3π/2 + 2π bφ′1π/(80σ)c . Together these imply that 3π/2 + 2π bφ′1π/(80σ)c =

2πk + φ̃′1/c. Taking k = bφ′1π/(80σ)c, it follows that φ̃′1 = 3π/2.
Additionally, since ασ = φ′0, we can write α/c = 2πk + φ̃′0/c. It follows that α/c = φ̃′0/c if

φ′0 < 2πσc = 2πσ
φ′1

3πσ/2 + 2πσbφ′1π/(80σ)c
=

φ′1
3/4 + bφ′1π/(80σ)c

.

Indeed this is the case, since if bφ′1π/(80σ)c < 1/4,

φ′1
3/4 + bφ′1π/(80σ)c

> φ′1 > φ′0

and if bφ′1π/(80σ)c ≥ 1/4,

φ′1
3/4 + bφ′1π/(80σ)c

>
φ′1

4bφ′1π/(80σ)c
> 80σ/(4π) > 6σ > φ′0.

A similar line of reasoning shows that φ̃1/c = β/c. Here β/c = 2πk + φ̃1/c, so it remains to show

φ1 < 2πσc =
φ′1

3/4 + bφ′1π/(80σ)c
.

Indeed this is the case, since if bφ′1π/(80σ)c < 1/4,

φ′1
3/4 + bφ′1π/(80σ)c

> φ′1 > 98σ > 2σ > µ1 − µ′1 = φ1,

and if bφ′1π/(80σ)c ≥ 1/4, then

φ′1
3/4 + bφ′1π/(80σ)c

>
φ′1

4bφ′1π/(80σ)c
> 80σ/(4π) > 6σ > φ1.

Setting t = 1/cσ, the following calculation holds if β ≤ α:

e−
σ2t2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ = e−

σ2t2

2

∣∣∣1 + eit(φ1+φ′1) − eitφ′0 − eitφ′1
∣∣∣

= e−
1

2c2

∣∣∣∣1 + ei
φ̃1
c ei

φ̃′1
c − ei

φ̃′0
c − ei

φ̃′1
c

∣∣∣∣
≥ e−

1
2c2

∣∣∣∣Im(1 + ei
φ̃1
c ei

φ̃′1
c − ei

φ̃′0
c − ei

φ̃′1
c )

∣∣∣∣
≥ e−

1
c2 (−1 + cos

φ̃1

c
+ sin

φ̃′0
c

)

= e−
1

2c2 (−1 + cos
β

c
+ sin

α

c
)

≥ e−
1

2c2 (α/c− (α/c)3/6− (β/c)2/2)

≥ e−
1

2c2 (α/c− (α/c)3/6− (α/c)2/2)

≥ e−
1

2c2
α

3c
≥ π2δ2

240e
.
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The fourth to last inequality follows because sinx ≥ x − x3

6 and cosx ≥ 1 − x2

2 . The third to
last inequality follows because β ≤ α and α/c < 1. In the final step, we re-used the fact that
25
π2 ≤ c ≤ 80

π2 .
If α < β, then we can do a very similar proof by choosing t = cσ for

c =
µ1 − µ′0

3πσ/2 + 2πσbµ1−µ
′
0

80σ/π c
.

From the choice of c and the fact that µ1 − µ′0 ≥ 98σ, 25
π2 ≤ c ≤ 80

π2 . Here we denote φ′1 =
µ′1 − µ1, φ

′
0 = µ′0 − µ1 and φ0 = µ0 − µ′0. From the same explanations as in the case when β ≤ α,

we see that

|φ̃′0|
c

=
3π

2

π2β

80
≤ |φ̃

′
1|
c

=
β

c
≤ π2β

25
≤ π2

12

π2α

80
≤ |φ̃0|

c
=
α

c
≤ π2α

25
≤ π2

12
.

We obtain the same bound as in the case of β ≤ α by factoring out eitµ1 and using a similar
calculation:

e−
σ2t2

2

∣∣∣eitµ0 + eitµ1 − eitµ′0 − eitµ′1
∣∣∣ = e−

σ2t2

2

∣∣∣eit(µ0−µ1) + 1− eit(µ′0−µ1) − eit(µ′1−µ1)
∣∣∣

= e−
σ2t2

2

∣∣∣eit(φ0+φ′0) + 1− eitφ′0 − eitφ′1
∣∣∣

= e−
1

2c2

∣∣∣∣1 + ei
φ̃0
c ei

φ̃′0
c − ei

φ̃′0
c − ei

φ̃′1
c

∣∣∣∣
≥ e−

1
2c2

∣∣∣∣Im(1 + ei
−|φ̃0|
c ei

−|φ̃′0|
c − ei

−|φ̃′0|
c − ei

−|φ̃′1|
c

)∣∣∣∣
≥ e−

1
c2

(
−1 + cos

|φ̃0|
c

+ sin
|φ̃′1|
c

)

= e−
1
c2

(
−1 + cos

α

c
+ sin

β

c

)
,

and the rest of the proof follows as before, just swapping α and β.
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