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Abstract

Adversarial training and its variants have become
the de facto standard for combatting against adver-
sarial attacks in machine learning models. In this
paper, we seek insight into how an adversarially
trained deep neural network (DNN) differs from
its naturally trained counterpart, focusing on the
role of different layers in the network. To this
end, we develop a novel method to measure and
attribute adversarial effectiveness to each layer,
based on partial adversarial training. We find that,
while all layers in an adversarially trained network
contribute to robustness, earlier layers play a more
crucial role. These conclusions are corroborated
by a method of tracking the impact of adversar-
ial perturbations as they flow across the network
layers, based on the statistics of “’perturbation-
to-signal ratios” across layers. While adversarial
training results in black box DNNs which can
only provide empirical assurances of robustness,
our findings imply that the search for architectural
principles in training and inference for building in
robustness in an interpretable manner could start
with the early layers of a DNN.

1. Introduction

Since the vulnerability of neural networks to adversarial
examples was first pointed out (Biggio et al., 2013; Szegedy
et al., 2014), there has been significant research effort in
developing more sophisticated attacks and defenses. Most
defenses which attempt to employ structural insights to
guide their design have been beaten or circumvented (Car-
lini & Wagner, 2017b;a; Athalye et al., 2018). What remains
standing is adversarial training (Madry et al., 2018) and
other defenses that incorporate it (Gowal et al., 2021; Zhang
etal., 2019). Adversarial training is essentially a “black box”
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technique in which adversarially perturbed examples are
generated and used for training as the network parameters
are evolving. In view of its success, it is naturally under the
spotlight for researchers looking to improve state-of-the-art
and/or looking for an answer to how the learned model dif-
fers from a model trained in a standard fashion. Previous
works in the literature attempt to analyze adversarial train-
ing in terms of loss landscape (Liu et al., 2020), decision
boundary (He et al., 2018), class-wise robustness (Tian et al.,
2021), smoothness (Kanai et al., 2021) and algorithmic sta-
bility (Xing et al., 2021). However, prior work does not
provide structural insight into the contribution of different
layers in the network towards robustness.

In this paper, we seek to quantify the importance of each
layer in handling adversarial perturbations, comparing ad-
versarial training versus natural training on a layerwise basis.
Our goal is to develop architectural insights to guide fur-
ther research into the structural properties of robust neural
networks. We demonstrate that earlier layers play a crucial
role in defending against adversarial perturbations. We also
provide a novel approach for inspecting how adversarial
perturbations flow through the layers of the network, thus
providing a fine-grained analysis of a model’s robustness.
We report experiments on CIFAR-10 image classification
using two popular architectures, namely VGG and ResNet.

Our contributions are:

* We develop a partial adversarial training method in
order to quantify the role of each layer in providing
robustness against adversarial attacks.

* We introduce the concept of “perturbation-to-signal
ratio” (PSR) defined in terms of different £, norms, to
track the flow of adversarial perturbations through the
network.

* Using these two techniques we conclude that earlier
layers play a crucial role in adversarial robustness.

2. Background and Related Work

The discovery of adversarial examples started a cat and
mouse game between attackers and defenders. The funda-
mental importance of this contest is well understood by the
research community: given the pervasive impact of DNNS,
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it is crucial to understand and address their vulnerabilities.
While attackers try to identify the smallest potential dis-
tortion (adversarial attack) that can fool a DNN (flipping
the prediction in a classification context), defenders aim to
defend DNNSs against such threats.

2.1. Attacks

By definition, adversarial attacks are constrained not to
change ground-truth labels, and are commonly bounded by
¢, norms. In other words, while successfully fooling the
DNN:s, they are restricted to have no effect on the decision
made by humans. Although there are sufficiently successful
adversarial attacks that do not need access to the inner struc-
ture of the models (black box attacks) (Papernot et al., 2017;
Chen et al., 2017; Andriushchenko et al., 2020), the most
powerful adversarial attacks utilize access to the full knowl-
edge of the model (white box attacks) (Goodfellow et al.,
2014; Kurakin et al., 2016). State of the art whitebox attacks
are based on gradient ascent on the cost function, compute
the perturbation using normalized gradients with respect
to the inputs. These include the fast gradient sign method
(FGSM) (Goodfellow et al., 2015), the iterative version of
FGSM known as the basic iterative method (BIM) (Kurakin
et al., 2016), and their derivatives (Madry et al., 2018; Croce
& Hein, 2020), are often referred to as projected gradient
descent (PGD). For this study, we work with the PGD attack,
which is regarded as one of the most effective first order £>°
bounded adversarial attacks.

PGD computes the perturbation iteratively as follows:

eir1 = clip, [e; + 6 - sign(VeL(f(x + €;),y))] (1)

where e; corresponds to the value of the perturbation at
iteration ¢ with ey = O or ey with each element drawn from
uniform distribution U(—¢, €), € is the overall /> attack
budget, and ¢ is the step size for each iteration.

2.2. Defenses

Plenty of sophisticated defense mechanisms have been pro-
posed employing detection techniques (Feinman et al., 2017,
Xu et al., 2017; Grosse et al., 2017; Pang et al., 2018),
preprocessing methods (Guo et al., 2017; Bhagoji et al.,
2018), modification of the optimization objective (Hein &
Andriushchenko, 2017; Xu et al., 2017; Moosavi-Dezfooli
et al., 2019), and biological constraints (Marblestone et al.,
2016; Nayebi & Ganguli, 2017; Dapello et al., 2020; Cekic
et al., 2022). However, these methods have either eventu-
ally been beaten by an adaptive attack (Carlini & Wagner,
2017b;a; Athalye et al., 2018) or do not match the empirical
success of adversarial training. Adversarial training and its
variants therefore continue to be the state of the art defense
against adversarial attacks.

2.2.1. ADVERSARIAL TRAINING AND VARIANTS

In adversarial training, first proposed in (Madry et al., 2018),
adversarial perturbations are added during the training phase
to increase robustness. Since then, most successful defense
methods are either variants of adversarial training (Dong
etal., 2018; Zhang et al., 2019; Wang et al., 2019; Rice et al.,
2020), or they incorporate adversarial training to improve
robustness (Dai et al., 2021; Sridhar et al., 2021; Kang et al.,
2021). Despite the success of adversarial training, there
remains a large generalization gap. Schmidt et al. (2018)
articulated the need for additional data to close this gap,
which inspired many notable works that generate additional
training data (Rebuffi et al., 2021) and enlarge the datasets
with new augmentation techniques (Gowal et al., 2021). As
mentioned, while siginificant effort has been devoted to
analysis of adversarial training (Liu et al., 2020),(He et al.,
2018),(Tian et al., 2021),(Kanai et al., 2021),(Xing et al.,
2021), but to the best of our knowledge, there has been
no systematic study of how different layers in the DNN
contribute to the robustness of the model. This is the gap
that we aim to fill with this work, as a first step to obtaining
detailed structural insight into what makes a DNN robust.

3. Setup and Definitions

We now describe the methodology we use to evaluate and
understand the importance of each layer.

3.1. Partial Adversarial Training

Since our goal is to analyze the role of each layer of the
network in adversarial training, we found the most straigh-
forward method to be restricting the contribution of each
layer to the adversarial training process. We achieve this
by a two step process (see Figure 1). In the first training
stage, we train the whole network adversarially or naturally.
Then, we freeze either the earlier or later part of the net-
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Figure 1: Visualization of (i) initial training, (ii) freezing
and reinitializing and retraining for an example scenario
corresponding to AIN2 (all layers trained adversarially first;
then earlier layers are frozen and later layers are reinitialized
and trained naturally) with cutoff before layer 3 convolu-
tional 1. Note that skip connections have been omitted and
network is shortened for illustration purposes.
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work and reinitialize the remaining unfrozen layers. In the
second training stage, we train the unfrozen layers adversar-
ially or naturally from scratch. To keep track of and refer
to various experiments of these two kinds, we employ a 4
character code. The first two characters of the code refer
to how the earlier layers are trained and whether trained in
first or second stage; and the last two characters refer to how
the later layers are trained and in which stage. ”A” means
adversarial, ”N” means natural training. ”’1”” means that part
of the network was trained first, then frozen, 2’ means that
part of the network was reinitialized and retrained a second
time. Putting it all together, an experiment with the code
”A1IN2” is where we train all layers in the network adver-
sarially first, then freeze the earlier layers and reinitialize
later layers, and retrain later layers naturally. An experiment
with the code "A2A1” means we train all the layers in the
network adversarially first. Following that, we freeze the
later layers and reinitialize earlier layers. Then, we retrain
earlier layers adversarially once again. We use this coding
scheme to refer to specific instances of partial adversarial
training throughout the paper.

To remove the confounding effects caused by the reinitial-
ization of trainable parameters, non-trainable statistics, and
the mismatch of the optimizer state from the effect of par-
tial adversarial training, we retrain the reinitialized layers
both adversarially and naturally, and report the differences
between them.

In order to reduce the training time of the substantial number
of different experiments, we opted for a smaller ResNet
(He et al., 2015) and VGG (Simonyan & Zisserman, 2014)
models with 16 units. Number of parameters is 11.2 million
for ResNet and 14.7 million VGG.

We should mention that since ResNet has skip connections,
it isn’t entirely linear. However, in order to plot the differ-
ence in adversarial losses in a two dimensional plot, we need
to use a linear list of layers. While linearizing the layers
of ResNet, we chose to place shortcut layers after the main
branch layers that it’s summed with, but the placement of
these shorcut layers are somewhat arbitrary.

Another important point to make here is that the distribu-
tional shift in layer inputs caused by adversarial training
necessitates the running mean and running variance (non-
trainable statistics) of batch norm layers be kept unfrozen
after the reinitialization. To be specific, freezing and reini-
tializing works in a straighforward way for trainable param-
eters (both convolutional and batch norm layers). As for
non-trainable statistics, if they belong to a ”frozen” batch
norm layer (whose trainable parameters are frozen) they
themselves are not frozen, but not reinitialized either. If they
belong to a batch norm layer that isn’t frozen, then they are
reinitialized. This is done so because freezing the statistics
would significantly hamper the training due to the different

distributions of batch norm layer inputs between when clean
and adversarial images are fed to the network.

3.1.1. RETRAINING LATER LAYERS

The first type of partial training experiment we conduct
is where we freeze the earlier layers, then reinitialize and
retrain the later layers. This type of training is the most
natural of the three partial adversarial training setups be-
cause it resembles the regular procedure followed in transfer
learning.

3.1.2. RETRAINING EARLIER LAYERS

The second type of partial training experiment is where we
freeze the later layers, then reinitialize and retrain the earlier
layers.

3.1.3. RETRAINING A SINGLE LAYER

Similar to the previous two techniques, one can also freeze
all but one layer, and then reinitialize and retrain that single
layer. This makes a small but noticeable change in the
behavior of the neural network.

3.2. Tracking Perturbations Across Layers

We also use another method to visualize how different lay-
ers operate on the adversarial perturbations by plotting the
¢, norm of the adversarial layer outputs and clean layer
outputs. We divide this by the £, norm of the clean layer
outputs to obtain perturbation-to-signal-ratio (Eq 2). This
serves two purposes: we get a better measure of the strength
of the attack at that level with respect to the clean layer
outputs, and the effect of number of dimensions on the ¢,
norm is eliminated. While £, norms don’t capture the full
complexity of the adversarial perturbations, they do equip
us with an approximate measure of remaining power of the
perturbation at that layer.

1fi(x) = filz +e)l,

PSR, =
: £ @)Il,

2

4. Experiments & Results

For completeness, we train all combinations of partial adver-
sarial training (A1N2, N1A2, A1A2, NIN2, A2N1, N2Al,
A2AT1, N2N1) and compute the differences of the statistics
between each combination that differ in a single letter (e.g.
A1IN2 and NIN2 or AIN2 and A1A2). The extended results
table can be found in the Appendix for all partial adversarial
training combinations.

At first glance, accuracy might seem like a reasonable statis-
tics to measure effectiveness of layers in adversarial training.
However, when we look at the plots for the accuracy dif-
ferences (Figures 2a and 2b) we notice a shortcoming of
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Figure 2: The difference in adversarial accuracy between (a) all adversarial and partially adversarial networks (|A1A2-
A1IN2|) and (b) partially adversarial and all natural networks (|JAIN2-N1N2|) as the number of adversarially trained layers

increases. Note the plateau at the beginning.

using accuracy as a performance measure. Namely, both
of the plots show saturation of accuracy differences at the
beginning. The saturation at the beginning means that even
if the first quarter of the network (for ResNet) is adversari-
ally trained, there is no observed gain in robustness. This
is somewhat counterintuitive, and indeed, when we look
at the same plots for cross entropy loss, which is what the
adversarial attack tries to maximize in the first place, we
see a different picture. The first layers certainly do increase
robustness, in the form of reduced false-confidence in the
wrong label. To give a concrete example, for a hypothetical
two label task, both [0.51,0.49] and [0.99,0.01] softmax
outputs give 0% accuracy against label of [0, 1]. However,
clearly the second softmax output is much worse. Therefore,
when the accuracies observed are close to zero, the better
approach to measure effectiveness is to use the cross entropy
loss itself. If, on the other hand, accuracies are not close to
zero, then accuracy can also be a viable metric.
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4.1. Details

To reduce the amount of hyperparameter search and hand-
tailoring, and for consistency, we use the same optimizer,
scheduler and optimization hyperparameters for all exper-
iments of the same model. We train ResNet-16 with mo-
mentum SGD optimizer with learning rate 0.1 for 75 epochs
and 0.01 for a further 5 epochs. We use a momentum coef-
ficient of 0.9, a weight decay coefficient of 2 X 10~* and
batch size of 128. We start training VGG-16 with Adam
optimizer with learning rate 1 X 10~2 for 100 epochs. We
scale down the learning rate by a factor of 10 at epochs 50
and 75. We don’t use weight decay for VGG and use a batch
size of 128. The choice of using different optimizers for
different models was made to ensure diversity and reduce
the likelihood of observations being caused by the choice
a certain optimizer/hyperparameter. The hyperparameters
for the SGD optimizer were taken from (Madry et al., 2018)
and the hyperparameters for Adam were determined after a
hyperparameter search in a limited number of combinations.
For ResNet training we stop early after reducing the learn-

A TR A RN RN RS RN B PO RN
b AN AN AN AN AN AN AN A AN

Fgadg g g g s s
QO \‘ \‘ QO QO QO QO QO QO QO QO QO QO
IS [ D I R R

[A— 100

. 80

— 60

®  ResNet losses 10
s ===- ResNet exponential fit
7 = VGG losses 20
{4 e —:— VGG exponential fit

\
\
n

G adversarial loss difference

Bl

VG

SO0 D D ’,\\\
O TS S NN k‘
\\\ ‘\\C\ \‘\‘\\0\ & \\\\\\

DR \\ S

Figure 3: The difference in adversarial loss between (a) partially and all adversarial networks (|A1N2-A1A2|) and (b) all
natural and partially adversarial networks ([N1N2-A1N2| as the number of adversarially trained layers increases.
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Figure 4: The difference in adversarial loss between (a) all natural and partially adversarial networks (i.e. [N2N1-N2A1|)
and (b) partially and all adversarial networks ([N2A1-A2A1]) as the number of adversarially trained layers decreases.

ing rate to reduce the chance of catasrophic overfitting (Rice
et al., 2020). We don’t use this for VGG, to reduce the re-
lience of observations on a particular method, as mentioned
before. Following (Madry et al., 2018), we use £, bounded
PGD attack with attack budget e = 8/255, step size 2/255,
and number of steps 10 for both of the models’ adversarial
training. Perturbations are initialized with each element
drawn from uniform distribution U/ (—e, €). For adversarial
testing, we use ¢, bounded PGD attack with attack bud-
get e = 8/255, step size 1/255, and number of steps 100.
Perturbations are initialized with each element drawn from
uniform distribution U (—e, €).

4.2. Retraining Later Layers

We observe that in both Figure 3a and Figure 3b as the num-
ber of adversarially trained layers increases from zero to
number of layers, the adversarial loss goes from all natural
model’s loss value to all adversarial model’s loss value as
expected. What is striking is how this transition occurs. The
evolution of adversarial loss difference very closely follows
an exponential function for both of the models. This indi-
cates that the first few layers play a major role in reducing
the adversarial loss.

Another key observation we made is that if the earlier layers
are trained naturally in the first stage, frozen and the rest
is adversarially trained (N1A2), the network has a more
difficult time converging. In fact, after some cutoff point
(layer3.0.bn2 for ResNet and layer 11 for VGG) the network
cannot learn and collapses to random guessing. We think
this is due to the perturbation growing to such high levels
in the earlier layers that the distributions seen by the later
layers are not learnable.

4.3. Retraining Earlier Layers

In Figures 4a and 4b, similar to what we observe in later
layer retraining, we see a change in adversarial loss from

all adversarial model’s loss value to all natural model’s loss
value as the number of adversarially trained layers decreases.
The transition for ResNet again follows an exponential curve
wheres the the transition for VGG follows a wavy looking
curve. We are not sure exactly what causes this behavior and
why it is only observed when earlier layers are retrained.

4.4. Retraining A Single Layer

When we freeze the whole network and retrain a single
layer in Figure 5, we see a similar trend in the statistics as
in Sections 4.2 and 4.3. Specifically, the change in accuracy
induced by each individual early layer is much greater than
the change induced by later layers. Interestingly, the effect
of individual layers follow a more linear trend. In this exper-
iment, we can safely report the accuracies since changing
only a single layer does not bring the adversarial accuracy
close to zero where the aforementioned saturation occurs.
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Figure 5: The difference in adversarial accuracy between
all adversarial and network with a single natural layer. Indi-
cating the singular contribution of that layer to adversarial
training.
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Figure 6: (a) Distributions of the ratio of adversarial perturbations’ ¢, norm to signal’s ¢, norm after each convolutional
layer. Histogram is computed by computing this value for each image. (b) Means of the distributions of PSR in part a in dB.

4.5. Tracking Perturbations Across Layers

Using the perturbation-to-signal ratio tracking (Eq. 2) we
track and plot the sustained power of the adversarial pertur-
bation at each layer. Figure 6a shows this ratio computed
for each image and the resulting ratio distributions. Figure
6b shows the means of these distributions converted to dB.
This value is, in essence, the negative of the signal-to-noise
ratio (SNR dB) widely used in the signal processing field,
if we view the perturbation as noise. We can see that the
difference in PSR grows rapidly in the earlier layers, and
continues to grow in the later layers, albeit at a slower rate.

5. Discussion

Our partial adversarial training approach clearly reveals that
earlier layers play a bigger role in providing robustness.
This is demonstrated both by our evaluations of accuracy
under adversarial attack and by the trends in the loss func-
tion. An intuitive explanation is that, unless adversarial
perturbations are attenuated early on, they can blow up as
they flow through the network. This intuition is borne out
by our comparisons of perturbation-to-signal ratio between
adversarially trained and naturally trained networks: we see
from Figure 6a how the perturbation blows up as it flows
through the layers in the naturally trained network, and how
it is kept under check with adversarial training.

Yet another piece of evidence regarding the importance of
the early layers is an experiment in which we freeze the early
layers after natural training, and then try to train later layers
adversarially. We find that, if enough early layers are frozen
after natural training, adversarial retraining simply does not
converge: this is because the perturbation is allowed to blow
up too much as it flows through the naturally trained layers.

Limitations: Due to the sheer number of experiments to be
run, we could not run them more than once and we could not
report error bars associated with the experimental results.
Therefore there is some statistical variation which results

in minor roughness in graphs. It also means that if the
experiments were conducted again, slightly different results
would be obtained. However, since the adjustment of cutoff
points is very granular (one layer at a time), this statistical
variation does not significantly affect the conclusions drawn.

6. Conclusion

We hope that our observations, and the methods we have
developed to obtain them, open the door to further efforts at
dissecting adversarial training, and in developing principled
approaches to designing in robustness. For example, it may
be possible to be more aggressive about adversarial training
in the early layers as we continue to seek methods which
trade off clean and attacked accuracy. As another example,
while defenses based on pre-processing input data have been
defeated, a closer analysis of the early layers may provide in-
sights for the design of improved preprocessing techniques.
In terms of measuring robustness, quick computations of
perturbation-to-signal ratios for early layers may be more
informative about the operation of a layer than exhaustive
evaluations of end-to-end accuracy.

An open issue is whether the structure of the weights, and
the patterns of the activations, is different for adversarially
trained networks than for natural trained networks. While
we have performed extensive experiments to gain insight
into such questions, we were unable to extract clear guide-
lines that apply to the different network architectures we
have considered. and therefore do not report them here.
However, we believe that continued efforts to gain detailed
structural insight are of great value in the quest to develop
principled, interpretable approaches to robustness.
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A. Appendix
A.1. Code

The source code for the paper can be found in the supplementary materials zip file or at:
https://anonymous.4open.science/r/layersnotequalinAT-1/

A.2. Network Architectures

We depict below, our layer numbering schemes for the ResNet and VGG networks used in our experiments.

o “ b
layer1.0.conv1
layer2.0.conv1
layer2.0.conv2 [W]
layer2.0.bn2

(layer2.1.bn2_]
layer3.0.conv1
layer3.0.conv2 [W]

(layer3.0.bn2__]
layer3.1.bn2
layer4.0.conv2 [W]

e

linear

Figure 7: Architectures and layer names for (a) ResNet (b) VGG
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A.3. Tables

In this section, we provide a series of tables showing how performance measures such as loss function value and accuracy
(for clean and attacked images) vary with different variants of partial adversarial training.

An empty cell means network could not learn and defaults to random guessing (10% accuracy). We leave out results for
such cases to avoid misrepresenting the trends in the data.

For the later/earlier layers retraining tables (Tables 1-8) first row (conv1 for ResNet and conv(0) for VGG) means cutoff is
before the first layer and last row (all layers) means cutoff is after the last layer. For later layer retraining, cutoff before
the first layer means nothing is frozen (every layer is retrained), cutoff after last layer means all layers are frozen (nothing
is retrained). For earlier layer retraining, cutoff before the first layer means all layers are frozen (nothing is retrained),
cutoff after last layer means nothing is frozen (every layer is retrained). Even though these correspond to all natural or all
adversarial models, we include them for completeness i.e. sweeping the cutoff before and after every layer in the networks.

Main takeaways from the extended tables are:

* The freezing, reinitializing and retraining process affects the networks in terms of accuracy and loss, even if the
retraining is done in the same type as the initial training. This shows the effect of retraining and the effect of partial
training are separate, and justifies our decision to report the differences in accuracy and loss.

¢ In later layer retraining tables (Tables 1-4), for natural initial training and adversarial retraining (N1A2 columns),
after some cutoff point the network is unable to learn and defaults to random guessing. As a result, we omit plots
corresponding to cases that use these columns.

¢ In earlier layer retraining tables (Tables 5-8), the columns corresponding to empty columns in later retraining tables
(N2A1) exhibit steep collapse of adversarial loss and accuracy. This is another testament to the importance of earlier
layers in adversarial training. Conversely, columns AIN2 or A2N1 don’t decline as sharply, when the same number of
natural layers are located at the end of the network.

¢ In single layer retraining tables (Tables 9-12), retraining single convolutional layers affects losses and accuracies
significantly more than retraining single batch norm layers.
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Table 1: Later Layer Retraining Losses (ResNet)

Clean Losses Adversarial Losses

cutoff before NIN2 NI1A2 Al1A2 AIN2 NIN2 N1A2 Al1A2  AIN2

convl(nothing) 0.1945 0.5014 0.5014 0.1945 38.0540 1.6269 1.6269 38.0540
bnl 0.2049 0.4955 0.4993 0.2081 37.8757 1.6730 1.6819 37.9625
layerl.0.convl 0.2053 0.4977 0.4985 0.2094 35.8006  1.6846 1.6613 36.1258
layer1.0.bnl  0.1966 0.5069 0.5022 0.2099 38.4588 1.6925 1.6835 36.3031
layer1.0.conv2  0.2026 0.5124 0.5009 0.2106 39.5354 1.6604 1.6971 37.9730
layer1.0.bn2  0.2151 0.5034 0.4992 0.2172 39.7665 1.6898 1.7274 30.1866
layerl.l.convl 0.2067 0.5175 0.4957 0.2222 40.5081 1.7216  1.6955 29.2344
layerl.1.bnl 0.2236 0.5421 0.4972 0.2493 43.0724  1.7266 1.7041 27.0912
layerl.l.conv2 0.2280 0.5498 0.4911 0.2586 49.8329 1.7131 1.6594 27.0572
layerl.1.bn2 0.2299 0.5513 0.4906 0.2795 47.2077 1.6918 1.7189 20.1859
layer2.0.convl 0.2242 0.5451 0.4958 0.2906 44.2159 1.7822  1.7392 19.7713
layer2.0.bnl  0.2367 0.5721 0.4916 0.3040 51.4650 1.8189 1.7212 17.5995
layer2.0.conv2 0.2304 0.5942 0.4874 0.3005 50.0523 1.8563 1.7349 17.1955
layer2.0.bn2 0.2620 0.6148 0.4874 0.3304 53.2214 1.8274 1.7526 16.4190
layer2.0.shortcut.0  0.2631 0.6194 0.4872 0.3109 46.8789 1.8617 1.7586 17.5351
layer2.0.shortcut.1  0.2671 0.6572 0.4914 0.3149 50.4867 1.9373  1.7639 14.8572
layer2.1.convl 0.2504 0.8359 0.4910 0.3612 45.8021 2.1616 1.7648 13.2777
layer2.1.bnl  0.2727 0.9263 0.4873 0.3985 54.6465  2.2125 1.7820 13.4962
layer2.1.conv2  0.2682 0.9190 0.4927 0.4094 55.8137  2.2266 1.7532 12.0238
layer2.1.bn2  0.2846 0.9864 0.4857 0.4580 57.3148 21707 1.7394 12.1764
layer3.0.convl 0.2619 1.0163 0.4789 0.4179 57.0524  2.3927 1.7731 10.7359
layer3.0.bnl  0.2862 1.1751 0.4910 0.4565 57.9531 24037 1.7746  9.8076
layer3.0.conv2  0.2850 1.5562 0.4823 0.4904 55.9327  2.3852 1.8091 9.9544

layer3.0.bn2  0.2846 0.4916 0.5162 58.0367 1.9031 9.5772
layer3.0.shortcut.0  0.2829 0.4961 0.5201 55.5235 1.8557  9.8108
layer3.0.shortcut.1  0.2796 0.4976  0.5227 55.8342 1.9033  7.8200

layer3.1.convl  0.2831 0.4995 0.5391 57.6188 1.8174  7.6395
layer3.1.bnl  0.2758 0.4925 0.5479 50.1592 2.0214  6.8201
layer3.1.conv2  0.2997 0.4891 0.5985 49.0586 2.0156  7.1408
layer3.1.bn2  0.2723 0.4936 0.6047 36.4001 2.1413  6.6405
layer4.0.convl  0.2719 0.4885 0.5909 36.9200 2.1736  6.8001

layer4.0.bnl  0.2600 0.4949  0.5983 38.4556 22224 6.2694

layer4.0.conv2  0.2619 0.4863 0.5978 37.9774 22110  6.2133

layer4.0.bn2  0.2432 0.4963 0.6234 39.4737 23133 5.9663
layer4.0.shortcut.0  0.2426 0.5022  0.6430 38.8861 2.3768  6.0537
layer4.0.shortcut.1 ~ 0.2377 0.4981 0.6583 39.4901 23287 59114

layer4.1.convl  0.2374 0.5070 0.6722 39.9266 2.3761 5.9372
layer4.1.bnl  0.2256 0.4899  0.5998 37.4746 2.0082  4.3841
layer4.1l.conv2  0.2250 0.4900 0.6431 38.1292 2.0626  4.6984
layer4.1.bn2  0.2144 0.4939  0.5417 40.2783 1.7630  3.1468
linear 0.2071 0.4918 0.4798 40.6797 1.7274  2.3212

all layers  0.1945 0.1945 0.5014 0.5014 38.0540 38.0540 1.6269  1.6269




Early Layers Are More Important For Adversarial Robustness

Table 2: Later Layer Retraining Losses (VGG)

Clean Losses Adversarial Losses
cutoff before NIN2 N1A2 Al1A2 AIN2 NIN2 N1A2 A1A2 AIN2
conv (0) 0.4980 0.6599 0.6599 0.498 57.8878 2.3842 2.3842 57.8878

bn (1) 05181 0.6714 0.6574 0.4990 61.1712  2.3564 2.3276 57.7251
conv (3) 04575 0.6687 0.6569 0.5253 63.6476  2.2664 2.4131 41.5692
bn(4) 0.5278 0.6765 0.6579 0.6287 63.0192  2.3538 2.3517 34.5760
conv (7) 0.5153 0.7292 0.6607 0.6626 69.8560  2.2335 2.3543 26.4202
bn (8) 0.5238 0.7586 0.6620 0.7769 66.2338  2.3331 2.4048 21.5849
conv (10) 0.5162 1.1720 0.6586 0.7888 66.5830  2.0850 2.3299 20.4872

bn (11) 0.5437 0.6527 0.9070 61.3882 24591 16.1664
conv (14)  0.5380 0.6637 0.9890 63.9610 24876 154178
bn (15) 0.5843 0.6787 1.1269 60.3823 2.8001 13.1493
conv (17)  0.5820 0.6736 1.1378 61.1271 277076  12.7263
bn (18) 0.5952 0.7232  1.2576 56.8554 3.3437 11.0207
conv (20) 0.6109 0.7092  1.2483 58.3716 3.2287 10.9078
bn (21) 0.6442 0.7796 1.3160 69.7752 3.8246  9.7352
conv (24) 0.6789 0.7585 1.3025 74.6683 37674  9.7130
bn (25) 0.7297 0.7639 1.3776 81.8649 3.7466  9.8278
conv (27) 0.7403 0.7712  1.3997 80.8411 37971  9.8307
bn (28) 0.8128 0.7223  1.3968 78.9955 3.1944  9.7534
conv (30) 0.8157 0.7193  1.3968 78.1335 3.1774  9.7724
bn (31) 0.8382 0.6936 1.0940 78.4322 27522 7.5895
conv (34) 0.8121 0.6916 1.0704 70.0127 27288  7.3802
bn (35) 0.8100 0.6920 0.9646 86.9406 2.6763  6.1586
conv (37) 0.8034 0.6898 0.9476 82.9781 2.6648  6.0080
bn (38) 0.8105 0.6791  0.8996 1091270 25773 54172
conv (40) 0.8041 0.6951 0.8912 102717 277158  5.3210
bn (41) 0.8382 0.6983 0.8824 93.1972 27545  4.9857
linear 0.7677 0.6991 0.9259 88.7032 277726  5.4345

all layers  0.4980 0.4980 0.6599 0.6599 57.8878 57.8878 2.3842  2.3842
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Table 3: Later Layer Retraining Accuracies (ResNet)

Clean Losses Adpversarial Losses
cutoff before NIN2 NI1A2 AlA2 AIN2 NIN2 NI1A2 Al1A2 AIN2
convl(nothing) 94.53 84.01 84.01 94.53 0.00 48.38 48.38 0.00
bnl 9433 84.36 84.26 93.85 0.00 47.59 48.36 0.00
layerl.0.convl 94.12 83.97 84.07 93.75 0.00 47.11 47.88 0.00
layer1.0.bn1 94.39 83.59 83.89 94.10 0.00 46.68 48.03 0.00
layerl.0.conv2 9429 83.89 84.29 9391 0.00 46.76 48.47 0.00
layer1.0.bn2 94.18 83.95 83.84 93.59 0.00 46.86 48.01 0.03
layerl.l.convl 94.25 83.68 84.38 93.62 0.00 4531 48.17 0.09
layerl.1.bnl 93.86 82.82 84.10 9291 0.00 44.72 48.21 0.25
layerl.l.conv2 93.80 83.03 84.27 92.78 0.00 4497 48.07 0.21
layerl.1.bn2 9399 82.76 84.32 92.11 0.00 44.57 47.86 0.91
layer2.0.convl 9394 83.02 84.12 92.03 0.00 43.10 47.53 1.43
layer2.0.bnl 9393 82.25 84.34 91.80 0.00 42.08 47.62 2.31
layer2.0.conv2 9398 81.68 84.37 91.73 0.00 40.09 47.81 2.14
layer2.0.bn2 9346 80.85 84.23 91.31 0.00 39.74 4752 3.28
layer2.0.shortcut.0  93.24 81.07 84.51 91.40 0.00 38.63 4792 2.34
layer2.0.shortcut.1 93.36 8041 8424 91.34 0.00 35.57 47.10 4.62
layer2.1.convl 93.76 77.15 84.66 90.43 0.00 2450 47.40 6.86
layer2.1.bnl  93.55 74.82 84.24 89.79 0.00 21.79 47.08 8.48
layer2.1.conv2 93.50 75.07 84.45 89.57 0.00 21.52 4724 10.23
layer2.1.bn2  93.59 72.89 84.77 88.93 0.00 2198 47.68 1227
layer3.0.convl 9390 7248 85.12 89.51 0.00 17.45 4725 12.47
layer3.0.bnl 9345 68.35 84.57 88.71 0.00 14.89 4739 15.81
layer3.0.conv2 9344 5744 84.67 87.96 0.00 10.84 4690 16.44
layer3.0.bn2  93.96 84.84 87.56 0.00 4643 19.13
layer3.0.shortcut.0  93.67 84.49 87.78 0.00 46.84 18.33
layer3.0.shortcut.1 ~ 93.73 84.38 87.25 0.00 46.68 22.97
layer3.1.convl  93.61 84.63 86.93 0.00 4698 23.85
layer3.1.bnl  94.03 84.51 8595 0.00 46.02 26.73
layer3.1.conv2  93.67 84.74  85.65 0.00 45.83 26.45
layer3.1.bn2  94.09 84.78 85.99 0.00 4573  29.64
layerd.0.convl  94.02 84.67 86.18 0.00 45.13  29.34
layer4.0.bnl  94.26 84.89 85.96 0.00 4554 3213
layer4.0.conv2  94.30 84.93 86.01 0.00 4562 31.86
layer4.0.bn2  94.45 84.72  85.60 0.00 45.57  34.06
layer4.0.shortcut.0  94.46 84.47 8528 0.00 45.05 33.86
layer4.0.shortcut.1 ~ 94.50 84.77 84.90 0.00 45.08 34.29
layerd.l.convl  94.43 84.52 85.21 0.00 4479  34.49
layerd.1.bnl  94.45 84.73 85.04 0.00 46.49 38.11
layerd.1l.conv2  94.57 84.78  84.50 0.00 46.08 37.58
layer4.1.bn2  94.43 84.43  84.90 0.00 47.75 42.15
linear 94.41 84.42 8490 0.00 48.06 45.05

all layers 94.53 94.53 84.01 84.01 0.00 0.00 4838 48.38




Early Layers Are More Important For Adversarial Robustness

Table 4: Later Layer Retraining Accuracies (VGGQG)

Clean Losses Adversarial Losses
cutoff before NIN2 NI1A2 Al1A2 AIN2 NIN2 NI1A2 Al1A2 AIN2
conv(0) 9249 7991 7991 9249 0.00 4246 4246 0.00
bn (1) 92.12 7953 79.75 92.46 0.00 4193 4244 0.00
conv(3) 9283 79.34 80.01 91.92 0.00 41.89 42.65 0.00
bn(4) 9235 7938 7991 90.53 0.00 36.60 42.39 0.27
conv (7) 9197 78.16 79.82 89.99 0.00 3345 4277 1.77
bn(8) 9247 7743 80.25 88.33 0.00 3035 4222 3.60
conv (10) 9220 6396 79.52 88.08 0.00 22.65 42.60 5.50
bn (11) 92.18 80.55 86.35 0.00 4222  11.26
conv (14) 92.17 80.09 85.87 0.00 42.13  12.65
bn (15) 91.78 80.19 84.35 0.00 4096 18.93
conv (17) 91.81 80.13 83.61 0.00 41.68 19.27
bn (18) 92.11 80.19 82.30 0.00 39.77 24.35
conv (20) 92.18 80.15 82.19 0.00 40.55 24.88
bn (21) 92.24 80.08 81.59 0.00 39.50 27.80
conv (24) 92.32 80.12 81.61 0.00 39.68 27.11
bn (25) 92.45 80.07 81.14 0.00 39.64 29.12
conv (27) 92.51 80.22  80.83 0.01 39.59 29.34
bn (28) 92.62 80.17 80.47 0.00 41.54 29.89
conv (30) 92.56 80.11 80.79 0.00 41.35 30.00
bn (31) 92.55 79.85 80.49 0.00 42.62 32.00
conv (34) 92.53 79.82  80.51 0.01 4243 32.38
bn (35) 92.57 79.86  80.89 0.54 42,56 35.10
conv (37) 92.50 79.84  80.84 0.01 42,59 35.30
bn (38) 92.52 79.94  80.86 0.72 42.51 36.75
conv (40) 92.55 79.88  80.85 0.46 4240 36.92
bn (41) 92.53 79.86  81.18 0.00 4270 38.54
linear 92.48 79.84 81.15 0.00 4271 38.51

all layers 9249 9249 7991 79.91 0.00 0.00 4246 4246
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Table 5: Earlier Layer Retraining Losses (ResNet)

Clean Losses

Adversarial Losses

cutoff before N2N1 N2A1 A2A1 A2N1 N2N1 N2A1 A2A1 A2N1
convl(nothing) 0.1945 0.5014 0.5014  0.1945 38.0540  1.6269 1.6269 38.0540
bnl 0.1936 0.4653 0.5103  2.0804 37.7234 39362 1.6993 14.5946
layerl.0.convl 0.2219 0.4389 0.4995  2.2553 40.5747 42964 1.6520  2.3752
layer1.0.bnl 0.1996 0.4041 0.4987 10.4538 37.9801  9.1672 1.6722 11.5121
layerl.0.conv2  0.2003 0.4007 0.5005  2.4423 38.0250  9.2057 1.6854  2.6324
layer1.0.bn2 0.1994 03777 0.4983  2.4522 37.4451 13.6233 1.6382  2.5428
layerl.l.convl 0.1977 0.3738 0.4987  2.0894 37.7095 13.1055 1.6425  2.1809
layerl.1.bnl  0.1994 0.3565 0.4993 1.8049 37.6339 16.7354 1.6474  2.0890
layerl.l.conv2 0.2052 0.3577 0.4991  2.5567 38.0990 16.9609 1.6450  3.0294
layerl.1.bn2  0.2015 0.3460 0.4984  2.6859 37.5756 19.7851 1.6455  3.3587
layer2.0.convl 0.2009 0.3440 0.4987  2.1813 37.8375 18.2050 1.6430  2.2330
layer2.0.bnl  0.2058 0.3239  0.4987 1.7039 37.5928 21.4722 1.6438  2.0087
layer2.0.conv2  0.2064 0.3281 0.4997  2.2398 38.0195 21.0103 1.6453  2.6578
layer2.0.bn2  0.2040 0.2962 0.4981 1.6736 37.8628 25.4394 1.6478  2.0592
layer2.0.shortcut.0  0.1997 0.3021 0.4976 1.7098 38.2652  25.9670 1.6461 2.0919
layer2.0.shortcut.1  0.2033 0.2984 0.4976  1.1960 38.0837 26.0197 1.6418 1.7599
layer2.1.convl 0.2004 0.2985 0.4986  1.4597 37.6149 26.6355 1.6480  1.9442
layer2.1.bnl  0.2044 0.2796 0.4987 1.6041 38.0842 28.6019 1.6526  2.0155
layer2.1.conv2  0.2095 0.2743  0.4975 1.2086 37.8631 28.8347 1.6485 1.7346
layer2.1.bn2  0.2112 0.2567 0.5002  1.3181 37.7653 31.1661 1.6552  1.7783
layer3.0.convl  0.2079 0.2635 0.5000  1.4755 37.6879 31.0587 1.6551 1.9180
layer3.0.bnl  0.2088 0.2408 0.5011  0.8774 37.5209 31.4367 1.6639 1.5662
layer3.0.conv2  0.2099 0.2402 0.5029  0.9044 37.7449 299869 1.6624  1.6063
layer3.0.bn2 0.2144 0.2226 0.5006  0.7738 37.2279 31.1123 1.6712  1.5213
layer3.0.shortcut.0  0.2147 0.2205 0.4999  0.7039 37.6779 30.9538 1.6715 1.4656
layer3.0.shortcut.1  0.2050 0.2149 0.4983  0.7257 37.3455 31.2024 1.6656  1.4573
layer3.1.convl 0.2136 0.2114 0.4992  0.7043 37.6654 31.2087 1.6610  1.4849
layer3.1.bnl  0.2082 0.2094 0.5017  0.7049 36.2429 31.8986 1.6617 1.4577
layer3.1.conv2  0.2071 0.1969 0.5016  0.6895 36.7227 31.1560 1.6632  1.4475
layer3.1.bn2  0.2007 0.2041 0.5050  0.6825 35.5956 32.0541 1.6713 1.4619
layer4.0.convl 0.1995 0.1936 0.5062  0.6939 36.2526  29.9096 1.6667 1.4380
layer4.0.bnl  0.1943 0.1998 0.5143  0.5951 34.5393 31.3105 1.6633 1.4253
layer4.0.conv2  0.1982 0.1994 0.5119  0.5848 33.9057 30.2159 1.6521 1.4290
layer4.0.bn2  0.1877 0.1904 0.5153  0.5330 32.7324 357960 1.6445 1.4598
layer4.0.shortcut.0  0.1840 0.1884 0.5107  0.5519 32.1108 36.0153 1.6207 1.4338
layer4.0.shortcut.1  0.1900 0.2011 0.5069  0.5393 33.2710 35.6191 1.6210  1.4561
layer4.1.convl 0.1851 0.1844 0.5130  0.5308 34.4472 36.4343 1.6141 1.4473
layer4.1.bnl  0.2135 0.2051 0.5248  0.5192 42.0783 40.0391 1.5661 1.5053
layerd.1.conv2 0.1960 0.1970 0.5273  0.5175 35.5188 35.8699 1.5364  1.4871
layer4.1.bn2  0.2266 0.1994 0.5326  0.5202 52.8249 38.6505 1.5361 1.5318
linear 0.2047 0.2123 0.5247  0.5204 48.3074 48.7007 1.5587 1.5157
all layers  0.1945 0.1945 0.5014  0.5014 38.0540 38.0540 1.6269 1.6269
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Table 6: Earlier Layer Retraining Losses (VGG)

Clean Losses Adversarial Losses

cutoff before N2N1 N2A1 A2A1 A2N1 N2N1 N2A1 A2A1 A2N1

conv (0) 0.4980 0.6599 0.6599 0.4980 57.8878  2.3842 2.3842 57.8878
bn (1) 0.5107 0.5922 0.6626 5.9573 56.9417  5.8432 24233 23.4814
conv (3) 0.5119 0.5744 0.6626 7.2372 56.9679  6.3913 2.4395 19.6369
bn(4) 05147 0.5228 0.6625 3.9839 56.8867 19.5412 2.3935  5.7267
conv (7) 0.5244 0.5220 0.6621 3.5687 57.2322 239488 2.3954  5.0155
bn(8) 0.5349 0.4804 0.6653 2.8108 56.4171 33.8566 2.4084  2.8111
conv (10) 0.5297 0.4804 0.6639 4.0320 55.9973 33.7482 2.4009  5.5605
bn (11) 0.5320 0.4432 0.6666 3.0262 55.0885 40.1923 2.4195  4.9806
conv (14) 0.5381 0.4273 0.6676 1.9984 54.5558 42.8679 2.4161  3.3679
bn (15) 0.5005 0.4101 1.0006 1.2732 549113 45.7596 1.9656  2.3153
conv (17) 0.4965 0.3997 0.7193 1.8419 55.8193 45.2905 2.3945  3.9014
bn (18) 0.4559 0.3512 0.7042 1.4556 56.5107 46.7417 2.1502  3.3016
conv (20) 0.4292 0.3400 0.6969 1.4435 58.8676 46.8702 2.1686  3.3421
bn (21) 04220 0.3186 0.6977 0.8188 57.1714 44.4637 1.9327 1.8160
conv (24) 0.4109 0.3176 0.6930 0.8356 52.6446 44.2168 1.9985 1.9317
bn (25) 03717 03181 0.6730 0.9687 53.6615 41.6764 1.9269  2.6687
conv (27) 0.3848 0.3455 0.6750 0.8107 54.9071 399270 1.9731 1.9800
bn (28) 0.3826 0.3587 0.6492 0.7263 55.5252  31.9606 2.1764  1.6357
conv (30) 0.3904 0.3498 0.6458 0.7080 54.9429 29.7600 2.1506  1.6369
bn (31) 0.4127 03712 0.6532 0.6319 53.2463 25.5389 2.2302  1.8272
conv (34) 0.4149 03717 0.6560 0.7130 524027 263126 2.2190  1.7283
bn (35) 0.4336 0.3704 0.6481 0.6273 54.7199 23.1462 2.3984  2.1159
conv (37) 0.4123 0.3744 0.6426 0.6486 52.1497 22.6216 2.2707  2.0604
bn (38) 0.4070 0.3919 0.6531 0.6394 44.0254 25.1886 2.4161 23111
conv (40) 0.4164 0.3824 0.6502 0.6249 427574 25.0965 2.3500  2.3019
bn (41) 0.4585 0.4154 0.6235 0.6317 447905 34.0194 2.3297  2.3805
linear 0.4992 0.4782 0.6607 0.6417 534132 48.9287 24837  2.5547

all layers  0.4980 0.4980 0.6599 0.6599 57.8878 57.8878 2.3842  2.3842
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Table 7: Earlier Layer Retraining Accuracies (ResNet)

Clean Losses Adversarial Losses
cutoff before N2N1 N2A1 A2A1 A2Nl1 N2N1 N2A1 A2A1 A2N1
convl(nothing) 94.53 84.01 84.01 94.53 0.00 48.38 48.38 0.00
bnl 9453 85.62 83.53 48.80 0.00 13.44  46.81 0.51
layerl.0.convl 93.78 86.21 83.93 15.04 0.00 13.87 47.83 9.33
layer1.0.bn1 94.34 87.28 84.07 11.31 0.00 1.95 47.46 6.00
layerl.0.conv2 9424 87.32 8392 11.34 0.00 2.04  47.07 8.03
layer1.0.bn2 9436 88.36  84.03 9.91 0.00 0.39 48.09 5.75
layerl.l.convl 9434 88.42 8392 23.84 0.00 0.68 47.77 19.93
layerl.1.bnl 94.54 88.71 8391 3431 0.00 0.15 4773 21.76
layerl.l.conv2 94.16 88.80 83.97 1045 0.00 0.20 47.79 9.77
layerl.1.bn2 9451 89.34 84.03 11.38 0.00 0.08 47.86 7.94
layer2.0.convl 9436 89.39 84.04 1698 0.00 0.21 4792 13.58
layer2.0.bnl 9421 89.78 83.94 37.85 0.00 0.10 4797 23.65
layer2.0.conv2 94.17 89.72 8398 19.29 0.00 0.12 47.86 8.31
layer2.0.bn2 9429 90.65 83.93 40.90 0.00 0.05 48.01 22.07
layer2.0.shortcut.0  94.38 90.60 83.94 40.27 0.00 0.02 48.06 20.95
layer2.0.shortcut.1 9426 90.85 83.82 60.27 0.00 0.04 48.19 32.96
layer2.1.convl 9435 90.57 8395 5140 0.00 0.02 48.00 26.72
layer2.1.bnl  94.11 9149 83.84 43.94 0.00 0.01 48.03 24.24
layer2.1.conv2 94.16 91.46 83.86 59.94 0.00 0.01 48.19 33.65
layer2.1.bn2 9398 9195 83.81 55.16 0.00 0.00 48.06 31.94
layer3.0.convl 94.07 91.72 83.77 5195 0.00 0.00 47.79 29.83
layer3.0.bnl 93.81 9248 83.86 71.80 0.00 0.00 47.82 41.06
layer3.0.conv2 94.05 9223 83.76 70.94 0.00 0.00 47.67 39.32
layer3.0.bn2 9370 92.89 83.81 75.61 0.00 0.00 4725 43.17
layer3.0.shortcut.0  93.71 9295 83.98 78.11 0.00 0.00 4726 44.97
layer3.0.shortcut.1 94.05 93.17 83.89 77.66 0.00 0.00 4749 4535
layer3.l.convl 9373 9352 83.80 78.12 0.00 0.02 4754 44.08
layer3.1.bnl  93.65 93.14 83.83 78.33 0.00 0.02 4732 4524
layer3.1.conv2 9395 93.78 83.80 78.30 0.00 0.01 4734 4598
layer3.1.bn2 93.85 93.52 83.80 78.88 0.00 0.00 4729 4561
layer4.0.convl 94.03 9375 83.82 78.61 0.00 0.05 4744 45381
layer4.0.bnl 9390 9393 8345 81.55 0.00 0.02 47.08 47.55
layer4.0.conv2 9376 9392 83.71 81.49 0.00 0.02 4733 47.24
layer4.0.bn2 9424 9399 8334 8342 0.00 0.00 47.07 48.25
layer4.0.shortcut.0  94.26 94.07 83.57 82.98 0.00 0.01 4745 48.38
layer4.O.shortcut.1  94.07 9399 83.58 83.22 0.00 0.00 47.73 48.57
layerd.l.convl 9430 94.12 83.61 83.22 0.00 0.00 47.59 48.59
layerd.1.bnl  94.09 94.11 8345 83.42 0.00 0.00 48.72 48.86
layerd.l.conv2 9430 9441 83.69 83.96 0.00 0.00 48.87 48.86
layer4.1.bn2  94.07 94.13 83.06 83.45 0.00 0.00 49.07 48.76
linear 94.11 94.04 8348 83.27 0.00 0.00 49.02 49.08

all layers 94.53 94.53 84.01 84.01 0.00 0.00 4838 48.38
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Table 8: Earlier Layer Retraining Accuracies (VGG)

Clean Losses Adversarial Losses
cutoff before N2N1 N2A1 A2A1 A2N1 N2N1 N2A1 A2A1 A2N1
conv(0) 9249 7991 7991 9249 0.00 4246 4246 0.00
bn (1) 9227 8171 7990 34.98 0.00 11.95 41.98 0.67
conv (3) 9227 8222 79.85 26.64 0.00 10.54 41.83 1.46
bn(4) 92.13 8378 7991 10.29 0.00 0.28 42.52 9.95
conv (7) 9224 83.85 7990 10.27 0.00 0.01 4234 9.95
bn(8) 91.99 8530 79.81 10.00 0.00 0.01 42.17 10.00
conv (10) 92.03 8546 79.83 13.83 0.00 0.00 4221 10.74
bn (11) 91.58 87.00 79.70 27.17 0.00 0.00 4253 14.89
conv (14) 91.67 8734 79.80 37.22 0.00 0.00 42.15 16.10
bn (15) 9140 89.08 67.35 62.42 0.00 0.00 38.32 30.63
conv(17) 91.66 8920 77.69 58.72 0.00 0.00 3995 27.74
bn (18) 91.39 9133 77.84 65.53 0.00 0.00 41.79 31.38
conv (20) 91.75 91.33 7825 68.14 0.00 0.01 41.65 33.75
bn (21) 92.18 9253 7795 73.79 0.00 0.01 4290 38.68
conv (24) 92.61 9245 7839 7491 0.00 0.00 42.62 39.34
bn (25) 92.74 93.11 78.16 76.43 0.00 0.00 43.34 4040
conv (27) 9271 9277 78.63 76.49 0.00 0.00 4297 4044
bn (28) 92.83 9272 79.78 77.47 0.00 0.07 41.82 41.86
conv (30) 92.68 9320 7998 7795 0.00 0.00 4192 41.85
bn (31) 92.88 92.89 79.75 79.27 0.00 0.40 41.62 4098
conv(34) 9270 9284 79.57 77.72 0.00 0.58 42.00 41.67
bn (35) 92.56 9275 80.34 80.56 0.00 2.02 4135 41.38
conv (37) 92.89 9294 7991 79.52 0.00 0.85 4238 41.12
bn (38) 9298 9290 80.54 79.98 0.00 0.00 4155 41.51
conv (40) 92.78 93.19 80.29 80.42 0.00 0.00 41.78 41.77
bn (41) 9259 9298 80.62 80.65 0.00 0.00 4090 41.20
linear 92.32 9293 80.30 80.61 0.00 0.00 42.06 40.53

all layers 9249 9249 7991 79.91 0.00 0.00 4246 4246
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Table 9: Single Layer Retraining Losses (ResNet)
Ni:single layer natural, N;:rest of the network natural
Ag:single layer adversarial, A;:rest of the network adversarial

Clean Losses

Adversarial Losses

retrained layer NN, NA; AGA, AN, NgN; NGA, AGA, AN,
convl 0.1940 0.4633 0.4994 1.6169 37.7088 3.9250 1.6336 14.7941
bnl 0.1946 0.4761 0.4993 1.3837 38.0591 2.2088 1.6337 11.6455
layerl.0.convl 0.1948 0.4329 0.4991 1.4610 37.8514 4.0192 1.6391 10.4059
layer1.0.bnl 0.1947 0.4916 0.4989 0.6380 37.9984 2.0390 1.6378 16.6529
layerl.0.conv2 0.1919 0.4236 0.4985 2.3810 37.6244 4.5307 1.6346  3.1375
layer1.0.bn2 0.1956 0.4745 0.4997 2.2241 37.6642 2.1243 1.6356 12.2359
layerl.l.convl 0.1960 0.4365 0.4987 0.7633 377234 34764 1.6379 14.1267
layerl.1.bnl 0.1950 0.5021 0.4999 0.4337 38.0830 1.6949 1.6342 18.2846
layerl.l.conv2 0.1945 0.4464 0.4981 0.6821 37.6097 3.0051 1.6351 15.8009
layerl.1.bn2 0.1950 0.4876 0.4999 0.5573 37.8179 1.7700 1.6346 17.1894
layer2.0.convl 0.1951 0.3864 04972 24113 37.9497 48081 1.6374 3.5114
layer2.0.bnl  0.1946 0.4707 0.4990 0.2995 38.2237 1.8608 1.6369 21.0361
layer2.0.conv2 0.1960 0.3674 0.4954 2.3035 38.4281 4.4937 1.6400  3.2908
layer2.0.bn2  0.1963 0.4697 0.4998 0.8513 38.3560 1.836 1.6348 20.4987
layer2.0.shortcut.0  0.1940 0.4541 0.4973 0.3473 38.2403 2.3443 1.6347 19.9055
layer2.0.shortcut.1  0.1941 0.4665 0.4988 0.7192 38.2570 1.8593 1.6333 19.8157
layer2.1.convl 0.1947 0.4059 0.4949 2.2106 38.4508 3.2461 1.6416 14.1217
layer2.1.bnl1  0.1966 0.5136 0.4988 0.3343 38.2437 1.5988 1.6349 22.1184
layer2.1.conv2 0.1958 0.4147 0.4934 2.2279 38.4952 2.8063 1.6416 14.1250
layer2.1.bn2  0.1950 0.4805 0.4978 2.4695 38.0067 1.7507 1.6385  9.5302
layer3.0.convl 0.1910 0.3763 0.4935 2.2672 38.5363 3.8071 1.6451 7.0057
layer3.0.bnl  0.1947 0.4726 0.4971 2.3548 38.1648 1.7239 1.6373  4.4397
layer3.0.conv2 0.1975 0.3818 0.4888 2.1484 39.3820 4.1993 1.6681 5.9880
layer3.0.bn2  0.1980 0.4785 0.4962 2.7564 38.7571 1.7337 1.6457  7.7941
layer3.0.shortcut.0 0.1916 0.4379 0.4933 0.4799 38.5699 1.9685 1.6436 22.1319
layer3.0.shortcut.1  0.1948 0.4672 0.4957 2.6051 37.9700 1.7950 1.6428 11.8103
layer3.1.convl 0.1971 0.4170 0.4870 1.8742 38.7524 3.2120 1.6645 12.1069
layer3.1.bnl  0.1955 0.5172 0.4978 0.5756 37.8325 1.5687 1.6383 21.0010
layer3.1.conv2 0.2023 0.4293 0.4858 2.0325 39.4832 2.8067 1.6909  8.2243
layer3.1.bn2  0.1960 0.4871 0.4954 2.6650 37.4280 1.7825 1.6470 10.0324
layer4.0.convl 0.2080 0.4261 0.4847 1.8363 38.0785 3.5187 1.7034  4.3053
layer4.0.bnl 0.1978 0.4971 0.4962 1.6089 37.2622 1.6252 1.6431 12.5635
layer4.0.conv2  0.2256 0.4439 0.4757 2.0222 37.4409 3.7431 1.8479  4.4633
layer4.0.bn2  0.1982 0.4474 0.4934 2.4358 354980 2.1569 1.6589  6.8881
layer4.0.shortcut.0  0.1999 0.4498 0.4877 0.5912 38.0866 2.0395 1.6906 19.3393
layer4.0.shortcut.1  0.1995 0.4490 0.4935 2.3650 37.0167 2.1194 1.6585  7.4036
layerd4.1.convl 0.2342 0.4870 0.4758 2.1308 37.7290 3.7817 2.0426  2.6247
layer4.1.bnl 0.1986 0.4572 0.4898 2.0068 34.8453 1.7671 1.6768  3.9613
layerd.1.conv2 0.2229 0.4982 0.4806 2.0780 359666 3.0972 1.8754  2.8999
layer4.1.bn2  0.2115 0.5184 0.4963 2.2893 40.6968 2.7988 1.8779  2.7234
linear 0.2071 0.4798 0.4924 2.2959 40.6797 23212 1.8425  2.3437
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Table 10: Single Layer Retraining Losses (VGG)
N;:single layer natural, N;:rest of the network natural
Ag:single layer adversarial, A;:rest of the network adversarial

Clean Losses Adversarial Losses

retrained layer NN, NA, AGA, AN, NN, NA; AGA, AN,

conv (0) 0.5099 0.5913 0.6620 5.6060 57.0806  5.9623 2.4143 23.1821
bn (1) 0.5019 0.6069 0.6599 1.9980 58.0907  3.1012 2.3854 25.0438
conv (3) 0.5131 0.5367 0.6607 3.7212 57.0017 13.0263 2.3860  5.1825
bn(4) 0.4996 0.6178 0.6601 1.4533 57.9325  2.6919 2.3848 27.6754
conv (7) 0.5288 0.5375 0.6613 2.9443 56.6551  9.0522 2.3919  4.7922
bn(8) 0.4985 0.6204 0.6598 1.7839 57.9536  2.5302 2.3856 27.5135
conv (10) 0.5162 0.5415 0.6618 2.7795 56.6342  8.2110 2.4037  6.6277
bn (11) 0.4958 0.6467 0.6597 3.4255 57.8814  2.4823 2.3870  3.4333
conv (14) 0.5219 0.6196 0.6609 2.7323 58.7280  8.5674 2.4217  9.8543
bn (15) 0.5014 0.6562 0.6591 3.4119 57.9910  2.5605 2.3890 3.4131
conv (17) 0.4992 0.7430 0.6620 2.5512 58.3959  8.7195 2.4610 16.2406
bn (18) 0.4996 0.6607 0.6591 3.5780 57.7582  2.8617 2.3884  3.6301
conv (20) 0.5064 0.8361 0.6614 2.0846 59.2473  8.2144 2.5322 12.4486
bn (21) 0.4972 0.6682 0.6590 3.5005 57.7088  3.1819 2.3929  3.5814
conv (24) 0.4977 0.9339 0.6647 2.4282 59.8478  7.9208 2.7008 11.0532
bn (25) 0.4950 0.6675 0.6595 3.4040 57.2956  3.4131 24026 3.7616
conv (27) 0.5060 0.9520 0.6784 2.6093 58.2348  7.2650 2.9325  6.4728
bn (28) 0.4993 0.6780 0.6602 3.3896 57.1871  3.4739 24206  3.3947
conv (30) 0.5163 0.9216 0.6748 2.4885 56.2977  6.4789 2.6982  5.8562
bn (31) 0.5018 0.6643 0.6611 1.5210 57.3601  3.3311 24359  9.9010
conv (34) 0.5390 0.8013 0.6669 2.3050 524877  5.0744 2.5002  3.8530
bn (35) 0.5049 0.6676 0.6620 1.9158 57.0209  3.2782 2.4393  4.4205
conv (37) 0.5484 0.7767 0.6686 2.2313 50.7040  4.5463 24905  2.3912
bn (38) 0.5204 0.6829 0.6618 2.6449 56.4117  3.3534 24024  3.3787
conv (40) 0.5609 0.7794 0.6743 2.2948 53.8834  4.3578 2.5333  2.3095
bn (41) 0.5980 0.8490 0.6756 2.3017 68.2466  4.5501 2.5697  2.3080
linear 0.6600 0.9025 0.6992 2.2837 81.1101  5.2264 27734 23184
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Table 11: Single Layer Retraining Accuracies (ResNet)
N;:single layer natural, N;:rest of the network natural
Ag:single layer adversarial, A;:rest of the network adversarial

Clean Losses

Adversarial Losses

retrained layer NN, NA;, AjA; AN, NoN;: NA, AA, AN,
convl 9449 8558 84.01 58.34 0.00 14.09 48.14 044

bnl 9445 8541 8398 66.87 0.00 3492 48.19 3.05
layer1.0.convl 94.34 86.33 83.92 67.00 0.00 1599 48.02 6.73
layer1.0.bnl 9447 84.55 84.01 80.45 0.00 37.63 4798 0.11
layerl.0.conv2 94.40 86.86 84.02 16.93 0.00 13.40 48.18 9.71
layer1.0.bn2 9443 85.18 84.00 44.22 0.00 36.26 48.07 0.28
layerl.l.convl 94.51 86.37 83.97 79.56 0.00 2135 48.07 1.65
layerl.1.bnl 9449 84.43 8393 85.73 0.00 4427 48.19 0.01
layerl.l.conv2 94.37 85.83 84.00 80.74 0.00 2473 48.07 041
layerl.1.bn2 9449 84.81 84.03 82.30 0.00 4255 48.17 0.06
layer2.0.convl 94.44 8798 84.09 10.01 0.00 1579 48.06 0.01
layer2.0.bnl  94.48 85.24 84.03 89.72 0.00 4133 4795 0.00
layer2.0.conv2 94.40 88.01 84.13 12.99 0.00 1852 48.13 0.00
layer2.0.bn2 9449 85.06 8397 71.69 0.00 42.00 48.18 0.00
layer2.0.shortcut.0 94.65 85.86 84.04 88.49 0.00 33.62 48.11 0.01
layer2.0.shortcut.1 94.50 8541 84.02 75.65 0.00 41.48 48.15 0.00
layer2.1.convl 94.60 87.04 84.08 19.81 0.00 2694 48.11 0.00
layer2.1.bnl  94.40 83.95 84.01 88.42 0.00 46.21 48.15 0.00
layer2.1.conv2 9450 86.49 84.27 19.37 0.00 31.28 48.20 0.00
layer2.1.bn2 9447 84.81 84.11 10.21 0.00 4391 48.07 0.01
layer3.0.convl 94.51 88.01 84.14 11.04 0.00 2476 48.11 0.00
layer3.0.bnl 94.57 8497 84.23 10.28 0.00 44.07 4821 0.03
layer3.0.conv2 94.38 87.38 84.27 26.56 0.00 23.83 4795 0.00
layer3.0.bn2 9444 85.14 84.19 10.09 0.00 4434 48.07 4.20
layer3.0.shortcut.0 94.62 85.86 84.24 85.81 0.00 41.15 48.15 0.00
layer3.0.shortcut.1 9448 85.10 84.13 16.53 0.00 43.59 48.01 0.00
layer3.1.convl 9420 86.39 84.05 38.68 0.00 30.05 4746 0.00
layer3.1.bnl 94.52 83.69 84.22 80.01 0.00 47.40 48.13 0.00
layer3.1.conv2 94.49 86.08 84.41 34.02 0.00 3433 47.74 0.00
layer3.1.bn2 9439 8436 84.04 10.14 0.00 4423 48.08 0.51
layer4.0.convl 94.50 86.29 84.28 54.69 0.00 3256 47.62 0.00
layer4.0.bnl 9428 8421 84.21 40.36 0.00 46.09 48.14 0.00
layer4.0.conv2 94.40 86.40 84.70 46.84 0.00 3471 46.11 0.00
layer4.0.bn2 94.43 85.20 84.13 14.41 0.00 43.17 47.87 0.00
layer4.0.shortcut.0 94.65 85.33 84.35 86.43 0.00 4240 47.84 0.00
layer4.0.shortcut.1 94.46 84.69 84.13 19.39 0.00 4291 47.81 0.00
layerd.l.convl 94.53 8549 8437 35.18 0.00 37.14 45.10 0.20
layerd.1.bnl 9445 8473 8441 26.71 0.00 4487 47.77 0.00
layerd.l.conv2 94.61 84.88 84.59 75.54 0.00 39.17 46.75 0.00
layer4.1.bn2 9446 84.81 8422 11.10 0.00 44.18 47.38 1.07
linear 9441 8490 84.33 11.70 0.00 45.05 4743 0.24




Early Layers Are More Important For Adversarial Robustness

Table 12: Single Layer Retraining Accuracies (VGG)
Ni:single layer natural, N;:rest of the network natural
Ag:single layer adversarial, A;:rest of the network adversarial

Clean Losses Adversarial Losses

retrained layer NN, NA;, AA; AN, NoN: NA:, AA, AN,

conv (0) 9235 8198 79.82 3648 0.00 11.62 4224 090
bn(l) 9256 81.71 7994 71.56 0.00 30.00 4244 0.85
conv (3) 9247 8347 7990 10.68 0.00 2.14 4243 9.0
bn(4) 9258 8129 7990 76.19 0.00 3499 4241 0.01
conv (7) 9194 8376 79.86 11.96 0.00 9.50 4242 10.10
bn(8) 9246 81.24 79.93 66.10 0.00 36.86 42.51 0.01
conv (10) 92.11 83.72 79.96 14.79 0.00 1276 4245 7.13
bn (11) 92.53 80.14 79.88 10.00 0.00 3779 4242 10.00
conv (14) 92.07 82.87 80.00 14.95 0.00 16.87 42.11 1.23
bn (15) 9246 79.74 79.92 10.00 0.00 37.88 4236 10.00
conv (17) 92.11 8194 80.08 15.27 0.00 20.73 41.84 0.00
bn (18) 92.56 79.55 79.94 10.00 0.00 3586 4245 10.00
conv (20) 92.10 81.18 80.29 27.76 0.00 2481 4132 0.00
bn (21) 9239 79.79 79.94 10.02 0.00 3475 4238 10.00
conv (24) 9239 80.67 80.22 22.88 0.00 28.09 40.69 0.16
bn (25) 92.52 80.50 80.06 10.04 0.00 3534 4231 10.03
conv (27) 92.47 80.67 80.48 29.50 0.00 2993 39.77 0.02
bn (28) 92.54 80.24 79.97 10.00 0.00 3632 4235 10.01
conv (30) 9256 80.19 80.25 34.58 0.00 30.00 41.17 0.29
bn (31) 92.53 80.50 80.01 42.78 0.00 3691 4236 943
conv (34) 9257 80.63 7991 51.30 0.00 33.08 42.15 0.25
bn (35) 92.55 80.86 79.88 41.99 0.00 3833 4230 9.99
conv (37) 9253 81.12 79.88 40.24 0.00 36.15 4252 3.1
bn (38) 92.53 80.89 79.89 10.73 0.00 38.68 42.60 3.17
conv (40) 92.57 80.98 79.89 35.76 0.00 3725 4253 035
bn (41) 92.53 80.86 79.82 19.65 0.00 3925 4246 878
linear 92.57 81.15 79.84 71.06 0.00 38.63 42.75 1.09




