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Abstract

Nonconvex minimax problems appear frequently in emerging machine learning
applications, such as generative adversarial networks and adversarial learning.
Simple algorithms such as the gradient descent ascent (GDA) are the common
practice for solving these nonconvex games and receive lots of empirical success.
Yet, it is known that these vanilla GDA algorithms with constant stepsize can
potentially diverge even in the convex-concave setting. In this work, we show that
for a subclass of nonconvex-nonconcave objectives satisfying a so-called two-sided
Polyak-t.ojasiewicz inequality, the alternating gradient descent ascent (AGDA)
algorithm converges globally at a linear rate and the stochastic AGDA achieves
a sublinear rate. We further develop a variance reduced algorithm that attains a
provably faster rate than AGDA when the problem has the finite-sum structure.

1 Introduction

We consider minimax optimization problems of the forms

Jmin max f(z,y) (1)
where f(x,y) is a possibly nonconvex-nonconcave function. Recent emerging applications in
machine learning further stimulate a surge of interest in minimax problems. For example, generative
adversarial networks (GANs) [23] can be viewed as a two-player game between a generator that
produces synthetic data and a discriminator that differentiates between true and synthetic data. Other
applications include reinforcement learning [9, 10, 11], robust optimization [42, 43], adversarial
machine learning [54, 37], and so on. In many of these applications, f(z,y) may be stochastic,
namely, f(z,y) = E[F(z, y; £)], which corresponds to the expected loss of some random data &; or
f(x,y) may have the finite-sum structure, namely, f(z,y) = + >"" | f;(x,y), which corresponds to
the empirical loss over n data points.

The most frequently used methods for solving minimax problems are the gradient descent ascent
(GDA) algorithms (or their stochastic variants), with either simultaneous or alternating updates of the
primal-dual variables, referred to as SGDA and AGDA, respectively. While these algorithms have
received much empirical success especially in adversarial training, it is known that GDA algorithms
with constant stepsizes could fail to converge even for the bilinear games [22, 40]; when they do
converge, the stable limit point may not be a local Nash equilibrium [13, 38]. On the other hand,
GDA algorithms can converge linearly to the saddle point for strongly-convex-strongly-concave
functions [17]. Moreover, for many simple nonconvex-nonconcave objective functions, such as,
f(z,y) = 2% + 3sin® zsin? y — 4y — 10sin? y, we observe that GDA algorithms with constant
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Figure 1: (a) Surface plot of the nonconvex-nonconcave function f(x,y) = 22 + 3sin? z sin® y —

4y? — 10 sin? y ; (b) Convergence of SGDA and AGDA; (c) Convergence of stochastic SGDA and
stochastic AGDA; (d) Trajectories of four algorithms
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Figure 2: Consider f(z,y) = log (1 + e*) + 3zy — log (1 + e¥): (a) Convergence of AGDA and
SGDA with the stepsize 7 = 0.01; (b) Trajectories of two algorithms with 7 = 0.01; (c) Convergence
of AGDA and SGDA with stepsize 7 = 0.025; (d) Trajectories of two algorithms with 7 = 0.025;
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stepsizes converge to the global Nash equilibrium (see Figure 1). These facts naturally raise a
question: Is there a general condition under which GDA algorithms converge to the global optima?

Furthermore, the use of variance reduction techniques has played a prominent role in improving
the convergence over stochastic or batch algorithms for both convex and nonconvex minimization
problems [27, 52, 53, 58]. However, when it comes to the minimax problems, there are limited
results, except under convex-concave setting [49, 15]. This leads to another open question: Can we
improve GDA algorithms for nonconvex-nonconcave minimax problems?

1.1 Our contributions

In this paper, we address these two questions and specifically focus on the alternating gradient descent
ascent, namely AGDA. This is due to several considerations. First of all, using alternating updates of
GDA is more stable than simultaneous updates [22, 2] and often converges faster in practice. Note
that for a convex-concave matrix game, SGDA may diverge while AGDA is proven to always have
bounded iterates [22]. See Figure 2 for a simple illustration. Secondly, AGDA is widely used for
training GANs and other minimax problems in practice; see e.g., [33, 41]. Yet there is a lack of
discussion on the convergence of AGDA for general minimax problems in the literature, even for
the favorable strongly-convex-strongly-concave setting. Alternating updating schemes are perceived
more challenging to analyze than simultaneous updates; the latter treats two variables equally and
has been extensively studied in vast literature of variational inequality. Our main contributions are
summarized as follows.

Two-sided PL condition.  First, we identity a general condition that relaxes the convex-concavity
requirement of the objective function while still guaranteeing global convergence of AGDA and
stochastic AGDA (Stoc-AGDA). We call this the two-sided PL condition, which requires that
both players’ utility functions satisfy Polyak-Lojasiewicz (PL) inequality [50]. The two-sided PL
condition is very general and is satisfied by many important classes of functions: (a) all strongly-
convex-strongly-concave functions; (b) all PL-strongly-concave function (discussed in [24]) and (c¢)
many nonconvex-nonconcave objectives. Such conditions also hold true for various applications,
including robust least square, generative adversarial imitation learning for linear quadratic regulator
(LQR) dynamics [5], zero-sum linear quadratic game [63], and potentially many others in adversarial
learning [14], robust phase retrieval [55, 64], robust control [18], and etc. We first investigate the
landscape of objectives under the two-sided PL condition. In particular, we show that three notions
of optimality: saddle point, minimax point, and stationary point are equivalent.



Global convergence of AGDA. We show that under the two-sided PL condition, AGDA with
proper constant stepsizes converges globally to a saddle point at a linear rate of O(1 — x~3)?, while
Stoc-AGDA with proper diminishing stepsizes converges to a saddle point at a sublinear rate of
O(k®/t), where £ is the underlying condition number. To the best of our knowledge, this is the
first result on the global convergence of a class of nonconvex-nonconvex problems. In contrast,
most previous work deals with nonconvex-concave problems and obtains convergence to stationary
points. On the other hand, because all strongly-convex-strongly-concave and PL-strongly-concave
functions naturally satisfy the two-sided PL condition, our analysis fills the theoretical gap with the
first convergence results of AGDA under these settings.

Variance reduced algorithm. For minimax problems with the finite-sum structure, we introduce
a variance-reduced AGDA algorithm (VR-AGDA) that leverages the idea of stochastic variance
reduced gradient (SVRG) [27, 52] with the alternating updates. We prove that VR-AGDA achieves
the complexity of O ((n 4+ n?/3x%) log(1/€)), which improves over the O (nx?® log 1) complexity of
AGDA and the O (k” /€) complexity of Stoc-AGDA when applied to finite-sum minimax problems.
Our numerical experiments further demonstrate that VR-AGDA performs significantly better than
AGDA and Stoc-AGDA, especially for problems with large condition numbers. To our best knowl-
edge, this is the first work to provide a variance-reduced algorithm and theoretical guarantees in the
nonconvex-nonconcave regime of minimax optimization. In contrast, most previous variance-reduced
algorithms require full or partial strong convexity and only apply to simultaneous updates.

Nonconvex-PL games. Lastly, as a side contribution, we show that for a broader class of
nonconvex-nonconcave problems under only one-sided PL condition, AGDA converges to a e-
stationary point within O(e~2) iterations, thus is optimal among all first-order algorithms. Our result
shaves off a logarithmic factor of the best-known rate achieved by the multi-step GDA algorithm [47].
This directly implies the same convergence rate on nonconvex-strongly-concave objectives, and to
our best knowledge, we are the first to show the convergence of AGDA on this class of functions.
Due to page limitation, we defer this result to Appendix ??.

1.2 Related work

Nonconvex minimax problems. There has been a recent surge in research on solving minimax
optimization beyond the convex-concave regime [54, 8, 51, 56, 30, 47, 1, 32, 3, 48], but they differ
from our work from various perspectives. Most of these work focus on the nonconvex-concave regime
and aim for convergence to stationary points of minimax problems [8, 54, 31, 56]. Algorithms in
these work require solving the inner maximization or some sub-problems with high accuracy, which
are different from AGDA. Lin et al. [30] proposed an inexact proximal point method to find an e-
stationary point for a class of weakly-convex-weakly-concave minimax problems. Their convergence
result relies on assuming the existence of a solution to the corresponding Minty variational inequality,
which is hard to verify. Abernethy et al. [1] showed the linear convergence of a second-order iterative
algorithm, called Hamiltonian gradient descent, for a subclass of "sufficiently bilinear" functions. Very
recently, Xu et al. [60] and Bot and Bohm [4] anslyze AGDA in nonconvex-(strongly-)concave setting.
There is also a line of work in understanding the dynamics in minimax games [39, 20, 19, 21, 12, 25].

Variance-reduced minimax optimization. Palaniappan and Bach [49], Luo et al. [34], Chav-
darova et al. [7] provided linear-convergent algorithms for strongly-convex-strongly-concave objec-
tives, based on simultaneous updates. Du and Hu [15] extended the result to convex-strongly-concave
objectives with full-rank coupling bilinear term. In contrast, we are dealing with a much broader
class of objectives that are possibly nonconvex-nonconcave. We point out that Luo et al. [35] and
Xu et al. [59] recently introduced variance-reduced algorithms for finding the stationary point of
nonconvex-strongly-concave problems, which is again different from our setting.

2 Global optima and two-sided PL condition

Throughout this paper, we assume that the function f(z,y) in (1) is continuously differentiable and
has Lipschitz gradient. Here || - || is used to denote the Euclidean norm.

Assumption 1 (Lipschitz gradient). There exists a positive constant I > 0 such that
max{[|Vy f (z1,51) = Vyf (@2,92)[, [Vaf (21,91) = Vo f (22, 92) |1} < |21 — 22+ [ly2 — v2ll],



holds for all x1,x5 € R, Y1, Y2 € R4z,

We now define three notions of optimality for minimax problems. The most direct notion of optimality
is global minimax point, at which 2* is an optimal solution to the function g(z) := max, f(z,y)
and y* is an optimal solution to max,, f(z*,y). In the two-player zero-sum game, the notion of
saddle point is also widely used [57, 44]. For a saddle point (z*,y*), x* is an optimal solution to
min, f(z,y*) and y* is an optimal solution to max, f(z*,y).

Definition 1 (Global optima).

1. (z*,y*) is a global minimax point, if for any (x,y) : f(z*,y) < f(z*,y*) < max, f(z,y).
2. (z*,y*) is a saddle point, if for any (z,y) : f(z*,y) < f(z*,y") < f(z,y").
3. (x*,y*) is a stationary point, if : V. f(z*,y*) = V, f(z*,y*) = 0.

For general nonconvex-nonconcave minimax problems, these three notions of optimality are not
necessarily equivalent. A stationary point may not be a saddle point or a global minimax point; a
global minimax point may not be a saddle point or a stationary point. Note that for minimax problems,
a saddle point or a global minimax point may not always exist. However, since our goal in this paper
is to find global optima, in the remainder of the paper, we assume that a saddle point always exists.

Assumption 2 (Existence of saddle point). The objective function f has at least one saddle point.
We also assume that for any fixed y, mingcpa, f(x,y) has a nonempty solution set and a optimal
value, and for any fixed x, max,cga, f (z,y) has a nonempty solution set and a finite optimal value.

For unconstrained minimization problems: min, g~ f (), Polyak [50] proposed Polyak-Eojasiewicz
(PL) condition, which is sufficient to show global linear convergence for gradient descent without
assuming convexity. Specifically, a function f(-) satisfies PL condition if it has a nonempty solution
set and a finite optimal value f*, and there exists some x> 0 such that |V f(z)|? > 2u(f(x) —
f*),Vx. As discussed in Karimi et al. [28], PL condition is weaker, or not stronger, than other
well-known conditions that guarantee linear convergence for gradient descent, such as error bounds
(EB) [36], weak strong convexity (WSC) [45] and restricted secant inequality (RSI) [61].

We introduce a straightforward generalization of the PL condition to the minimax problem: function
f(z,y) satisfies the PL condition with constant ;7 with respect to z, and - f satisfies PL condition
with constant o with respect to y. We formally state this in the following definition.

Definition 2 (Two-sided PL condition). A continuously differentiable function f(x,y) satisfies the
two-sided PL condition if there exist constants ji1, o > 0 such that: ¥z, vy,

Hvzf(‘r’y)||2 2 2#1[f(x7y) - Hliinf(xvy)]v ||vyf(1'7y)”2 Z 2ug[m5xf(x,y) - f(xvy)}

The two-sided PL condition does not imply convexity-concavity, and it is a much weaker condition
than strong-convexity-strong-concavity. In Lemma 2.1, we show that three notions of optimality are
equivalent under the two-sided PL condition. Note that they may not be unique.

Lemma 2.1. If the objective function f(x,y) satisfies the two-sided PL condition, then the following
holds true:
(saddle point) < (global minimax) < (stationary point).

Below we give some examples that satisfy this condition.

Example 1. The nonconvex-nonconcave function in the introduction, f(x,y) = x%+3 sin? z sin? y—
4y? — 10sin? y satisfies the two-sided PL condition with 1 = 1/16, ug = 1/11 (see Appendix ??).

Example 2. f(z,y) = F(Axz, By), where F(-,-) is strongly-convex-strongly-concave and A and B
are arbitrary matrices, satisfies the two-sided PL condition.

Example 3. The generative adversarial imitation learning for LOR can be formulated as
ming maxg m(K, ), where m is strongly-concave in terms of 0 and satisfies PL condition in
terms of K (see [5] for more details), thus satisfying the two-sided PL condition.

Example 4. In a zero-sum linear quadratic (LQ) game, the system dynamics are characterized
by 111 = Az, + Buy + Cuy, where x4 is the system state and u;, vy are the control inputs from
two-players. After parameterizing the policies of two players by v, = —Kx,; and vy = —Lux, the



value function is C(K,L) = E,,.p {Zio [x:Q:vt + (Kz;)" R* (Kxy) — (Lay) | RY (Lmt)} }
where D is the distribution of the initial state xq (see [63] for more details). Player I (player 2)
wants to minimize (maximize) C (K, L), and the game is formulated as ming maxy, C(K, L). Fixing
L(or K), C(-,L) (or —C(K,-)) becomes an objective of an LOR problem, and therefore satisfies
the PL condition [18] when argmin i C (K, L) and argmax; C (K, L) are well-defined.

The two-sided PL condition includes rich classes of functions, including: (a) all strongly-convex-
strongly-concave functions; (b) some convex-concave functions (e.g., Example 2); (c) some
nonconvex-strongly-concave functions (e.g., Example 3); (d) some nonconvex-nonconcave functions
(e.g., Example 1 and 4). Under the two-sided PL condition, the function g(z) := max, f(z,y)
satisfies PL condition with 1; (see Appendix ??). Moreover, it holds that g is also L-smooth with
L := [+1?/us [47]. Finally, we denote p = min(uy, p12) and k = ﬁ, which represents the condition
number of the problem.

3 Global convergence of AGDA and Stoc-AGDA

In this section, we establish the convergence rate of the stochastic alternating gradient descent ascent
(Stoc-AGDA) algorithm, which we present in Algorithm 1, under the two-sided PL condition. Stoc-
AGDA updates variables = and y sequentially using stochastic gradient descent/ascent steps. Here
we make standard assumptions about stochastic gradients G, (z,y,£) and G (z,y, &).

Assumption 3 (Bounded variance). G,(z,y,§) and Gy(x,y, &) are unbiased stochastic estimators
of Vuf(z,y) and V, f(x,y) and have variances bounded by o > 0.

Algorithm 1 Stoc-AGDA
1: Input: (z0,yo), stepsizes {71}; > 0, {ri}; >0
2: forallt=0,1,2,... do
3:  Draw two i.i.d. samples &1, &0 ~ P(€)
T ks (CTI CIR T
5
6

Yir1 < Yt + TGy (Tit1, Ur, o)
: end for

Note that Stoc-AGDA with constant stepsizes (i.e., 7 = 71 and 75 = 72) and noiseless stochastic
gradient (i.e., 02 = 0) reduces to AGDA:

Tt41

Ty — Tlvwf(xtayt)v (2)
Yt+1

Y + 12V (g1, ye)-

We measure the inaccuracy of (z, y;) through the potential function
Pt = at‘l‘)\'bt, (3)

where a; = Elg(x) — ¢*],b¢ = E[g(at) — f(z¢,y:)] and the balance parameter A > 0 will be
specified later in the theorems. Recall that g(x) := max, f(x,y) and ¢* = min, g(x). This metric
is driven by the definition of minimax point, because g(x) — ¢* and g(z) — f(z, y) are non-negative
for any (z,y), and both equal to 0 if and only if (x, y) is a minimax point.

Stoc-AGDA with constant stepsizes We first consider Stoc-AGDA with constant stepsizes. We
show that {(z:, y+) }+ will converge linearly to a neighbourhood of the optimal set.

Theorem 3.1. Suppose Assumptions 1, 2, 3 hold and f(x,y) satisfies the two-sided PL condition with
w57

w1 and pa. Define Py := a; + %Obt. If we run Algorithm 1 with 7'2t =719 < % and 'rf =7 < 7,

1
P, <(1- 5#171)17’0 + 6, 4

1—po7e) (L4 7 +1m2+10L77 o2

_
where § = e

Remark 1. In the theorem above, we choose 11 smaller than 1o, 71 /T2 < u3/(181%), because
our potential function is not symmetric about x and y. Another reason is because we want y;



to approach y*(x;) € argmax, f(x¢,y) faster so that N, f(x¢,y4) is a better approximation for
Vyg(x) (Vg(r) = Vi f(z,y*(x)), see Nouiehed et al. [47]). Indeed, it is common to use different
learning rates for x and y in GDA algorithms for nonconvex minimax problems, see e.g., Jin et al.
[26] and Lin et al. [31]. Note that the ratio between these two learning rates is quite crucial here.
We also observe empirically when the same learning rate is used, even if small, the algorithm may
not converge to saddle points.

Remark 2. Whent — oo, P; — 0. If 71 — 0 and 73 /11 — 0, the error term & will go to 0. When
using smaller stepsizes, the algorithm reaches a smaller neighbour of the saddle point yet at the cost
of a slower rate, as the contraction factor also deteriorates.

Linear convergence of AGDA  Setting o2 = 0, it follows immediately from the previous theorem
that AGDA converges linearly under the two-sided PL condition. Moreover, we have the following:

Theorem 3.2. Suppose Assumptions 1, 2 hold and f(x,y) satisfies the two-sided PL condition with
2
w1 and ps. Define Py := a; + 1—101),5. If we run AGDA with 11 = 1’{;% and 79 = % then

AN
P, < (1 _ ’316’;32) Pp. (5)
Furthermore, {(x¢, yi) }+ converges to some saddle point (x*,y*), and
.2 .2 AN
t— t— < - 05
e — " P + e~ 7 <o (1 B2 ©

where « is a constant depending on 11, fio and .

The above theorem implies that the limit point of {(z;, y:)}+ is a saddle point and the distance to
the saddle point decreases in the order of O ((1 — m_?’)t). Note that in the special case when the
objective is strongly-convex-strongly-concave, it is known that SGDA (GDA with simultaneous
updates) achieves an O(x? log(1/¢)) iteration complexity (see, e.g., Facchinei and Pang [17]) and this
can be further improved to match the lower complexity bound O(x log(1/€)) [62] by extragradient
methods [29] or Nesterov’s dual extrapolation [46]. However, these results heavily rely on the strong
monotonicity of the corresponding variational inequality, which does not apply here. Our analysis
technique is totally different. Since the general two-sided PL condition contains a much broader
class of functions, we do not expect to achieve the same dependency on «, especially for a simple
algorithm like AGDA. Note that even the multi-step GDA in [47] results in the same x® dependency,
but without linear convergence rate. Hence, our conjecture is that the 3 dependency of AGDA can
not be improved without modifying the algorithm. We leave this investigation for future work.

Stoc-AGDA with diminishing stepsizes While Stoc-AGDA with constant stepsizes only converges
linearly to a neighbourhood of the saddle point, Stoc-AGDA with diminishing stepsizes converges to
the saddle point but at a sublinear rate O(1/t).

Theorem 3.3. Suppose Assumptions 1, 2, 3 hold and f(x,y) satisfies the two-sided PL condition with

w1 and po. Define Py = a; + %bt. If we run algorithm 1 with stepsizes 71 = % and 75 = ué?fft)
for some 3> 2/uy and vy > 0 such that 7{ < min{1/L, u3/181%}, then we have
v (L +1)B% + 18%1°58% /3 + 10LB?| o
P< -2 wherev = { P, } 7
'S where v := max { vPy 1078 — 20 (7

Remark 3. Note the rate is affected by v, and the first term in the definition of v is controlled by
the initial point. In practice, we can find a good initial point by running Stoc-AGDA with constant
stepsizes so that only the second term in the definition of v matters. Then by choosing 3 = 3/ 1, we

havev = O ( 15‘724) Thus, the convergence rate of Stoc-AGDA is O (“5‘;2>.

HTns w

4 Stochastic variance-reduced AGDA algorithm

In this section, we study the minimax problem with the finite-sum structure: min, max, f(z,y) =
% Z?:1 fi(x,y), which arises ubiquitously in machine learning. We are especially interested in the



Algorithm 2 VR-AGDA
1: input: (Zo, go), stepsizes 7, 7o, iteration numbers N, T'
2: forallk =0,1,2,...do
3: forallt=0,1,2,.. T —1do

4: Te0 = Tty  Yi,0 = Yts

5 compute fo(i’ty Ut) = % 2?21 Vacfi(i‘ty 7¢) and Vyf(fty Ut) = % Z?:l Vyfi(;it, t)
6: forallj =0to N —1do

7: sample i.i.d. indices 4}, % uniformly from [r]

8: Tt j+1 = Ttj — T1 [foi} ($t,j7 yt,j) - waijl. (T4, §¢) + Vo f (Tt, Ut)]

9: Yriv1r = Y +72[Vyf (@i, yes) — Vol (T 90) + Vo f (T, 00)]

10: end for

11: Ter1 = TeN, Ui+l = Ye,N

12:  end for

13:  choose (z*, y*) from {{(z¢ ;, ytyj)}év:*ol 2! uniformly at random
14 @g=ak go=y"
15: end for

case when n is large. We assume the overall objective function f(x,y) satisfies the two-sided PL
condition with w1 and ps, but do not assume each f; to satisfy the two-sided PL condition. Instead of
Assumption 1, we assume each component f; has Lipschitz gradients.

Assumption 4. Each f; has I-Lipschitz gradients.

If we run AGDA with full gradients to solve the finite-sum minimax problem, the total complexity for
finding an e-optimal solution is O(n#?log(1/€)) by Theorem 3.2. Despite the linear convergence,
the per-iteration cost is high and the complexity can be huge when the number of components n
and condition number « are large. Instead, if we run Stoc-AGDA, this leads to the total complexity

H2€

@) ("‘5‘72 ) by Remark 3, which has worse dependence on e.

Motivated by the recent success of stochastic variance reduced gradient (SVRG) technique [27,
52, 49], we introduce the VR-AGDA algorithm (presented in Algorithm 2), that combines AGDA
with SVRG so that the linear convergence is preserved while improving the dependency on n and
k. VR-AGDA can be viewed as the applying SVRG to AGDA with restarting: at every epoch k,
we restart the SVRG subroutine by initializing it with (z*, 3*), which is randomly selected from
previous SVRG subroutine. This is partly inspired by the GD-SVRG algorithm for minimizing PL
functions [52]. Notice when 7' = 1, VR-AGDA reduces to a double-loop algorithm which is similar
to the SVRG for saddle point problems proposed by Palaniappan and Bach [49], except for several
notable differences: (i) we are using the alternating updates rather than simultaneous updates, (ii)
as a result, we require to sample two independent indices rather than one at each iteration, and (iii)
most importantly, we are dealing with possibly nonconvex-nonconcave objectives that satisfy the
two-sided PL condition. The following two theorems capture the convergence of VR-AGDA under
different parameter setups.

Theorem 4.1. Suppose Assumptions 2 and 4 hold and f(x,y) satisfies the two-sided PL condition
with puy and po. Define Py, = a + 5sb*, where a* = E[g(2*) — ¢*] and b* = E[g(a*) — f(z*, y")].
If we run VR-AGDA with 7, = 3/(28k81), 72 = B/(1k%), N = |aB~2/3k°(2 + 48'/2k73) " | and
T =1, where ., 8 are constants irrelevant to l,n, i1, f2, then P11 < %Pk. This implies complexity
of

O((n+ 1% log(1/¢))

total for VR-AGDA to achieve an e-optimal solution.

Theorem 4.2. Under the same assumptions as Theorem 4.1 , if we run VR-AGDA with 7 =
B/(28K2In2/3), 7 = B/(In*/3), N = |af~2/3n(2 + 48" 2n=1/3)" |, and T = [w*n~1/3],
where ., B are constants irrelevant to l,n, ji1, o, then P41 < %Pk. This implies complexity of

O((n+ n?/3K3) log(1/e))

Jor VR-AGDA to achieve an e-optimal solution.
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Figure 4: AGDA and VR-AGDA on generative adversarial learning for LQR

Remark 4. Theorems 4.1 and 4.2 are different in their choices of stepsizes and iteration numbers,
which gives rise to different complexities. VR-AGDA with the second setting has a lower complexity
than the first setting in the regime n < rk°, but the first setting allows for a simpler double-loop
algorithm with T' = 1. The two theorems imply that VR-AGDA always improves over AGDA. To the
best of our knowledge, this is also the first theoretical analysis of variance-reduced algorithms with
alternating updating rules for minimax optimization.

5 Numerical experiments

We present experiments on two applications: robust least square and imitation learning for LQR. We
mainly focus on the comparison between AGDA, Stoc-AGDA, and VR-AGDA, which are the only
algorithms with known theoretical guarantees. Because of their simplicity, only few hyperparameters
are induced and are tuned based on grid search.

5.1 Robust least square

We consider the least square problems with coefficient matrix A € R™*" and noisy vector yo € R”
subject to bounded deterministic perturbation 6. Robust least square (RLS) minimizes the worst
case residual, and can be formulated as [16]: min, maxs.s<, || Az — y||>, where § = yo — y. We
consider RLS with soft constraint:

ming max, F(z,y) := [|Az = yl3, — Aly — voll3,, (®)

where we adopt the general M-(semi-)norm in: ||z||2, = T Mz and M is positive semi-definite.
F(z,y) satisfies the two-sided PL condition when A > 1, because it can be written as the composition
of a strongly-convex-strongly-concave function and an affine function (Example 2). However, F'(z, y)
is not strongly convex about x, and when M is not full-rank, it is not strongly concave about y.

Datasets. We use three datasets in the experiments, and two of them are generated in the same way as
in Du and Hu [15]. We generate the first dataset with n = 1000 and m = 500 by sampling rows of A
from a Gaussian (0, I,,) distribution and setting yo = Az* + € with z* from Gaussian NV (0, 1) and
€ from Gaussian A(0,0.01). We set M = I,, and A = 3. The second dataset is the rescaled aquatic
toxicity dataset by Cassotti et al. [6], which uses 8 molecular descriptors of 546 chemicals to predict
quantitative acute aquatic toxicity towards Daphnia Magna. We use M = I and \ = 2 for this dataset.
The third dataset is generated with A € R1900%500 from Gaussian NV(0, %) where X; ; = 2~ 1¢=71/10,
M being rank-deficit with positive eigenvalues sampled from [0.2,1.8] and A = 1.5. These three
datasets represent cases with low, median, and high condition numbers, respectively.



Evaluation. We compare four algorithms: AGDA, Stoc-AGDA, VR-AGDA and extragradient (EG)
with fine-tuned stepsizes. For Stoc-AGDA, we choose constant stepsizes to form a fair comparison
with the other two. We report the potential function value, i.e., P; described in our theorems, and
distance to the limit point ||(x¢,y:) — (z*,y*)||>. These errors are plotted against the number of
gradient evaluations normalized by n (i.e., number of full gradients). Results are reported in Figure
3. We observe that VR-AGDA and AGDA both exhibit linear convergence, and the speedup of
VR-AGDA is fairly significant when the condition number is large, whereas Stoc-AGDA progresses
fast at the beginning and stagnates later on. These numerical results clearly validate our theoretical
findings. EG performs poorly in this example.

5.2 Generative adversarial imitation learning for LQR

The optimal control problem for LQR can be formulated as [18]:

o0
minimize Eg ~p E x?th + u;rRut such that ;41 = Axy + Bug, up = me(xy),
Tt
t=0

where z; € R%is astate, u; € R” is a control, D is the distribution of initial state x¢, and 7; is a policy.
It is known that the optimal policy is linear: u; = — K *z;, where K* € R¥*?_If we parametrize
the policy in the linear form, u; = —Kx;, the problem can be written as: ming C(K;Q, R) :=
Euonn [Cpeo (2f Qa4+ (Kzy) T R(K2,))| where the trajectory is induced by LQR dynamics and
policy K. In generative adversarial imitation learning for LQR, the trajectories induced by an expert
policy K g are observed and part of the goal is to learn the cost function parameters () and R from
the expert. This can be formulated as a minimax problem [5]:

min  max {m(K, Q.R) = C(K:Q,R) — C(Kg:Q, R) — ®(Q, R)},

K (Q,R)e©
where © = {(Q,R) : agl < Q <X Bgl,arl = R < BrlI} and ® is a strongly-convex regularizer.
We sample n initial points z(()l), xé2), e xé") from D and approximate C'(K; @, R) by sample average
Co(K3Q,R) = 1 307 [0 (2 Que +uf Rug)], . We then consider:
—%0
min max {m,(K,Q,R):=C,(K;Q,R) — C,,(Kg;Q,R) — ®(Q,R)}. 9)
K (Q,R)€©

Note that m,, satisfies the PL condition in terms of K [18], and m,, is strongly-concave in terms of
(@, R), so the function satisfies the two-sided PL condition.

In our experiment, we use ®(Q, R) = A(||Q — Q|*> + ||[R — R||?) for some @, R and A = 1.
We generate a dataset with different n and k: (1) d = 3,k = 2; 2) d = 20,k = 10; 3) d =
30, k = 20. The initial distribution D is N (0, I;) and we sample n = 100 initial points. The exact
gradients can be computed based on the compact forms established in Fazel et al. [18], Cai et al. [5].
We compare AGDA and VR-AGDA under fine-tuned stepsizes, and track their errors in terms of
| K: — K*||* 4 ||Q: — Q*||% + || Rt — R*||%. The result is reported in Figure 4, which again indicates
that VR-AGDA significantly outperforms AGDA.

6 Conclusion

In this paper, we identify a subclass of nonconvex-nonconcave minimax problems, represented by
the so-called two-side PL condition, for which AGDA and Stoc-AGDA can converge to global
saddle points. We also propose the first linearly-convergent variance-reduced AGDA algorithm
that is provably faster than AGDA, for this subclass of minimax problems . We hope this work
can shed some light on the understanding of nonconvex-nonconcave minimax optimization: (1)
different learning rates for two players are essential in GDA algorithms with alternating updates; (2)
convexity-concavity is not a watershed to guarantee global convergence of GDA algorithms.
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Broader Impact

With the boom of neural networks in every corner of machine learning, the understanding of noncon-
vex optimization, especially minimax optimization, becomes increasingly important. On one hand,
the surge of interest in generative adversarial networks (GAN) has brought revolutionary success in
many practical applications such as face synthesis , text-to-image synthesis, text generation. On the
other hand, even for the simplest algorithm such as gradient descent ascent (GDA), although widely
adopted by practitioners and researchers in the filed, lack theoretical understanding. It is imperative
to develop a strong fundamental understanding of the success of these simple algorithms in the
nonconvex regime, both to expand the usability of the methods and to accelerate future deployment
in a principled and interpretable manner.

Theory. This paper takes an initial and substantial step towards the understanding of nonconvex-
nonconcave min-max optimization problems with "hidden convexity" as well as the convergence of
the simplest alternating GDA algorithm. Despite its popularity, this algorithm has not been carefully
analyzed even in the convex regime. The theory developed in this work helps explain when and why
GDA performs well, how to choose stepsizes, and how to improve GDA properly. These are obviously
basic yet important questions that need to be addressed in order to guide future development.

Applications. The downstream applications include but not limited to generative adversarial net-
works, the actor-critic game in reinforcement learning, robust machine learning and control, and other
applications in games and social economics. This work could potentially inspire more interest in
broadening the applicability of GDA in practice.
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