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Abstract

The communication bottleneck has been a critical
problem in large-scale distributed deep learning.
In this work, we study distributed SGD with ran-
dom block-wise sparsification as the gradient com-
pressor, which is ring-allreduce compatible and
highly computation-efficient but leads to inferior
performance. To tackle this important issue, we
improve the communication-efficient distributed
SGD from a novel aspect, that is, the trade-off
between the variance and second moment of the
gradient. With this motivation, we propose a new
detached error feedback (DEF) algorithm, which
shows better convergence bound than error feed-
back for non-convex problems. We also propose
DEF-A to accelerate the generalization of DEF at
the early stages of the training, which shows better
generalization bounds than DEF. Furthermore, we
establish the connection between communication-
efficient distributed SGD and SGD with iterate
averaging (SGD-IA) for the first time. Extensive
deep learning experiments show significant empir-
ical improvement of the proposed methods under
various settings.

1. Introduction

Deep learning models are hard to train due to the heavy com-
putation complexity and long training iterations. Therefore,
distributed deep learning with multiple workers (GPUs) has
become a prevalent practice to parallelize and accelerate the
training for large-scale tasks, where the model and dataset
sizes continue to grow nowadays (Simonyan & Zisserman,
2014; He et al., 2016; Deng et al., 2009).

Nevertheless, synchronous distributed training have diffi-
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culty in scaling up the number of workers for large deep
learning models, as the gradient in each worker to be com-
municated per iteration is of the same dimension as the
model size. It is also known as the communication bottle-
neck. Besides, it incurs imbalanced communication traffic
in the parameter-server (Li et al., 2014a;b; 2013) architec-
ture, where the server suffers from much larger communi-
cation burden than workers. To address the communication
bottleneck issue, there have been numerous lines of works
including asynchronous execution (Dean et al., 2012), gra-
dient compression (Bernstein et al., 2018a;b; Wen et al.,
2017; Alistarh et al., 2017; Aji & Heafield, 2017; Alistarh
et al., 2018; Strom, 2015; Lin et al., 2018; Gao et al., 2021),
communication scheduling (George & Gurram, 2020), in-
frequent communication (Stich, 2018), delayed gradient (Li
etal., 2018; Zhu et al., 2021), decentralized training (Lian
et al., 2017; Koloskova et al., 2019; Tang et al., 2018; Ass-
ran et al., 2019; Koloskova et al., 2019), model parallelism
(Huang et al., 2019; Xu et al., 2020), etc.

In this work, we focus on synchronous distributed SGD with
gradient compression, or more specifically, random block-
wise gradient sparsification (RBGS) (Vogels et al., 2019; Xie
et al., 2020). The most popular gradient sparsifier is proba-
bly the Top-/C gradient sparsification (Alistarh et al., 2018;
Lin et al., 2018), where each worker selects the largest K
gradient components according to the absolute value as the
sparsified gradient. However, Top-/C has several drawbacks:
1) it requires extra communication overheads to communi-
cate the gradient indices, 2) it is applied in parameter-server
architecture but not ring-allreduce compatible, and most
of all, 3) its computation overheads O(K log, d) for model
6 € R? may even outweigh its communication benefits
(Song et al., 2021; Xie et al., 2020; Sahu et al., 2021) as
it is efficient only for a small X for optimized implemen-
tations on GPU (Shanbhag et al., 2018). While in RBGS,
we randomly sample a block of gradient as the sparsified
gradient for communication among workers. To ensure the
consistency of the sampling process, each worker will be
pre-assigned the same random seed. In comparison to Top-
K, RBGS is highly computation-efficient (O(1)) as we only
need to uniformly and randomly sample one starting index
of the gradient block. RBGS is also ring-allreduce compati-
ble. However, RBGS results in inferior model performance
in that its sparsified gradient usually does not include as
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many significant gradient components as Top-/C, leading to
large compression error.

To address this important problem, we propose a novel de-
tached error feedback method (DEF), while the vanilla error
feedback (EF) method (Karimireddy et al., 2019; Zheng
et al., 2019) fails to address it. We summarize our major
contributions as follows.

* Our proposed DEF method is motivated by a novel insight
that a trade-off between the gradient variance and second
moment can improve the convergence bound related to
compression error.

* We propose DEF-A to accelerate the generalization during
the training with support from corresponding generaliza-
tion analysis. It potentially demystifies why compression
helps to improve the performance in some prior works
(Avdiukhin & Yaroslavtsev, 2021; Zhao et al., 2020; Bern-
stein et al., 2018a;b).

* We find that SGD with iterate averaging (SGD-IA)
(Polyak, 1990; Ruppert, 1988; Neu & Rosasco, 2018;
Wu et al., 2020) can be viewed as a special case of
communication-efficient distributed SGD for the first time.
Consequently, our generalization analysis of DEF-A ex-
tends to SGD-IA, providing potential theoretical explana-
tions for some other applications incorporating SGD-IA
(He et al., 2020; Izmailov et al., 2018; Huang et al., 2017).

» Extensive deep image classification experiments on
CIFAR-10/100 and ImageNet show significant improve-
ments of DEF(-A) over existing works with RBGS.

2. Related Works

To begin with, suppose the training dataset S = {&,}2_;
and we have the training objective function

N
Fs(0) = v 30 7(0:6) = Eeesf(6:6) (1)
n=1

to minimize, where 8 € R? denotes the model and f is the
loss function. From now on, we will omit the subscript in
E if the context is clear. For distributed SGD at iteration ¢,
each worker k randomly selects one data sample & ; € S
and computes the stochastic gradient g, ; = V f(6;; &k ).
Then all the workers communication to get the average
gradient g, = + Zszl gr.t» where K is the total number
of workers, and update the model via

041 = 0; —nge, 2

where 7 is the learning rate.

Compression. Gradient compression includes quantization
(Bernstein et al., 2018a;b; Wen et al., 2017; Alistarh et al.,

2017), which reduces the 32-bit gradient component to as
low as 1 bit (compression ratio < 32), and sparsification
(Aji & Heafield, 2017; Alistarh et al., 2018; Strom, 2015),
which reduces the number of gradient components for com-
munication. Let the compression function be C, then the
workers will communicate C(gx,¢) instead of gy ;. In gen-
eral, sparsification achieves flexible and higher compression
ratio than quantization. Besides Top-/C, random-/C (Elibol
et al., 2019; Stich et al., 2018) randomly selects /C gradient
components as the sparsified gradient. Dutta et al. (2020)
selects gradient components larger than a threshold and is
a variable-dimension compressor. Wangni et al. (2018);
Song et al. (2021) propose to select each gradient com-
ponent with a probability to keep the sparsified gradient
unbiased. In this work, we consider RBGS (Vogels et al.,
2019; Xie et al., 2020), which is most easy to implement,
highly computation-efficient, but challenging to retain the
model performance. Moreover, it is ring-allreduce compat-
ible for SOTA GPU communication backend library (e.g.,
NCCL), i.e.,

C(A1) +C(Ag) =C(A1 + Ag). 3)

Error Feedback. Error feedback (EF) (Karimireddy et al.,
2019; Tang et al., 2019) method maintains local compres-
sion error ey ; at worker k, adds it to the current gra-
dient before compression, and communicates to average
C(ngk,t + ex,t). The error is updated via

€kt+1 = Nkt +ert — C(grt + €rt) - €]

Zheng et al. (2019) extends EF to momentum SGD (Polyak,
1964). EF works well for Top-K sparsifier but poorly for
RBGS. Xie et al. (2020) proposes PSync to immediately
apply local error to each worker’s model for RBGS. How-
ever, we will show that PSync works better for Wide ResNet
(Zagoruyko & Komodakis, 2016) but has scalability issue
for other common model architectures. SAEF (Xu et al.,
2021) proposes to apply the local error before computing
gradient in the next iteration to accelerate the generalization
during training. Other EF variants includes EF21 (Richtarik
et al., 2021; Fatkhullin et al., 2021) which compresses the
gradient difference (Mishchenko et al., 2019) but is eval-
uated only on logistic regression problems, acceleration
for EF (Qian et al., 2021; Li et al., 2020), EF for variance
reduction (Tang et al., 2021), etc.

Generalization Analysis. The generalization analysis of
this work incorporates the uniform stability (Bousquet &
Elisseeff, 2002; Hardt et al., 2016) approach, focusing on the
inherent stability property of the learning algorithm. Bous-
quet & Elisseeff (2002) analyzes bagging methods. It is later
used to analyze the generalization property of SGD (Hardt
et al., 2016) and its momentum variants (Yan et al., 2018).
Kuzborskij & Lampert (2018) establishes a data-dependent
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Algorithm 1 Detached Error Feedback (DEF(-A)).

1: Input: training dataset S, number of iterations 7', num-
ber of workers K, learning rate 7, ring-allreduce com-
pressor C, coefficient A € [0, 1].

2: Initialize: model x¢o = yg, local compression error
er,0 = 0, worker k € [K].

3: fort=0,1,--- ,T—1do

4:  for worker k € [k] in parallel do

5: Randomly sample data &, ; from S.

6: Compute gi; = V f(zy — Neg; &k i) // detach
7: Dh,t = NGkt + Cht- // error feedback
8: ekt+1 = Dkt — C(Phyt)-

9: Ring-allreduce: C(p;) = C(% S PRt) =

% ZkK=1 C(pr,t)-

10: Update Tyl = Tt — C(pt)
11:  end for

12: end for

13: Output: yr = zp — e = xp — % Zszl ey, for
DEF and x7 for DEF-A.

notion of the stability to stress the distribution-dependent
risk of the initialization point and make the generalization
bounds more optimistic. Zhou et al. (2021) analyzes the
generalization of the Lookahead optimizer (Zhang et al.,
2019) with uniform stability.

As there are numerous works combining various techniques
(Basu et al., 2019), in this work, we focus on random block-
wise gradient sparsification (RBGS).

3. Detached Error Feedback

In this section, we described our proposed DEF method
(Algorithm 1) in detail. As RBGS is a very aggressive
compressor, the algorithm is crucial for better performance.

3.1. Motivation

In EF variants (Karimireddy et al., 2019; Zheng et al., 2019;
Xie et al., 2020) for practical large-scale distributed train-
ing of deep learning models, Assumptions 3.1 and 3.2 are
needed to bound the norm of the stochastic gradient

IVF(0;8)]2 < G = Vo> + M. S

Then G bounds the compression error

K

1

7 2 lletl3 = O(c* + M?) 6)
k=1

at iteration ¢. Though Assumption 3.2 often appears in re-
lated literature, it is usually regarded as a strong assumption
(Richtdrik et al., 2021) because M? could be much larger
than o2. Hereby, we propose a novel insight that if some

trade-off coefficient o can be introduced to transform the
compression error bound to a similar interpolation form as

M2

A="T3 2

(00)? + (1 - a) M) oM

M>o
o2+ M?2

o, (1)

then the bound O(o? + M?) can be reduced to O(a?) when
M — o0, i.e., Assumption 3.2 does not hold.

Assumption 3.1. (Bounded Variance) V6 € R<, the vari-
ance of the stochastic gradient satisfies Eccs||V f(6;€) —
VFEs(9)||3 < o2

Assumption 3.2. (Bounded Second Moment) V6 € R<, the
second moment of the full gradient satisfies |V Fs(0)]|3 <
M?2.

3.2. Algorithm

Assumption 3.3. (Ring-allreduce Compressor) VA1, Ay €
R, the compressor C satisfies C(A1) + C(Az) = C(A; +
Ao).

Firstly, the ring-allreduce communication architecture re-
quires that the compressor should satisfy Assumption 3.3
such that Algorithm 1 line 9 holds. RBGS satisfies this
assumption.

Secondly, DEF returns yr = xp — e by default because
we have

K
1
Yerl = Y¢ — NGt = Y — e ];gk,t- (8)

In particular, when K = 1 (single worker) and A = 1, {y;}
is identical to the SGD solution path. We note that averaging
er = % Zszl ey, only incurs a one-time communication
cost after the training concludes.

Then, a major difference of DEF and EF is that we evaluate
gradient at x; — Aey 4, a point detached from the point
x; to evaluate gradient as in EF. This step does not in-
cur any communication cost. From Eq. (8), our goal is
to make sure that the point to evaluate gradient gy ; is as
close to y; = x; — e as possible. For EF, the distance is
e = well3 = lleel3 < % D25-y ler.e[13. while for DEF,
the average distance to minimize regarding A becomes

1« 1 &
e DMz = Aewe —well3 = I D llee = Aerslls - )
k=1 k=1

(1) When X = A(k, 1), itis obvious that A" (k, £) = (%),
which is determined by the projection of e, onto ey, .. How-
ever, it is impractical to decide \*(k,t) for worker k at
iteration ¢ as e; is unknown (e; = % Zszl ex,+ needs extra

communication cost).
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(2) When A = A(t), we can derive \*(t) = llex 5

T % X llenell3”

which is still impractical due to unkown e;.

(3) Therefore, we will regard A as a tuned hyper-parameter,
invariant regarding k and ¢. Then it becomes minimizing
the sum of the errors EtT:_Ol Zle lle: — Aex ¢||3 which
will appear in the convergence bound of DEF, similar to the
suggestion in Sahu et al. (2021). Previously when A is
a function of ¢, it reduces to minimizing Eq. (9). In our
CIFAR-10 VGG-16 experiments with A = 0.3, we find that
the new distance is x 1.7 smaller than the distance in EF.

Relation to Motivation. Minimizing Eq. (9) is closely
related to the motivation since

llee — Aexell3 = | (nge—1 — Mgk t—1 +ei—1 — Aeg—1)
—_—

—C(Nge—1 — Mgrs1+er1 — e )2, (10)
N—————

where g1 — Agx,+—1 is affected by the gradient variance
and second moment trade-off via the choice of A. For ex-
ample, in extreme circumstances where o = 0, in expec-
tation, local errors on different workers are the same and
9t—1 — AGk,t—1 18 zero with A = 1.

Momentum Variant. It is easy to extend DEF to momen-
tum SGD variant. Let the momentum buffer on worker k be
my,0 = 0 and the momentum constant be . We only need
to substitute Algorithm 1 line 7 with

M t+1 = MMt + Gty Pkt = MMyt + €. (11)

DEF-A. Simply returning z7 can accelerate the general-
ization performance of DEF during training in that when
K=1X=1andC(A) =6A (0 <0 < 1), {y} reduces
to SGD and {x} reduces to a special case of SGD-IA (Iter-
ate Averaging, a combination of models in each iteration)
(Wu et al., 2020):

t
=10 yp+Y 01—y, (12)
P t'=1 P,

where Py+ P; +- - -4+ P, = 1. Note that for Polyak-Ruppert
IA (Polyak, 1990), Py = P, = --- = P, = t% While
for geomeric Polyak-Ruppert IA (Neu & Rosasco, 2018),
Py = ﬁ where 0 < 8 < 1 is some constant and
0 < ¢’ < t. However, this part is based on generalization
analysis instead of convergence analysis as for DEF. Hence
we leave the details of the general case in the next section.

4. Theoretical Analysis

In this section, we consider non-convex objective functions
as our target is the deep learning model. All detailed proof
can be found in the Appendix. Suppose that each &,, in the

training dataset S is i.i.d drawn from an unknown data dis-
tribution D and Fp(6) = E¢ep f(6;§). For generalization,
we are interested in how the model 6 4 s, which is trained
on S with a randomized algorithm A, generalizes on D by
measuring the well-known excess risk error €.

e=Exs[Fp(0as) —Eas[Fs(0s)]
=Eas[Fs(0as) — Fs(03)]
optimization error €qp (13)
+E4s[Fp(0as) — Fs(0a,s)]

generalization error €gen

Assumption 4.1. (L-Lipschitz Smooth) V6, 65 € RY, the
loss function satisfies

[Vf(01;8) = Vf(02;8)ll2 < L[|61 — Oaf]2.  (14)
It also implies that
[VE(61) = VF(62)]2 < L|[61 — b2[l2.  (15)

Assumption 4.2. (5-approximate Compressor) VA € R,
the compressor C satisfies

le(a) = Al < (1= d)[All3, (16)
where 0 < § < 1 is related to the compression ratio.

This assumption is widely used in communication-efficient
distributed SGD (Karimireddy et al., 2019; Zheng et al.,
2019; Xie et al., 2020). For RBGS, we can take an expecta-
tion over the random compression and ¢ will be identical to
the compression ratio.

4.1. Convergence Rate

In this section, we bound the gradient norm ||V F (0.4 s5)|13
for convergence rate analysis of the proposed DEF method.

Theorem 4.3. (Convergence Rate of DEF, Appendix A) Let
Assumptions 3.1, 3.2, 3.3, 4.1 and 4.2 hold. If n < ﬁ, we
have

=
T Z E(|VFs(y:)|3 <

AE[Fs(yo) — Fs(y*)] | 2nLo®
+
= nT K

AP L2 B 0? + (% — A)?0? +2(1 — N)2M?
(vV(1-0/2)/(1=0)-1)

a7

Remark 4.4. Suppose 0 4,s is randomly chosen from the se-

quence {y:}, ', n = O(\/ %) < Fp,and K = O(T'/?)

(i.e., T is large enough), we have E|VFs(04.5)][3 =

O(\/;—T +£) = O(\/11<7T) It matches the rate of SGD

with linear speedup regarding the number of workers K.
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Remark 4.5. The last term in Eq. (17) is determined by the
compression error. When §, o, M are of interest, we have

EVFEs(0as)]ll5 =

K710,2+(%7

e A)202 +2(1 — \)2M?

(V(1-6/2)/(1~6) - 1)
(1) When K = 1 (single worker) and A = 1, it vanishes,

which is better than EF (Karimireddy et al., 2019; Zheng
et al., 2019).

). a8)

(2) When o and M are of interest, following the motivation
in the previous section and ignoring other constant factors,
Eq. (18) becomes

K—-1 2(1 — +)202M?
o 2 o . 19
Rz PR Ve (1
1 2 2
when \ = % It further reduces to O(£=20?)

when M — oo (i.e. Assumption 3.2 does not hold). There-
fore, DEF is the first EF variant compressing gradient with-
out relying on the bound of the gradient second moment.

(3) When K is large and o and M are of interest, our bound
improves O(o? + M?) (Karimireddy et al., 2019; Zheng
etal., 2019; Xie et al., 2020) to

202M?

Oo—5——=)- 20

(0_2 + 2M2) ( )
Our empirical deep learning experiments suggest that 02 ~
0.3M?2, which means that our bound is about x5 smaller

ignoring other constant factors.

4.2. Generalization Rate

In this section, we consider non-convex objective functions
under PL condition, which establishes the relation between
the gradient norm and the optimization error €,y (Zhou et al.,
2021). We bound the excess risk error € = €qp; + €4ep, for the
generalization analysis of the proposed DEF(-A) method.

Polyak-FL.ojasiewicz (PL) Condition (Karimi et al., 2016).
Let 0* € mingcra Fis(0). The objective function Fis(6)
satisfies p-PL condition if V6 € R<, we have

2u[Fs(0) - Fs(0")] < [VEsO)[3. @D

Theorem 4.6. (Excess Risk Error of DEF(-A), Appendix B)
Let Assumptions 3.1, 3.2, 3.3, 4.1 and 4.2 hold. Suppose
n= t_%l where ¢ > 0 is some constant.

(1) The generalization error of DEF
€gen = O(T(l—%)LC/((l—%)LC-H)) ) (22)
(2) Suppose n < . The optimization error of DEF

4L

€ = O(T™%F 4+ T71). (23)

(3) For RBGS, the generalization error of DEF-A
Cqon = O(T(l—%)é%Lc/((l—%ﬁ%Lc+1)). (24)
(4) Suppose n < SiL. The optimization error of DEF-A

o = O(T™" 5 + 771+ (1/VI—5-1)"2). (25

Remark 4.7. When K = 1, Eq. (22) matches the result of
SGD in Hardt et al. (2016).

Remark 4.8. DEF-A has a better €ge, but a worse € than
DEF. Since € = €gen + €opt, DEF-A can achieve better
generalization rate than DEF via a trade-off between g
and eqp With a proper 4.

Remark 4.9. Theorem 4.6 provides a potential new theo-
retical insight for applications incorporating compression,
though some of them were not related to communication-
efficient distributed training. E.g., escaping saddle point
with compressed gradient (Avdiukhin & Yaroslavtsev,
2021), feature quantization to improve GAN training (Zhao
et al., 2020), SignSGD that empirically accelerates training
(Bernstein et al., 2018a;b), etc.

4.3. Extension to Iterate Averaging (IA)

As SGD and SGD-IA is a special case of DEF and DEF-A
respectively when K = 1, A = 1, and C(A) = A, we
immediately have the following Theorem 4.10.

Theorem 4.10. (Excess Risk Error of SGD(-1A), Appendix
C) Let Assumptions 3.1, 3.2, 3.3, 4.1 and 4.2 hold. Suppose
n= t—%l’ where ¢ > 0 is some constant.

(1) The generalization error of SGD
€gen = O(T(lfﬁ)Lc/((lfﬁ)Lchl)) ) (26)
(2) Suppose n < ﬁ. The optimization error of SGD
€ = O(T™5 4+ T71). (27)
(3) The generalization error of SGD-IA
€gen = O(T(l—%)éLc/((l—%)(SLc—H)). (28)
(4) Suppose n < 85%. The optimization error of SGD-IA
e =0T + T+ (1/VT=0-1)72). (29)

Remark 4.11. We have §3 in Eq. (24) but § in Eq. (28)
because E¢[C(A)] = 0A for RBGS but C(A) = 0A for
SGD-IA.

Remark 4.12. SGD-IA can achieve better generalization
rate than SGD with a proper §. Neu & Rosasco (2018); Wu
et al. (2020) theoretically only show that SGD-IA achieves
adjustable regularization for strongly-convex objective func-
tions, while SGD-IA applications such as averaging weights
(Izmailov et al., 2018) and ensemble of models during train-
ing with cyclic learning rate (Huang et al., 2017) only em-
pirically show better generalization than SGD.
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Figure 1. CIFAR-10 training curves of VGG-16. The compression ratio is 64 for the top row and 256 for the bottom row. EF is not plotted
when the compression ratio is 256 due to divergence. From the left to right column, we plot the test accuracy (%) v.s. the wall-clock time,
the test accuracy (%) v.s. training epochs, and the training loss v.s. training epochs respectively.

Table 1. The CIFAR-10 test accuracy (%) comparison of under various compression ratio settings with VGG-16.

Rato | SGD |  EF SAEF PSync |  DEF DEF-A
1] 93.76+0.14 | — — — | — —
16 | — | 93.04+0.13 93.15+0.04 93314021 | 93.61+0.04 93.66+ 0.10
64 | — | 9216 £0.06 91.88+0.14 91.79+0.17 | 93.75+0.12  93.61 + 0.07
256 | — | diverge  89.59+0.04 88704061 | 9345+0.11 93.33 +0.26
512 | — | diverge  87.83+0.36 8647 +0.14 | 93.24+0.08 93.25+0.18
1024 | — | diverge  8546+0.80 84274033 | 93.03+0.15 93.06 + 0.09

Remark 4.13. Compare with Theorem 4.6, we can see that
DEF-A generalizes better than SGD with a proper 9.

Remark 4.14. Theorem 4.10 provides a new theoretical
explanation for an important line of works in unsupervised

learning - momentum contrast (He et al., 2020). In He et al.

(2020), two sets of weights are maintained with a contrastive
loss. One is the “query” y; which is updated via SGD, and
the other is the “key” x; (x¢9 = yo) which is updated via

Ter1 = (1 = 6)x + 6yt . (30)

The success of momentum contrast is explained as a “slowly
progressing” key x; (He et al., 2020) without theoretical
guarantee. Interestingly, the above equation is identical to
Eq. (12), i.e. SGD-IA. Therefore, our results suggests that
the slowly progressing key z; may actually have stabler and
better generalization than the query ¥y, depending on J.

5. Experiments

In this section, we conduct empirical experiments on bench-
mark deep learning tasks following settings in (Karimireddy
et al., 2019; Zheng et al., 2019; Xie et al., 2020) to validate
the performance of the proposed detached error feedback
(DEF) method. We compare the following methods with
RBGS as the gradient compressor: (1) SGD, which is the
upper bound without gradient compression, (2) EF (Karim-
ireddy et al., 2019; Zheng et al., 2019), (3) SAEF (Xu et al.,
2021), (4) PSync (Xie et al., 2020), and (5) the proposed
DEF(-A), where A = 0.3 by default. We have also tested
EF21 (Richtarik et al., 2021; Fatkhullin et al., 2021) on our
deep learning tasks with RBGS, but it does not converge.

Settings. All experiments are implemented using PyTorch
and conducted on a cluster of machines connected by. Each
machine is equipped with 4 NVIDIA P40 GPUs and there
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Figure 2. ImageNet training curves of ResNet-50. The compression ratio is 64 for the top row and 256 for the bottom row. From the left
to right column, we plot the test accuracy (%) v.s. the wall-clock time, the test accuracy (%) v.s. training epochs, and the training loss v.s.

training epochs respectively.

Table 2. The ImageNet test accuracy (%) comparison under various compression ratio settings with ResNet-50.

Ratio | SGD | EF SAEF PSync | DEF DEF-A

17604 | — — — | = —

16 | — |7529(1075) 7583(L021) 75.63(L0.41) | 75.98 (] 0.06) 76.10 (1 0.06)
64 | — | 73.05(1299) 7465 139) 74.84(]120) | 76.16 (+0.12) 76.37 (0.33)
128 | — | 6380(122) 7426(1.78) 74.12(1.92) | 76.17 (+0.13) 76.14 (1 0.10)
256 | — | diverge 73.83 (1221) 73.02(}3.02) | 75.71 (1 0.33)  76.00 (J 0.04)
512 | — | diverge 73.00 (13.04)  72.60 (. 3.44) | 75.52 (1 0.52) 75.77 (1 0.27)
1024 | — | diverge 71.89 (1 4.15)  71.82 (1 4.22) | 75.64 (1 0.40) 7557 (} 0.47)

are 16 workers (GPUs) in total. We use NCCL as the back-
end of the PyTorch distributed package. The task-specific
settings are as follows.

CIFAR. We train VGG-16 (Simonyan & Zisserman, 2014),
ResNet-110 (He et al., 2016) and Wide ResNet (WRN-
28-10) (Zagoruyko & Komodakis, 2016) models CIFAR-
10/100 (Krizhevsky et al., 2009) image classification
task. We report the mean and standard deviation met-
rics over 3 runs. The base learning rate is tuned from
{-+-,0.1,0.05,0.01, - - - } and the batch size is 128. The
momentum constant is 0.9 and the weight decay is 5 x 1074,
The model is trained for 200 epochs with a learning rate
decay of 0.1 at epoch 100 and 150. Random cropping,
random flipping, and standardization are applied as data
augmentation techniques.

ImageNet. We train the ResNet-50 model on ImageNet
(Deng et al., 2009) image classification tasks. The model
is trained for 100 epochs with a learning rate decay of 0.1
at epoch 30, 60, and 90. The base learning rate is tuned
from {---,0.1,0.05,0.01,--- } and the batch size is 256.
The momentum constant is 0.9 and the weight decay is
1x10~*. Similar data augmentation techniques as in CIFAR
experiments are applied.

5.1. General Results

We plot the CIFAR-10 training curves of VGG-16 in Fig-
ure 1 and summarize the test numbers under various com-
pression ratio settings in Table 1. From the curves, DEF
achieves the best test acc and training loss among all the
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Figure 3. Accelerate the generalization with DEF-A. DEF-A sig-
nificantly improves the test accuracy before the second learning
rate decay compared with DEF.

communication-efficient methods. Compared with SGD,
DEEF achieves x3.6 and x4.0 speedup when the compres-
sion ratio is 64 and 256 respectively. For the test numbers in
the table, DEF and DEF-A achieve the best results, which
can be comparable to SGD for compression up to 256. When
the compression ratio is high, DEF(-A) can significantly im-
prove over the best counterpart by 8%. Overall, DEF and
DEF-A have similar final test performances. A significant
improvement of the training loss over the existing EF vari-
ants can be observed, validating our lower bound in the
convergence analysis of DEF.

The ImageNet training curves of ResNet-50 is shown in Fig-
ure 2 and the test numbers under various compression ratio
settings are summarized in Table 2. We can reach similar
conclusions as in CIFAR-10 experiments. Specifically, DEF
achieves x2.5 and x2.9 speedup compared with SGD when
the compression ratio is 64 and 256 respectively. For the test
numbers in the table, DEF and DEF-A can be comparable
to SGD for the compression ratio of 1024. For some smaller
compression ratios, we may even see a slight improvement
over SGD. When the compression ratio is high, DEF(-A)
can significantly improve the best counterpart by 4%.

For the concern of scalability, we also summarize the test
numbers of VGG-16, ResNet-110, and WRN-28-10 on
CIFAR-10/100 in Table 3 with 64 as the compression ratio.
DEF-A achieves lossless performance compared with SGD
and largely improves all the counterparts. We find that for
VGG-16 on CIFAR-100 and ResNet-110 on CIFAR-10/100,
DEF-A has a noticeable improvement over DEF. In particu-
lar, we find that PSync achieves closer performance to SGD
on WRN as reported in Xie et al. (2020), but is much worse

Table 3. The CIFAR-10/100 test accuracy (%) comparison for var-
ious model architectures. The compression ratio is 1 for SGD and

64 for the other methods.

Method |  VGG-16 ResNet-110  WRN-28-10
sGp | 9376+£0.14 94732006 9621 £0.07
/7250 £ 033 /7678 £0.29 /80.81 +0.12
92.16 + 0.06 . .
EF /68.87 + 021 diverge diverge

SAEF | 9188£0.14  9295+0.17  9533:+0.01
/67.004+0.07 /71.194+031 /79.04 4+ 0.01

PS 91.79 £ 0.17 9226 +0.04  95.44 4+ 0.13
YBC | 165.68 £0.16 /6921 +0.04 /79.60 +0.12
pEF | 9375£0.12 94344006  96.26 £ 0.05
/72.024+0.10 /7643 +0.12 /80.88 4+ 0.16

DEF.A | 93:61£0.07 9466007  96.24+0.12
A /72384007 /7698+021 /80954 0.16

Table 4. The CIFAR-10 test accuracy (%) of DEF/DEF-A for vari-
ous A with VGG-16. The compression ratio is 64.

Ao o 0.2 0.3
DEF | 92.83+0.19 93.45+006 93.75+0.12
DEF-A | 9278 £0.13 93.20+0.14 93.61 +0.07

x| 04 0.6 0.8
DEF | 9341+0.12 93.26+0.10 92.60 +0.19
DEF-A | 93414020 93.11+020 9259 +0.15

on VGG-16 and ResNet-110. Therefore, both the superior
performance and scalability of DEF(-A) are validated.

5.2. Accelerate Generalization

Here we empirically validate the theoretical generalization
analysis that DEF-A has a better generalization rate than
DEF. We plot the training curves for VGG-16 on CIFAR-10
and ResNet-50 on ImageNet with compression ratio as 64
in Figure 3. We can see that DEF-A does have a much
faster generalization rate than DEF. Specifically, the test ac-
curacy improvement is about 15% on CIFAR-10 and 25%
on ImageNet before the first learning rate decay, which vali-
dates the theoretical benefits in our generalization analysis.
DEF-A can be even faster than full-precision SGD.

A significant improvement can still be observed before the
second learning rate decay, but it becomes smaller when the
learning rate is smaller. This matches our generalization
analysis well. Let ¢ be smaller such that the learning rate
n= t-%l is smaller, then Eq. (22) is closer to Eq. (24), that
is, the DEF-A’s generalization error improvement over DEF
becomes smaller. Then it is obvious that the excess risk
error improvement will also become smaller.
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5.3. Hyper-parameter \

Here we explore DEF(-A) with various choices of the hyper-
parameter A with results summarized in Table 4. We can
just set A = 0.3 by default for the best performance. In
comparison, an inappropriate choice of A (e.g., 0.1 and 0.8)
can lead to the performance degradation of about 1%. We
also observe that a wide range of A such as 0.2 ~ 0.6 can
result in fairly good performance compared with A = 0.3,
which means that the proposed DEF(-A) is not too sensitive
to the hyper-parameter \.

6. Conclusion

In this work, to address the performance loss issue for
communication-efficient distributed SGD with the gradi-
ent sparsifier RBGS, we proposed a new DEF(-A) algorithm
motivated by the trade-off between gradient variance and
second moment. Our convergence analysis shows better
bounds without relying on the bound of gradient second
moment. We conduct the first generalization analysis for
communication-efficient distributed training to show that
DEF-A can generalize faster than DEF and SGD, which
sheds light on other applications incorporating compression
such as escaping saddle point, GAN training, and SignSGD
training. We establish the connection to SGD-IA for the
first time, thus our analysis provides potential theoretical
explanations for SGD-IA applications such as averaging
weights, ensemble, and momentum contrast in unsupervised
learning. Last but not least, deep learning experiments vali-
date the significant improvement of DEF(-A) over existing
EF variants.
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A. Proof of Convergence of DEF (Theorem 4.3)

In this section, we consider general non-convex objective functions with J-approximate and ring-allreduce compatible
compressor. We want the following term to be as close to zero as possible.

1w, 1w
w2 llae D ew = Aeewal3 31
k=1 k=1

For ease of notation, let e; := & S 1 ex 4, Var(e) = & Sr, llexc—esl|3. Wehave & Sor [le.ol|3 = |les]|3+Var(e;).
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However, it is impractical due to the additional K hyper-parameters to tune when K is large.

For simplicity, let Ay — X because it is hard to manually tune \; during the training.

A.1. Lemmas

For ease of notation, let gj ; denotes the stochastic gradient computed at iteration ¢ for worker £ and g; = % Zszl Gk t-
Lemma A.1. Let Assumptions 3.1, 3.2, and 4.1 hold. Let By = (£ — X\)? + &1 and By = | & — \| + £22. We have
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where (a) is due to VFs(zy — e ) = Egr . = EV f(xy — Aekt5 &kt ), (b) follows Assumption 3.2. Now we consider term
(M. For simplicity, let a, = V f(z; — Aekt5Ek.t) — VEs(xy — Aey ) and we will have E(ay, ai') = 0 when k # k. Then
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where (a) follows Assumption 3.1. By = 0if and only if K = 1 and A = 1. Now we consider term (2). For simplicity, let

bi = VFs(z; — Aex) — VFs(y) and By = |+ — Al + &1, B, = 0 if and only if K = 1 and A = 1. Then
K
1 1
ZEH— Z b — Abi[3 = ZJEH(E “Nbet = Y bwl
k=1 k=1 R=1,k £k
2 LA 1 i
=— ) B3E|&_——b bir||3
K’; EI7E, k+KB2k,_1§k:,¢k oz
2 N~ |;1( Al L« >
<2 S BECE S+ Y IwlB) (36)
k=1 R=1,k'#k
K 1 K
P LN K-—1 282
= 2> B 4 S B = 22 S Bl

(a) 1 &
< 2BIL% - = Y Elles — Aerdl3
k=1

where (a) follows Assumption 4.1. Substitute terms (1) and (2) with their bounds and we can complete the proof.

O
Lemma A.2. Let Assumptions 3.1, 3.2, 4.1, 4.2 and 3.3 hold. Let B = (K N2 4+ B2 andn < 2L, we have
% ZIEH— Z ew it — Aegt]|2 < —772[]3102 +2(1—A\)2M?]. (37)
= 2
k=1 ( 1—5 -1
Proof. We have
s
= Z H* Z ewt — Aexl3 = e > Eller — Ae.qll3
K k=1
(@) 1 2
e ZEH(U%—1 +et—1) = Cnge—1 + er—1) = ANGk,t—1 + er—1) + AC(NGk -1 + ex,e—1)2
k=1
@ 1+
- X ZE|\(779t—1 — MGri—1 + e—1 — Aegt—1) — C(NGr—1 — ANGrt—1 + -1 — Aeg—1) |13
k=1
() 1 o
=(1-9)- e ;Eﬂngt—l — Anght-1+ €1 — Nexi—1ll3 (38)

1 K
= Z]E||gt_1 — Agr.i-1ll3
k=1

<(1-5)(1+5)- ZEnef L~ Aepeal2+ (1 ><1+;

2a-0)0+p) ZEHet 1= Aekall3+ (1- ><1+;> [Bro® +2(1 = A)*M?]

F (-1 +

1 1
B)QBSUQLQ e ZE|\€t—1 - )\ek,t—lng )
k=1
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where (a) follows Assumption 3.3, (b) follows Assumption 4.2, and (c) follows Lemma A.1. [ is a constant such that
0< B <25 ie, (1-0)(1+8) < 1. Let By = (1-6)(1+ 5)2B3n*L* < 1—(1-6)(1+5), i.e., Bs+(1-0)(1+8) < 1,
then

1 K
= D Eller — ewl
k=1

K
< [Ba+ (1= 0L+ B D Bller-s = Acwsa B+ (1= 8)(1 + )P Bao’ +2(1 = N0

k=1
1 = , (39)
=(1-0)0+ 5)[3102 +2(1 = 2)2M2 D [Bs + (1 - 0)(1+ )
t’'=0

1-8)(1+4)
1— B3 —(1-06)(1+8)
h(B)

n?[Bio® +2(1 — \)2M?].

Now we consider the minimum value of (/). Its gradient regarding S is

oh(p) 1-90

p— — 2 — —
Therefore,
Br=—1+ 11__%” = By=1—(1-0)1+p8)*<1—(1-03)(1+ B%),valid,
1-96 1
h(B*) = = :
(VI=Bs=V1-0)> ( [i=Bs_qy (41)
1 & 1
% D Eller — Aex.ell3 < T772'[3102 +2(1 = \)>2M?],
1 f—&g _ 1)2

which completes the proof. For simplicity we can just set B3 < §/2 (we can choose a constant > 1 other than 2), which is
valid as it leads to 8* < —1+ 4/ 13? and —1+4/ 1;3{3 < % holds. Based on the definition of Bs, it also requires that

5/2 5/2
2B2n* L* = , 42
K Y = T FRV/ () (R 75 )

where the R.H.S. is monotonically increasing for 0 < 6 < 1. Therefore, for all conditions above to hold, we only need to
assume that

0/2
2B3n*L* < 4(1+ (1 — N)?)n*L? < lim / =2. (43)
00 —(1=0)+ /(1 —=0)(1—-4/2)
As 0 < A\ < 1, we can simply assume 7 < ﬁ O

Lemma A.3. Let Assumptions 3.1, 3.2, 4.2, and 3.3 hold. We have + Zszl Ellex.|3 < M

V1/1=8)-1)"
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Proof. We have

*Z]E” k:t||2 = ZEIIngkt 1+ et — Cngre1 +eni—1)ll5
K=

INS

5 K
T > Elnge.i-1 + exi-1ll3
k=1

<(1-8)(1+5) ZEHektlllz( 5)(1+ %>712<02+M2>

t—1

<1-8)(1+ %)(02 M) S (= 01+ B
t'=0
(1-5)1+1)
S e (ERT KA
= ! n*(o® + M?),

(V1/(1=4) —1)?

where § = —1 + (a) follows Assumption 3.3, and (b) follows Assumption 4.2.

1
Vierk
A.2. Main Proof

In this section, we need Assumptions 3.1, 3.2, 4.1,4.2,3.3,and n < ﬁ

Firstly, we have the update rule of y;

1 K
Yt+1 = Tt41 — €41 = Tt41 — K €L t+1
k=1
1 & 1 &
=T g ;C(ng,t +ept) — Ve ;(ngk t+ere —C(Ngrt + ext))

=

K
1 1
=Tt — e Z 1(7ng,t + ek,t) =yt — K ;ngk,t =Yt — NGt -

According to the Liptschitz gradient assumption,

L
E[Fs (y1+1) = Fs(ye)] < BVEs(y2), g1 = ve) + SEyern — vell3

E(VEs(y), ng + 7EII* ng ell3

K K
L 1
= 7% Z (VEs(y), VFs(xy — Aegs)) T ;]EHVFS T — Aep.t)||2 +
©) ®
For term (1), we have
. K
® = — 1BV Es(u0)ll3 — 1 Y E(VFs(ye), VEs (w0 — Aews) — VEs(y)

1

E(VFs(x: — Aext) — VFs(y:) |3

MW

n
< —*]EHVFS(yt)HQ K

b
Il

1

< —*E”VFS yo)l3 + ZJEIIet Aegill3 -

(44)

(45)

(46)

(47)
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For term (2), we have

K
1
@< % D ERIVEs(w = dexs) = VEs(yo) 13 + 2V Es(yo)13]
k=1

(48)
L2
< 2E[|VFs(ye) |3 + ZEHet Aertl3 -
Replace (1) and (2) with their bounds and we have
2 L n2L?
E[f(ye41) — f(y)] < (—5 + 0P DE|VFs(y:)|3 + L?) Z]Ellet
(49)
(a)
< **EIIVFs(yt I3 +nL?- ZEllet Aerill3 + ;
where (a) is due to the assumption n < ﬁ for simplicity. Rearrange and sum from ¢ = 0 to 7" — 1, we will have
T-1 T-1 K
1 o _ 4E[Fs(yo) — Fs(yr)] | 2nLo? 2 1 2
TZEHVFS(yt)Hz < T % +4L KT ZEHBt*Aek,tHz
t=0 t=0 k=1
(@) 4E[Fs(yo) — Fs(y*)] | 2nLo? 272 2
< L°[B 21— N)"M
< T t—% T 1) n*L*[Bio” 4 2(1 — \)*M?] (50)
1-6
AE[Fs(yo) — Fs(y*)] | 2nLo? 4 22K -1 4 1 2 2 2772
= L ——A 2(1 =AM
e HE R = A SR S A
-5
where (a) follows Lemma A.2. Let n = O(4/ %), we have the convergence rate
T-1
1 1 K (Tl/") 1
— Y E|VF 5=0(—=+ = —). 51
. . Lo242Mm2
If we are only interested in 9, o2 and M2, let A = W and we have
T-1 1\2 27372
1 1 K-1 2(1 — %)%0*M
= D2 EIVFsy)l3 = O( ( o? + " ) (52)
Py (VO-0/2/0 -0 -1 = K 0% + 20
B. Proof of Generalization of DEF(-A) (Theorem 4.6)
We use uniform stability to bound the generalization error. Let S = {&1,&2,- -+ ,&n} be the training dataset of size N,

where each data &, is sampled from distribution D. Let S = {&],&5, - &N} = {&1, &2, €1, Envr, L END
be another training datasets of size N. We can see that S and S(™ only differs in the n™ data. Let the models trained on S
and S be x, and Z; respectively for DEF-A. For DEF, they will be 7, and 7j; correspondingly.

In each iteration ¢ and under the same random sampling procedure, all workers select the same data from S and S(*)
with probability (N " 1) / (%) = N;NK, while one of the workers selects different data from S and S with probability
1-— (N 1)/ (11\(/) = & For simplicity, let G = o + M2, B, = | — A| + £ Following Hardt et al. (2016) (Theorem
3.8), we only need to bound (z; for DEF-A and y; for DEF)

K()

E[f(y1: ) — £ €)) < 5 + GEllyr = Grllalus, — oo = 01 (53)
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B.1. Generalization Error of DEF

In this section, we consider non-convex objective functions. We need Assumptions 3.1, 3.2,4.1,4.2,3.3 and , < tJ%l We
first consider ¥, selecting the same data at iteration ¢.

lyer1 — Uerillz = llye — nege — e +ne9ell2 < llye — Gell2 4+ nellge — Gell2
K

- 1 - -
= H?Jt - yt||2 + 77t|‘? ;[Vf(xt - )\ek,ﬁfk,t) - Vf(xt - Aek@t?gk,t)”b

K
< lye = well2 + % D IV e+ er — Akt ke) = VI (T + 6 — N, s eo)l2
k=1

K
- L ~ ~
< (14 L) ye = Gilla + 5= D oY

T S| 1 &
=@+ mL)lye — Tl + T Y (5 = Mlere — &) + > (ewi—awa)ll

K K K
k=1 k'=1,k'#k
K
~ LB ~
< (Ut mL) e = lla + 2222 > Jewa — Bl

Now we consider term (7). Following the same procedures in Lemma A.3, but let 1, < t_%l and 8 = ﬁ, we have

_ 1 = ,
Ellex,: — €xell3 < (1—6)(1+ B) 20” + M?) Y [(1=8)(1+ B
/=0
1 = 1
_ LY 24 .2
<2(1—6)(1+ ﬁ)(a + M?)c ;}7@41)2
L o 2y .2 t—1 (55)
§2(1—6)(1+B)(0 + M?)c [1+(—t,+1)0 ]
<4(1-8)(1+ %)(02 + M)
_ 4(1 — 62(2 —9) 22
Because (E|lex: — €x.¢|l2)? < El|lex.s — €x.¢]|3, we have

s 1—-0)(2—0)
E@ S E”ek’,g - ek7t||§ S 2Ge f = 2B4GC. (56)

—_—
By

At iteration ¢, if a worker k&’ € [K] selects different data from S and S (") we have
lye+1 — Uerille < Mlye — Gell2 + mellge — Gell2 < llye — Yell2 + 2Gne . (57)
When we consider both circumstances, we have
- K - K .
Ellyesr = Geallz < (= A + 0 L)Ellye = ellz + meLBz - 2BaGe] + 5 [Ellye — gell2 + 2G|

K - 2K K
=1+ (1= <) L]E[lys — yell2 + [WG +2(1 - N)LBzB4GC] ur

N (58)

Bs

(a) K -
< exp((1— N)UtL)EHyt — Ytll2 + Bsny -
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Unwind the recurrence with¢ = 0,1,--- ,T"— 1, we have

T-1 T-1

t=to (59)

where (a) is due to Z;T,;tlﬂ T S f "log(t' + 1)dt’. Following Eq. (53),

) F (e Kty BsG T\ q_x)L
E[f(y: &) = flyr: O] = — + - %)L(to) : (60)
Bg

The R.H.S is minimized when

N
to = [(? _ )LCBG]1/((1—%)LC+1)T(1—%)LC/(U—%)LC-H) 7 1)

which gives us

Y (s K 1 N /(1= %) Let 1) (1= K ) Le/(1— %) Lot 1)
Bl (o) ~ [0 < [y + oy =gy G — DEeBd T @

Note that when K = 1, A = 1, we will have By, = 0, By = %G, and Bg = (N 1)L Then the R.H.S. equals

1 1 1
[7 + 7](20G2)1/((17W)Lchl)T(lf—)Lc/((lf7)Lc+1)
N (N-1)Lc
_ 1+ 1/(Lc)T(20G2 )1/((1—%)Lc+1)
N -1 T
(2) 1 + 1/(LC) T(2CG2 )1/(LC+1)
- N -1 T
_ 1+ 1/(Le) 211/ (Let1)prLe/(Let1)
————(2c¢G7) T
N -1 ’

(63)

which matches the result in Hardt et al. (2016) for SGD. (a) is due to QCG <lwhenty <T.

B.2. Generalization Error of DEF-A

In this section, we consider non-convex objective functions and random sparsification which satisfies Assumptions 4.2 and
3.3. We need Assumptions 3.1, 3.2, 4.1, and ny < 5
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Now we consider x;.

~ (a)
Ellzetr — Ferills = El|z,

C(nege + es) — Tp + C(Nege + €1)||2
< Ellzy — Zf]2 + E|IC (1.9

= 0ege)ll2 +E[[Cler — el

< Elle, — @illa + E\/EcClmg — mdo) | + Ey/EclCler — )3

(a) ~ ~ ~ (64)
= Ellze — @ll2 + Ey/0n7 llg: — Gell3 + Eq/dller — &ll3

= E|z, — Zi)l2 + 62nEllge — Gellz + 0% Elle, — &2

K
~ 11
<Ela; = Fill2 + 62 mEllgr — Gell2 + 0% 22 > Ellers — el

where (a) is due to the random sparsification. When selecting the same data at iteration ¢, we have

Ellzt41 — Terall2

(o)
N

<Elz: — 2|2

x|

= 14>

K

1
llex,t — €r.ell2 + 5577:515”? Z[Vf(xt = Xekti€ke) — V(@ — Al Et)]l|2

1

k=1
- 53 _ 521, L - (65)
<Ellve = Fillz + = Y Ellens — Enalle + o= 3 llzs = Aews = Fe + Ml
k=1 k=1
s (1 L)) & _
< (Lt obn DB~ @l + CEEED Shgpe ),
k=1
When selecting different data at iteration ¢, we have
1 K
~ 1 0z ~
E||lzir1 — Tegalle < Ellawy — Tell2 + 021 - 2G + i ZEH@k,t — €k.tll2 (66)
k=1
When we consider both circumstances, we have

1 (14 =
Ellri1 — Frorlla < (1 )[04+ 33 n LB, — &l + 2 LN

I ZEHek,t — €k tll2]
K
+=

k=1

_ . 57 & _
N[E||Sﬂt*It||2+(5é77t2G ?];Euek’tiek,t”z]
~ K
14+ (1= =)0z L|E||z; — T2 + Nz(s%ntG +614+(1—= ntL)\

(67)
ZEHek t = Crtll2

a ~ K 1 1

< 14 (1= =)d2nL|E|z: — 2|2 + —2(5577,56' +02[1+ (1 — =)L\ - 2B4sGe
(b)

< exp((1— —)52 e L)E||zy — ZTyl|2 + —25277,5(; + 62 2[1+

K
(1- N)mLA] -2B4Gc
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where (a) follows the Eq. (56). Let n; < <, we have

_t+17
K 1 K
E||a:szTH2<Z Koot + b 1+ (1 = 5)mLA) - 2B4Ge] | TT exp( 1*N)52””L)
t=to t'=t+1
< 252 GZ —&-(l—i—(l—E)LL)\)B cle ((1—5)5%Lc Til L)
Ni+1l Nt+1 aclexp N 41
t=to t'=t+1
1 — K C K C K 1 T
< 252 — 1+(1—-—=)——L\B 1— )82 Lelog(——
< 62GZ[Nt+1+( + ( N)t+1 A)Bac] exp((1 = 57)52 Cog(t+1))
K c T Ky\s%
_ K 8 b Na-K)srLe 68
=262 GZ N—t+1+ (1+(1 N)t+1L)\)B4c](t+1) oy (63)

1 K K K\ss !
<202 Gel 5 + 1+ (1= N)LCAB4]T(1_W)52LC >+ 1)—<1—*>52LC

t=to
1
to 1- (177)5%0 _-1-(1-%)s2 Le

1+(1—-EyssLc

< 262 Gc[ +1+(1- %)LCABAL]T(l*f)é?LC

25 2GR +1+(1- %)Lc/\B4]( - K)te
1+(1-Ey5sL to

Following Eq. (53),

N Kty 203G[E + 1+ (1~ EYLeABy] T T a-f)sbee

By

The R.H.S is minimized when

N 1 1 1
to = (o — DLeBy) /(- RELANT AR Le/(A=F)2 ber ) (70)

which gives us

N 1 1 1
E[f(z7;€) — f(@r;€)] < [ + I[(7 — 1) LeBy] /(=892 Let D= 502 Le/(1=F)32 Lekl) (7

B.3. Optimization Error of DEF

In this section, we consider non-convex objective functions satisfying the Polyak-tf.ojasiewicz (PL) condition, which
establishes the relation between the objective function and the gradient norm. We consider §-approximate and ring-allreduce
compatible compressor. We need Assumptions 3.1, 3.2, 4.1, 4.2, 3.3, and n; = tfl < ﬁ. From Eq. (49) and the PL
condition, we have

L(T
E[Fs(yi41) = Fs(y)] < *%EHVFS(%)H% +nL? - ZIEHe, Aet3 + nt

(72)
. 2Lo?
< Mgl Fs(y) ~ Fs(y')] + il - me‘wmzm
where we need n; < 41 followmg Section A. Rearrange,
. pn n LU
E[Fs(yi4+1) — Fs(y")] < (1 - Tt)E[FS(?Jt) — Fs(y")] +meL* - ZEIIet Aeg, t||2 t
(73)
<a> e Bio?+2(1—)\)2M? La
2 (1 gl (y,) — Fs(y)] + DT 2L e L
(V52— 1?2
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where (a) follows Lemma A.2. Let n; = we have

_<
t4+1°

E[Fs(yr) — Fs(y")]

. i e Bio?2+2(1-)\2M? o c pne
<E[Fs(y) — Fs(y")] ga Iy IAL 1(@_ e T ; mt,gﬂﬂ N

© ®

(74)
where
= e e e =1 e e ~
® < H eXP(—2(t T 1)) = eXp(—j) eXP(—? m) < eXP(—*)eXP(—?logT) = eXp(—?)T_7 ;
t=0 t=1
(75)
T-1 9 T-1 T-1 9 T—1
c ne 1 c pue T O BE Be g
® < sexp(—5 Y ) < sexp(—5-log ——) =T~ % ) (t+1)2 7% (76)
— (t+1) 2, t+1t'+1 — (t+1) 2 t+1 —
When £ —2 >0,
AT e A TH1 we
@< w7 (T+)% — )< e () ¥ T )
2 2
When £4¢ — 2 < 0 and 4 — 2 # —1,
AT-'7 e c?
@< m—1+T=>"'-1)= 1T_1. (78)
2 2
When & —2 = —1,
<c T (1+1ogT).
*T~1(1 +logT (79
Hence,
E[Fs(yr) — Fs(y")] = O(T~% +T71). (80)

B.4. Optimization Error of DEF-A

In this section, we consider non-convex objective functions satisfying the Polyak-tf.ojasiewicz (PL) condition, which
establishes the relation between the objective function and the gradient norm. The compressor we consider here is random

sparsification which satisfies Assumptions 4.2 and 3.3. We need Assumptions 3.1, 3.2, 4.1, and n, = t% < é.

L
E[Fs(ziy1) — Fs(x)] S E(VFs(x¢), 0001 — o) + §E||4Et+1 —zl3

a L
@ E(VFs(x:), —=C(n:g: + €r)) +§ E|C(neg: + €t)||§ ;

© ®

81)
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where (a) follows Assumption 3.3. For term (3),

(@)

€t

@ = —E(VFs(z1),6(mge + e1)) = —6nE(VFs(zy), ZVFS Ty — Aegt) + o =)
t
= —on,E||VFs(x)||2 — 6nE(V Fs(x), ZVFS (21 — Neg.t) + L VFEs(zy))
k 1
1) 0 e
< —ﬁEHVFs(xt)HQ "tEH—ZVFs (z — Aere) — VFs (@) + n—ﬂ\% (82)
t

nL
<—*EHVFS( N3+ — ZEII)\emllz mEHetllg

one o S(PLPN*4+1)
< —SEIVEs @l + =1 ZEnemng,

where (a) is due to the random sparsification compressor. For term (2),

(a)
® = 0El|nege + edll3 < 2007Ellge |13 + 20E e 3
20m2 0>

26 2E|| ZVFS (zr — Nept)||3 + + 20| e ||2

k 1
20m; - 9 5 20mio?
<= ;E\\VFS(JCt = Aewt) = VEs(wy) + VEs(@0) 5 + 20Elle |5 + = ®3)
49 20m202
< 4P|V F(a)3 + 2L ZE||Aem||2+26Euet||2 -

26(2n2L2N% + 1 26m2o?
— 6BV Es(o)f + DEELN Y Sy, 20080"

where (a) is due to the random sparsification compressor. Put them together, let n; < and we have

8L’

E[Fs(z¢41) — Fs(xt)]

oy o O0(142n,L)(1 + 202 L2)\?) 57}t Lo?
< —7(1 — A L)E||VFs(x)|z + K ZEH@k el +

517t Lo? (84)

oy §1+>\2 1
< —=LE|[VFs()} + ZEnektng

a(1 +A2)nt(0 +M?) 577?L0’2
(1/vT -0 - 1)2 K

<

E[Fs(x¢) — Fs(z™)] +

(@ pdm
2

where (a) is due to |V Fs(2¢)||2 > 2u(Fs(x:) — Fs(x*)) according to the PL condition and Lemma A.3. Rearrange,

S(1+ A)n(o? + M?) n on? Lo?

* o *
E[Fs(ae) = Fs(e")] < (1= S50)EIFs(@r) - Fs(e')) + = oroe—0 K

2

(85)
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Let n; = 75 and G = /0 + M?. Take this recurrence from ¢ = 0 to 7" — 1 and we have
E[Fs(zr) — Fs(z*)] < E[Fs(x0) 1:[ _moe
szt sz s(zo 1 t+1
®
N 514+ A\?)G? Tz:_l c Tl—[_l a uc )+6L02 = 2 Tff 1 pde ) (86)
_ . _ ,
(1/VI=6-1) t’:Ot/+1t:t’+1 2t+1) K t'=0 (t"+1) t=t/+1 2(t+1)
@ @
® ®
where
T-1 T-1
uoc uoc 1 I uoc 1
®< Hexp IO )~ exp(—HE ST ) < ep (- exp (- 25 5T )
2t +1) 2 i+l 2 Li+1 &7)
uoc uoc uoc. . use
< exp(— %) exp(= -5 log(T)) = exp(~225)T 13
2 2 2
T-1 T-1
uoc uoc 1 uoc T T . use
< — = - — )< 7 — ;
@< | eplgrgy) =eow-F X ) sep-Frler) =G ™. 69
t=t'+1 t=t'+1
When “T‘SC >1,
se Lt 5 2 5 2 T+1 us
_ ude 7,1 wie pdc pude
® <" tgo(t +1) 2 < (T + 1) —1}§E(T) 2 . (89)
When 0 < £9¢ < 1,
it 5 2 s 2
<A N (4D < I (T 1) < — 90
@< T™F )y (+)FT i< 1+ 5T —1]< 5 (90)
t'=0
When ”T(Sc > 2,
T-1
c 1 C2 T+1 pdc
< AT 12 < 2T T+1 1 T 91
®<c D W+ <e e Tl I< st 1)
/=0
When £0¢ < 2, #¢ £ 1
T-1 2
®@<eTHE Y (' +1) 4 (M s T @)
- = uoc/2 — 1 uoc/2 — 1
When #¢ = 1,
T-1
®@<AT 'Y (' +1)7 <A77 (1+10gT). (93)
/=0
Hence,
E[Fs(zr) — Fs(a®)] = O(T~"° + T' + (1/VI—6—1)"2). (94)
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C. Proof of Generalization of SGD-(IA) (Theorem 4.10)
For consistency, let {y; } be the SGD solution path, i.e.,
Yt+1 = Yt — ﬂtvf(yt; ft) =Yt — MGt - (95)
Let {x;} be the SGD-IA solution path with 2o = yo, where IA denotes momentum iterative averaging, i.e.,
Tiy1 = (1 — (5)1;} + 5yt+1 = Tt -+ 5(yt+1 — It) and o = Yo, (96)
where 0 < 1 — § < 1 is the momentum constant. Then,
t t
zp=(1—=08)wo+» 6(1—08)""yp =1 =8)yo+ > 6(1—08) "y (97)
t'=1 t'=1

Let K = 1and A = 1, then DEF is identical to SGD. Following Lemma C.1, SGD-IA is a special case of DEF-A with
C(A) = 6A. Note that this compressor does not compress the message volume.

Lemma C.1. Let g; = Vf(ye;&t), xo = yo, and C(—A) = C(A). If yer1 = Y+ — Megr and xp41 = x¢ + C(yr41 — T4),
then the update rule of x; is identical to DEF-A when K = 1, A = 1 with compressor C, i.e.,

Tip1 =2 — C(Nege + 1)
err1 = Nege +er — C(nege +et), eo =0 (98)
Yt+1 = Yt — TGt -

Proof. We just need to verify x; 11 = x; + C(y;4+1 — x¢) with the 3 equations above. We have

t t
Tpp1 = To — Z Cege +ew), Yrr1 = Yo — Z Mg - 99
=0 =0
Then
t
Ti4l — €41 = To — €441 — Z Clnwgy +ev)
=0
t—1
=z0 — ery1 — C(mege +€1) — Z Cnwgr + ev)
t'=0
- (100)
=0 — MGt — €t — Z Clnwge + ev)
t'=0
t
="'=$0—Z77tgt=yt+1,
/=0
2 +C(Yer1 — 2¢) = 24 + C(Teg1 — €441 — o)
=21+ C(=C(mg: + €t) — e441) (101)
=2t +C(—mge — €¢) = Tey1,
which completes the proof. O

C.1. Generalization Error of SGD

In this section, we need Assumptions 3.1, 3.2, 4.1, and n; < tfl Following Sec. B.1 with K = 1 and A = 1, we have

E[f(yr; €) — f(ir; €)] = O(T -0 Le/((=F)Let )y (102)
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C.2. Generalization Error of SGD-IA

In this section, we need Assumptions 3.1, 3.2, 4.1, and 1y < H% Following Sec. B.2 with K = 1, A = 1 and the compressor

replaced with C(A) = A which satisfies Assumptions 4.2 and 3.3, we have § 3 5 4in Eq. (64). All the other procedures
are the same, thus ) .
E[f(z7;€) — f(@;:€)] = O(T - wEe/(mr)okerl)), (103)

C.3. Optimization Error of SGD

In this section, we need Assumptions 3.1, 3.2, 4.1, and 1, = ti < ﬁ. Following Sec. B.3 with K = 1 and A = 1, we

+1
have
« 11 _
E[Fs(yr) — Fs(y")] = O(T = +T). (104)
C.4. Optimization Error of SGD-IA
In this section, we need Assumptions 3.1, 3.2, 4.1, and n; = tJ%l < ﬁ. Following Sec. B.4 with K = 1, A = 1 and the

compressor replaced with C(A) = §A which satisfies Assumptions 4.2 and 3.3, we have the same bound as Eq. (82), but
® = 0°E||nig: + e:]|3 in Eq. (83), which leads to the need for 1, < o1 All the other procedures are the same, therefore

E[Fs(vr) — Fs(2*)] = O(T~" + T~  + (1/v1 =6 —1)72). (105)



