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Abstract. The cross–product conjecture (CPC) of Brightwell, Felsner and Trotter (1995) is a two-

parameter quadratic inequality for the number of linear extensions of a poset P = (X,≺) with given

value differences on three distinct elements in X. We give two different proofs of this inequality for posets
of width two. The first proof is algebraic and generalizes CPC to a four-parameter family. The sec-

ond proof is combinatorial and extends CPC to a q-analogue. Further applications include relationships
between CPC and other poset inequalities, and the equality part of the CPC for posets of width two.

1. Introduction

Among combinatorial objects, linear extensions of posets occupy a remarkable middle ground between
chaos and order. Posets themselves come in a variety of shapes and sizes, with applications to many
different areas of mathematics and other sciences. Consequently, linear extensions can also seem unwieldy,
and counting them is known to be computationally intractable (see §11.1). And yet, there are many
positive results for the number of linear extensions in some special cases, including product and determinant
formulas, polynomial time dynamic programming and approximation algorithms via Markov chains.

In this paper, we prove several new inequalities between the numbers of linear extensions for the im-
portant special case of posets of width two. Notably, we resolve the cross–product conjecture in this case
and generalize it. We also show that this generalization is extremely powerful as it implies a number of
(known) results, thus uniting them under one roof.

1.1. Classical poset inequalities. Throughout the paper, let P = (X,≺) be a finite poset. A linear
extension of P is a bijection L : X → [n], such that L(x) < L(y) for all x ≺ y. Let E(P ) be the set of
linear extensions of P , and let e(P ) := | E(P )|. Much of research in the area is motivated by the following:

Conjecture 1.1 ( 1
3 − 2

3 conjecture [Kis68, Fre75]). In every finite poset P = (X,≺) that is not totally
ordered, there are two distinct elements x, y ∈ X, such that

1

3
≤

∣∣{L ∈ E(P ) : L(x) < L(y)
}∣∣

e(P )
≤ 2

3
.

While open in full generality, the conjecture is proved in several other special cases (see §11.2). Notably,
it was proved by Linial [Lin84] for posets of width two, where the conjecture is tight. For general posets,
a breakthrough was made by Kahn and Saks [KS84] who showed a slightly weaker 3

11 − 8
11 version of the

conjecture by using the following remarkable inequality.

Theorem 1.2 ([KS84, Thm 2.5]). Let x, y ∈ X be distinct elements of a finite poset P = (X,≺). Denote
by F(k) the number of linear extensions L ∈ E(P ), such that L(y)− L(x) = k. Then:

(1.1) F(k)2 ≥ F(k − 1) F(k + 1) for all k > 1 .

In a special case when x = 0̂ is the minimal element, the Kahn–Saks inequality (1.1) reduces to the
earlier Stanley inequality [Sta81, Thm 3.1], see also §6.1. Both Stanley and Kahn–Saks inequalities are
proved geometrically, by using the Alexandrov–Fenchel inequalities.
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In an effort to improve the constants in the Kahn–Saks 3
11 − 8

11 theorem, Brightwell, Felsner and Trotter
formulated the following cross–product conjecture (CPC) generalizing Theorem 1.2 (see §11.3):

Conjecture 1.3 (cross–product conjecture [BFT95, Conj. 3.1]). Let x, y, z ∈ X be distinct elements of
a finite poset P = (X,≺). Denote by F(k, ℓ) the number of linear extensions L ∈ E(P ), such that
L(y)− L(x) = k and L(z)− L(y) = ℓ. Then:

(1.2) F(k, ℓ) F(k + 1, ℓ+ 1) ≤ F(k, ℓ+ 1) F(k + 1, ℓ) for all k, ℓ ≥ 1 .

As a motivation, the authors proved the cross–product inequality (1.2) for k = ℓ = 1 [BFT95, Thm 3.2].
Their proof was based on the classical Ahlswede–Daykin Four Functions Theorem (see e.g. [AS16, §6.1]).
The authors lamented: “something more powerful seems to be needed” to prove the general form of (1.2).

1.2. New results. Here is the central result of this paper:

Theorem 1.4. The Cross–Product Conjecture 1.3 holds for all posets of width two.

We present two different proofs for this theorem, which both have their own unique advantages. The
first proof use the technique of characteristic matrices which arise in the forthcoming paper [CP21] by
the first two authors. Roughly speaking, this approach translates the dynamic programming approach to
computing e(P ) into the language of matrix multiplication. This approach is versatile enough to allow
extensive computations for all width two posets.

The CPC-type inequalities translate into nonpositivity of all 2×2 minors of the matrix FP =
(
F(k, ℓ)

)
,

cf. §11.5. We note that this property is preserved under matrix multiplication (see §2.6); this observation
turned out to be the key to the otherwise very technical proof. After a rather extensive setup, we prove
that matrix FP is a product of certain elementary matrices, which implies Theorem 1.4. Our approach
also proves the following extension of the theorem, and suggests the following conjecture:

Conjecture 1.5 (generalized cross–product conjecture). Let x, y, z ∈ X be distinct elements of a finite
poset P = (X,≺). Denote by F(k, ℓ) the number of linear extensions L ∈ E(P ), such that L(y)−L(x) = k
and L(z)− L(y) = ℓ. Then:

(1.3) F(k, ℓ) F(k + i, ℓ+ j) ≤ F(k, ℓ+ j) F(k + i, ℓ) for all i, j, k, ℓ ≥ 1 .

Theorem 1.6. The Generalized Cross–Product Conjecture 1.5 holds for all posets of width two.

Note that Conjecture 1.5 contains Conjecture 1.3 when i = j = 1 (see also §11.7 for more on the relation).
Thus, Theorem 1.6 contains Theorem 1.4 in that case.

Our second proof is entirely combinatorial and gives a surprising q-analogue of Theorem 1.4. In the
notation of the theorem, fix a partition P into two chains C1, C2 ⊂ X, where C1 ∩ C2 = ∅. The weight of a
linear extension L ∈ E(P ) is defined as

(1.4) wt(L) :=
∑

x∈C1

L(x) .

The q-analogue of F(k, ℓ) is now defined as:

(1.5) Fq(k, ℓ) :=
∑

L

qwt(L) ,

where the summation is over all linear extensions L ∈ E(P ), such that L(y)−L(x) = k and L(z)−L(y) = ℓ.
We think of Fq(k, ℓ) ∈ N[q] as a polynomial with integer coefficients. Note that the definitions of both
wt(L) and Fq(k, ℓ) depend on the chain partition (cf. §11.8).

Theorem 1.7 (q-cross–product inequality). Let P = (X,≺) be a finite poset of width two, let (C1, C2) be
a partition of P into two chains. For all distinct elements x, y, z ∈ X, we have:

(1.6) Fq(k, ℓ) Fq(k + 1, ℓ+ 1) ⩽ Fq(k, ℓ+ 1) Fq(k + 1, ℓ) for all k, ℓ ≥ 1 ,

where Fq(k, ℓ) is defined in (1.5), and the inequality between polynomials is coefficient-wise.
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Clearly, by setting q = 1 we recover Theorem 1.4. Our final application of the lattice path approach is
the following necessary and sufficient condition for equality in (1.2) and (1.6).

Theorem 1.8 (cross–product equality). Let P = (X,≺) be a finite poset of width two, |X| = n, and
let (C1, C2) be a partition of P into two chains. Fix distinct elements x, y, z ∈ X, and integers k, ℓ, s.t.
1 ≤ k, ℓ ≤ n− 1. Denote by F(k, ℓ) the number of linear extensions L ∈ E(P ), such that L(y)− L(x) = k
and L(z)− L(y) = ℓ. Then the equality

(1.7) F(k, ℓ) F(k + 1, ℓ+ 1) = F(k, ℓ+ 1) F(k + 1, ℓ)

holds if and only if one of the following holds:

(a) F(k, ℓ) = F(k + 1, ℓ) and F(k, ℓ+ 1) = F(k + 1, ℓ+ 1),

(b) F(k, ℓ) = F(k, ℓ+ 1) and F(k + 1, ℓ) = F(k + 1, ℓ+ 1),

(c) F(k + 1, ℓ) F(k, ℓ+ 1) = 0,

(d) There exists an integer m, s.t. L(y) = m for every L ∈ E(P ).

Moreover, the equality (1.7) holds if and only if

(1.8) Fq(k, ℓ) Fq(k + 1, ℓ+ 1) = Fq(k, ℓ+ 1) Fq(k + 1, ℓ+ 1) .

In other words, the theorem says that the cross–product equality (1.7) can occur only in some degenerate
cases when the equality is straightforward. For example, item (c) says that there are zero terms on both
sides of the equality. Similarly, item (d) says that poset P can be written as a series composition P ′∗y∗P ′′,
where P ′ is an induced order on (m− 1) elements smaller than y, and P ′ is an induced order on (n−m)
elements greater than y. In that case both the LHS and the RHS of (1.7) split into products of four
identical terms.

We should mention that Theorem 1.8 is modeled after a remarkable recent result by Shenfeld and van
Handel [SvH20+, Thm 15.3], which gave an equality criterion for Stanley’s inequality (6.4) in the generality
of all finite posets. We postpone until §11.10 further discussion of poset equalities.

Our proof of Theorem 1.7 is based on interpreting linear extensions of width two posets as lattice paths, a
classical approach recently employed by the authors in [CPP20]. To prove inequalities, we construct explicit
injections in the style of the Lindström–Gessel–Viennot (LGV) lemma, by looking at first intersections of
certain lattice paths [GV89]. Theorem 1.8 is then derived by careful analysis of these injections.

Now, to prove “q-inequalities”, we observe that the q-statistic given by the weight in (1.4), counts the
area below the corresponding paths, and are preserved under our injections. We refer to [GJ83, Ch. 5] for
both background on lattice paths, the LGV lemma, and the q-statistics by the area.

1.3. The importance of CPC. We believe that our Generalized Cross–Product Conjecture 1.5 should
be viewed as a central problem in the area. Our Theorem 1.6 is one justification, but we have other reasons
to support this claim. We show that Conjecture 3.2, which is a minor extension of Conjecture 1.5, implies
the following classical inequalities in the area:

• the Kahn–Saks inequality (1.1), see §3.1,
• the Graham–Yao–Yao inequality (3.2), see §3.3 (see also §11.9),
• the XYZ inequality (3.5) by Shepp, see §3.5 (see also §11.11).

Each of these implications is a relatively short probabilistic argument largely independent of the rest of
the paper. We collect them in Section 3.

1.4. Structure of the paper. We begin with a short Section 2 which covers notation and some background
definitions which we use throughout the paper. In a warmup Section 3, we expound on the importance of
the cross–product conjectures by showing that it implies several known inequalities, see above.

The remaining sections are split into two parts giving the algebraic proof of Theorem 1.6 and combina-
torial proof of Theorem 1.7. Both parts are rather technical and lengthy; the algebraic part is presented
in Sections 4–7, while the combinatorial part is presented in Sections 8–9. In Section 10, we derive the
equality case (Theorem 1.8), using our combinatorial approach. We conclude with final remarks and open
problems in Section 11.
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2. Preliminaries

2.1. Basic notation. We use [n] = {1, . . . , n}, N = {0, 1, 2, . . .}, and P = {1, 2, . . .}. Throughout the
paper we use q as a variable. For polynomials f, g ∈ Z[q], we write f ⩽ g if the difference (g − f) ∈ N[q],
i.e. if (g − f) is a polynomial with nonnegative coefficients. Finally, we use relation “B” for vectors, to
indicate a property in Definition 5.1. Note the difference between relations

x ≼P y , a ≤ b , f ⩽ g and v B w ,

for posets elements, integers, polynomials and vectors, respectively.

2.2. Fonts and letters. We adopt somewhat nonstandard notation for both vectors and matrices. Most
matrices are written in bold, with their integer entries in Roman font with indices in parentheses. For
example, we use a matrix A with entries A(i, j), 1 ≤ i, j ≤ n. Same goes for vectors: we write a =(
a(1), . . . , a(n)

)
. There are several reasons for this, notably because a lot of action happen to these entries,

and the fact that we need space for subscripts as these vectors are indexed by posets and their elements.
What makes it more complicated, is that we use the usual English notation for certain especially simple

matrices, such as S, T,W , etc., and the fact that both our vectors and matrices are infinite dimensional.
Everything we do can actually be done in |X| = n dimensions, but fixing dimension brings a host of other
technical and notational problems that we avoid with our choices.

In the second half of the paper we use small Greek letters to denote the lattice paths, and capital
English letters to denote the start and end points of these paths in Z2. The coordinates are denoted
by the corresponding small letters. So e.g. we can have a lattice path γ : A → B, where A = (a1, a2)
and B = (b1, b2). We also use a nonstandard notation for polynomials, writing e.g. Kq(A,B) for a q-
polynomial K which counts certain paths from A to B. Finally, we use curvy English letters to denote sets
of path, i.e. we would write that K = |K| is the number of lattice paths in the set K. Note the difference
in fonts in all these cases.

2.3. Posets. Let P = (X,≺P ) be a finite poset with ground set X of size n. We write ≺ in place of ≺P

whenever the underlying poset is clear. For every x ∈ X, denote

lessP (x) :=
∣∣{y ∈ X : y ≺ x}

∣∣ and incP (x) :=
∣∣{y ∈ X : y ̸= x, y ⊀ x and y ⊁ x}

∣∣

the numbers of poset elements that are strictly smaller and that are incomparable to x, respectively.
A linear extension of P is a bijection L : X → [n], such that L(x) < L(y) for all x ≺ y. Denote by E(P )

the set of linear extensions of P , and write e(P ) := | E(P )|. For a subset Y ⊂ X and a poset P = (X,≺P ),
define a restriction P ′ = P |Y to be a poset P ′ := (Y,≺Y ) with the order ≺Y induced by ≺P . Similarly, a
for a linear extension L ∈ E(P ), define a restriction L′ = L|Y ∈ E(P ′), with the linear order on Y induced
by the linear order on L.

2.4. Correlation matrix. Fix three distinct elements z1, z2, z3 of X throughout this paper. For every
i, j ≥ 1, denote by F(i, j) the set of linear extensions of X defined as

(2.1) F(i, j) :=
{
L ∈ E(X) | L(z2)− L(z1) = i , L(z3)− L(z2) = j

}
.

Let F(i, j) :=
∣∣F(i, j)

∣∣, for all i, j ≥ 1.
Denote by F = FP the P × P matrix with integer entries F(i, j). We call it the correlation matrix

of poset P . While this matrix has a bounded support for all finite posets, for technical reasons it is
convenient to keep it infinite. We do the same for the q-correlation matrix Fq = Fq,P with polynomial
entries Fq(i, j) ∈ N[q] defined as in the introduction:

Fq(i, j) :=
∑

L∈F(i,j)

qwt(L) for all i, j ≥ 1 .
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2.5. Cross–product inequalities. We can now restate the inequalities in the new notation. First, the
cross–product inequality (1.2) can be written concisely in the matrix form:

(2.2) det

[
F(i, j) F(i, j + 1)

F(i+ 1, j) F(i+ 1, j + 1)

]
≤ 0 for all i, j ≥ 1.

Similarly, the generalized cross–product inequality (1.3) can be written as:

(2.3) det

[
F(i, j) F(i, ℓ)
F(k, j) F(k, ℓ)

]
≤ 0 for all 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ .

This is the form in which we prove these inequalities for posets of width two.

Note that for the purposes of these inequalities, without loss of generality we can always assume that
elements z1, z2, z3 satisfy

(2.4) z1 ≺P z2 ≺P z3 .

Indeed, since i, j, k, ℓ ≥ 1, all the linear extensions L ∈ E(P ) counted by F(i, j), F(i, ℓ), F(k, j) and F(k, ℓ),
satisfy L(z1) < L(z2) < L(z3). Thus the ordering in (2.4) can always be added to ≺P .

2.6. Cauchy–Binet formula. Below we rewrite the Cauchy–Binet formula for 2×2 minors in our matrix
notation. For every three n× n matrices A= BC, we have:

(2.5) det

[
A(i, j) A(i, ℓ)
A(k, j) A(k, ℓ)

]
=

∑

1≤t≤m≤ n

det

[
B(i, t) B(i,m)
B(k, t) B(k,m)

]
det

[
C(t, j) C(t, ℓ)
C(m, j) C(m, ℓ)

]
,

for all 1 ≤ i ≤ k ≤ n and 1 ≤ j ≤ ℓ ≤ n. In particular, when both B and C have nonnegative 2 × 2
minors, the so does A. This simple property will be used several times in the algebraic proof.

2.7. Posets of width two. Width of a poset is the size of the maximal antichain. Unless stated otherwise,
we assume that all posets have width two. By the Dilworth theorem, every poset P = (X,≺) of width two
can be partitioned into two chains. From this point on, without loss of generality, we fix a partition of P
into chains C1, C2 ⊂ X :

C1 := {α1 ≺ . . . ≺ αa } , C2 := { β1 ≺ . . . ≺ βb } , for some a+ b = n ,

where C1 ∪ C2 = X and C1 ∩ C2 = ∅. The weight of a linear extension L ∈ E(P ) can then be written as:

(2.6) wt(L) =
∑

x∈C1

L(x) =
a∑

j=1

L(αj) .

We will use this notation throughout the paper.

3. The power of CPC

In this short section we show the power of the Cross–Product Conjecture by deriving three earlier results
directly from it: the Kahn–Saks inequality (Theorem 1.2), the Graham–Yao–Yao inequality (Theorem 3.5),
and the XY Z inequality (Theorem 3.7).

3.1. Conjecture 1.3 implies Theorem 1.2. Let P = (X,≺) be a finite poset, let |X| = n, and let
x, z ∈ X. Denote by Q = (X ′,≺′) be a poset on a set X ′ = X + y, with added element y incomparable
with X in the order ≺′.

We compare the Kahn–Saks inequality (1.1) for the poset P with and the cross–product inequality (1.2)
for the poset Q. Expounding on the notation in the introduction, denote

FP (k ; x, z) :=
∣∣{L ∈ E(P ) : L(z)− L(x) = k}

∣∣ ,
FQ(i, j ; x, y, z) :=

∣∣{L ∈ E(Q) : L(z)− L(y) = i, L(y)− L(x) = j}
∣∣ .

Observe that in the construction above, we have:

FP (k + ℓ− 1; x, z) = FQ(k, ℓ ; x, y, z) for all k, ℓ ≥ 1 .

Indeed, the only constraint on L(y) in the RHS is the difference with L(x) and L(z). Since |X ′| = n+ 1,
the restriction of L ∈ E(Q) to X give the bijection.
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Now, the cross–product inequality (1.2) gives:

FQ(k + 1, ℓ ; x, y, z) FQ(k, ℓ+ 1; x, y, z) ≥ FQ(k, ℓ ; x, y, z) FQ(k + 1, ℓ+ 1; x, y, z) .

This translates into

FP (k + ℓ ; x, z)2 ≥ FP (k + ℓ− 1; x, z) FP (k + ℓ+ 1; x, z) ,

which is the desired Kahn–Saks inequality (1.1). □

Remark 3.1. Note that this reduction increases the width of the poset. Thus, the cross–product inequality
for posets of width two does not imply anything about the Kahn–Saks inequality by this argument. We
do, however, prove the q-Kahn–Saks inequality for posets of width two in a followup paper, see §11.4.

3.2. The (even more) generalized cross–product inequality. From the point of view of this paper,
it is best to state the Generalized Cross–Product Conjecture 1.5 in an even more general form:

Conjecture 3.2. In conditions of Conjecture 1.5, we have:

(3.1) F(i, j) F(k, ℓ) ≤ F(i, ℓ) F(k, j) for all i ≤ k, j ≤ ℓ.

Substantively, the only difference is that in notation of Conjecture 1.5 we now allow integers i and j
to be negative. This corresponds to changing the relative order of elements z1, z2, z3 in (2.4). While this
makes a large number of (easy) change of sign implications, the proof of this conjecture for posets of width
two follows verbatim.

Theorem 3.3. Conjecture 3.2 holds for posets of width two.

Fix x, z ∈ X and define R(i, j) := RP (i, j) as follows:

R(i, j) :=
∣∣{L ∈ E(P ) : L(x) = i , L(z) = j }

∣∣ for all i, j ∈ N.

Corollary 3.4. In notation above, we have:

R(i, j) R(k, ℓ) ≥ R(i, ℓ) R(k, j) for all i ≤ k and j ≤ ℓ.

Proof. This inequality follows immediately from Theorem 3.3, by setting x← x, y ← 0̂, and z ← z, where
0̂ is a global minimal element added to P . The details are straightforward. □

3.3. GYY inequality. For the rest of this section we use a probabilistic language on the set E(P ) of linear
extensions of P .

An event is a subset of E(P ). A forward atomic event is an event that is of the form
{
L ∈ E(P ) : L(αi) < L(βj)

}
,

for some αi ∈ C1 and βj ∈ C2. A forward event A is an intersection A1 ∩ . . .∩Ak of forward atomic events
A1, . . . , Ak. We denote by P := PP the uniform measure on linear extensions of P .

Theorem 3.5 ([GYY80, Thm 1]). Let P be a finite poset of width two, and let A and B be forward events.
Then:

(3.2) P[A ∩B] ≥ P[A]P[B] .

The theorem was originally proved by Graham, Yao and Yao in [GYY80] using a lattice paths argument,
and soon after reproved by Shepp [She80] using the FKG inequality. We refer to (3.2) as the Graham–Yao–
Yao (GYY) inequality.

Below we rederive the GYY inequality first for atomic, and then for general forward events. The aim is
to give an elementary self-contained proof of Theorem 3.5.
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3.4. CPC implies GYY inequality. We start with the following lemma:

Lemma 3.6. GYY inequality (3.2) holds for atomic forward events.

Proof. Let

A =
{
L ∈ E(P ) : L(αr) < L(βs)

}
, B =

{
L ∈ E(P ) : L(αt) < L(βu)

}
,

where r, t ∈ [a] and s, u ∈ [b].
Suppose L ∈ A. Then L satisfies L(αr) < L(αr+1) < . . . < L(αa) and L(αr) < L(βs) < . . . < L(βb).

This implies that L(αr) < r + s. In the opposite direction, for every L ∈ E(P ), L(αr) < r + s, we have
L ∈ A. We conclude:

A =
{
L ∈ E(P ) : L(αr) < r + s

}
, B =

{
L ∈ E(P ) : L(αt) < t+ u

}
.

Now let x = αr, z = αt, and let L ∈ E(P ) be a uniform random linear extension of P . Write c1 := r + s
and c2 := t+ u. Under this notation, we have:

P[A ∩B] = P
[
L(αr) < r + s, L(αt) < t+ u

]
=

∑

i<c1, j<c2

P
[
L(x) = i, L(z) = j

]
=

∑

i<c1,j<c2

R(i, j)

e(P )
.

By the same reasoning, we have:

P[A ∩Bc] =
∑

i<c1,ℓ≥c2

R(i, ℓ)

e(P )
, P[Ac ∩B] =

∑

k≥c1,j<c2

R(k, j)

e(P )
, P[Ac ∩Bc] =

∑

k≥c1,ℓ≥c2

R(k, ℓ)

e(P )
.

It then follows from these equations that

P[A ∩B] P[Ac ∩Bc] =
∑

i<c1,j<c2

∑

k≥c1, ℓ≥c2

R(i, j)R(k, ℓ)

e(P )2
,

P[A ∩Bc] P[Ac ∩B] =
∑

i<c1,j<c2

∑

k≥c1, ℓ≥c2

R(i, ℓ)R(k, j)

e(P )2
.

Note that in the two equations above, we have i ≤ k and j ≤ ℓ. It then follows from Corollary 3.4 that

(3.3) P[A ∩B] P[Ac ∩Bc] ≥ P[A ∩Bc] P[Ac ∩B] .

On the other hand, by the inclusion exclusion we have:

P[A ∩B] P[Ac ∩Bc] = P[A ∩B] − P[A ∩B]P[A ∪B] ,

P[A ∩Bc] P[Ac ∩B] =
(
P[A]−P[A ∩B]

) (
P[B]−P[A ∩B]

)

= P[A] P[B] − P[A ∩B] P[A ∪B] .

(3.4)

The lemma now follows by combining (3.3) and (3.4). □

Proof of Theorem 3.5. Let A = A1 ∩ . . .∩Ak and B = B1 ∩ . . .∩Bℓ be forward events, where A1, . . . , Ak

and B1, . . . , Bℓ are forward atomic events. We prove the theorem by induction on k + ℓ. The base of
induction k = ℓ = 1 is given in Lemma 3.6.

For ℓ > 1, let C := B1 ∩ . . . ∩ Bℓ−1 and D := Bℓ. Without loss of generality, assume that P[C] > 0,
as otherwise P[B] ≤ P[C] = 0 and (3.2) is trivially true. Note that

P[A ∩B] = P[A ∩ C ∩D] = P
[
A ∩D | C

]
P[C] .

Now let P ′ := (X,≺′) be the poset for which the relation ≺′ is defined by C. Formally, we have x ≺′ y
if and only if L(x) < L(y) for all L ∈ C. Since P[C] > 0, poset P ′ is well defined. Clearly, E(P ′) ⊆ E(P ).

Write P′ := PP ′ for the uniform measure on E(P ′). Note that the probability measure P′[H ] is equal
to the conditional probability measure P[H | C ], for all H ⊆ E(P ′). It then follows that

P
[
A ∩D | C

]
P[C] = P′[A ∩D] P[C] ≥ P′[A] P′[D] P[C] ,
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where the last inequality is by applying (3.2) to the event A and D on the poset P ′. Rewriting the right
side of the equation above in terms of the measure P, we obtain:

P′[A] P′[D] P[C] = P
[
A | C

]
P
[
D | C

]
P[C] = P

[
A | C

]
P[D ∩ C]

= P[A | C] P[B] ≥ P
[
A
]
P[B] ,

where the last inequality is by applying (3.2) to the events A and C on the poset P . The case k > 1
follows analogously. □

3.5. XYZ inequality. This following remarkable inequality is saying that there is a positive correlation
on random linear orders of events recording partial information.

Theorem 3.7 (XY Z inequality, Shepp [She82]). Let x, y, z ∈ X be distinct elements of a finite poset
P = (X,≺). Then:

(3.5) P
[
L(x) < L(y), L(x) < L(z)

]
≥ P

[
L(x) < L(y)

]
P
[
L(x) < L(z)

]
.

We show that it follows from the (unproven) Generalized Cross–Product Conjecture.

Theorem 3.8. Conjecture 3.2 implies Theorem 3.7.

Proof. To avoid the clash of notation, we will prove the “uvw inequality” instead:

P
[
L(u) < L(v), L(u) < L(w)

]
≥ P

[
L(u) < L(v)

]
P
[
L(u) < L(w)

]
.

Let A,B ⊆ E(P ) given by

A :=
{
L ∈ E(P ) : L(u) < L(v)

}
, B :=

{
L ∈ E(P ) : L(u) < L(w)

}
.

The theorem can then be restated as

P[A ∩B] ≥ P[A] P[B] .

In the notation of Conjecture 1.5, let x← v, y ← u and z ← w. Then we have:

P[A ∩B] = P
[
L(y) < L(x), L(y) < L(z)

]
=

∑

i<0, ℓ>0

P
[
L(y)− L(x) = i, L(z)− L(y) = ℓ

]

=
∑

i<0, ℓ>0

F(i, ℓ)

e(P )
.

By the same reasoning, we have

P[A ∩Bc] =
∑

i<0, j<0

F(i, j)

e(P )
, P[Ac ∩B] =

∑

k>0, ℓ>0

F(k, ℓ)

e(P )
, P[Ac ∩Bc] =

∑

k>0, j<0

F(k, j)

e(P )
.

It then follows from these equations that

(3.6) P[A ∩B] P[Ac ∩Bc] − P[A ∩Bc] P[Ac ∩B] =
∑

i<0, j<0
k>0, ℓ>0

F(i, ℓ) F(k, j) − F(i, j) F(k, ℓ)

e(P )2
.

Now note that the right side (3.6) is a sum of nonnegative terms by Conjecture 3.2. The rest of the proof
follows verbatim the proof of Lemma 3.6 given above. The minor changes in the summation ranges are
straightforward. □

4. Characteristic matrices

In this section we convert the basic dynamic programming approach to computing the number of linear
extensions of posets of width two into an algebraic statement as a matrix product of certain characteristic
matrices. These matrices will be further analyzed in the next section.



THE CROSS–PRODUCT CONJECTURE FOR WIDTH TWO POSETS 9

4.1. Recursion formula. Let P be a finite poset of width two. Denote by NP the P × P matrix with
entries

NP (i, j) :=
∣∣{L ∈ E(P ) : L(β1) = i , L(βb) = j + lessP (βb)

}∣∣ .
Let x1 be the element of X given by

x1 :=

{
α1 if α1 ≺P β1 ,

β1 otherwise.

Denote X ′ := X − {x1}, and let P ′ = (X ′,≺) be the induced subposet.

Lemma 4.1. Let i, j ≥ 1. If x1 = α1, then we have

NP (i, j) =

{
0 if i = 1 ,

NP ′(i− 1, j) if i > 1 .
(4.1)

If x1 = β1, then we have

NP (i, j) =

{∑∞
k=i NP ′(k, j) if i ≤ incP (x1) + 1,

0 if i > incP (x1) + 1 .
(4.2)

Proof. We associate to each linear extension L ∈ E(P ) a restriction L′ ∈ E(P ′) defined as in §2.3. Note
that this map ϕ : E(P ) → E(P ′) is a surjection, since for every L′ ∈ E(P ′) we can always set L(x1) := 1,
L(y) := L′(y) for all y ̸= x1.

There are two possibilities. First, if x1 = α1, then the map ϕ is a bijection. This follows from L(x1) = 1
for every L ∈ E(X), and this implies (4.1), as desired.

Second, if x1 = β1, let ℓ := incP (β1)+ 1. Then every linear extension L ∈ E(P ) satisfies L(β1) < L(αℓ).
This implies that, every x ∈ X satisfying L(x) < L(β1), is contained in {α1, . . . , αℓ−1}. This in turn
implies that L(β1) ≤ ℓ. We then conclude that NP (i, j) = 0 if i = L(β1) > ℓ , which proves the second
part of (4.2).

Now suppose that x1 = β1 and i ≤ ℓ. Let L′ ∈ E(P ′), and let k := L′(β2). Then every linear extension
L ∈ E(P ) such that L ∈ ϕ−1(L′) satisfies L(β1) < L(β2) = k + 1. In fact, if i < k + 1, then ϕ−1(L′)
contains a linear extension L ∈ E(P ) such that L(β1) = i. Indeed, this is the unique linear extension
L ∈ E(P ) for which L(αi−1) < L(β1) < L(αi) and L|X′ = L′. Hence we have NP (i, j) =

∑∞
k=i NP ′(k, j) ,

which proves the first part of (4.2). This completes the proof of the lemma. □

4.2. Main definitions. Define the minimal linear extension L◦ of P to be the unique linear extension of P ,
such that L◦(x) ≤ L◦(y) if x ≺ y, and L◦(y) ≤ L◦(x) if x ⊀ y, for all x ∈ C1 and y ∈ C2. Equivalently, L◦
is the linear extension of P which assigns the smallest possible values to the elements of C2. Note that x1

in the previous recursion is equal to L−1
◦ (1).

Let S := (si,j)i,j≥1 and T := (ti,j)i,j≥1 be the P× P matrices given by

si,j :=

{
1 if i− j = 1

0 if i− j ̸= 1
and ti,j :=

{
1 if i− j ≤ 0

0 if i− j > 0
.

In other words,

S :=




0 0 0

1 0 0
. . .

0 1 0
. . .

. . .
. . .

. . .



, T :=




1 1 1

0 1 1
. . .

0 0 1
. . .

. . .
. . .

. . .




.

Similarly, for k ≥ 1, denote by Wk := (wi,j)i,j≥1 the P× P matrix given by

wi,j :=

{
1 if i = j ≤ k,

0 otherwise.
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In other words,

W1 :=




1 0 0

0 0 0
. . .

0 0 0
. . .

. . .
. . .

. . .



, W2 :=




1 0 0

0 1 0
. . .

0 0 0
. . .

. . .
. . .

. . .



, etc.

Definition 4.2. Let x := L−1
◦ (i). The characteristic matrices M1, . . . ,Mn of the poset P are defined as:

(4.3) Mi :=





S if x ∈ C1 ,
Winc(x)+1 T if x ∈ C2 and x ̸= βb ,

Winc(x)+1 if x = βb .

Note that M1, . . .Mn are nonnegative, nonzero matrices. Also note that the products of these infinite
matrices are well defined (as every entry below the first subdiagonal are equal to 0). Finally, note that the
product Mi v is well defined for every vector v :=

(
v(1), v(2), . . .

)
with bounded support.

4.3. Product formula. We now turn to the main result of this section.

Lemma 4.3. For every poset P of width two, we have:

NP = M1 M2 · · · Md ,

where d := L−1
◦ (βb).

Proof. We prove the lemma by induction on the value of d. Let the base case be when d is equal to 1. In
this case, we have β1 = βb, and P has exactly inc(βb)+1 linear extensions, namely the linear extensions Li

(i ∈ {1, . . . , inc(βb) + 1}) for which βb is the i-th smallest element of the linear extension. It then follows
that, for all i, j ≥ 1,

NP (i, j) =

{
1 if i = j and i ≤ inc(βb) + 1,

0 otherwise.

This implies that NP = Winc(βb)+1 , which proves the base case.
Now let x1 be the special element in the recursion outlined above, and let P ′ be the induced subposet

on X ′ := X − {x1} . Note that the characteristic matrices M ′
1, . . . ,M

′
d−1 of P ′ satisfy

M ′
i = Mi+1 for i ∈ {1, . . . , d− 1} .

Also note that, by the induction assumption, the matrix NP ′ for P ′ satisfies

NP ′ = M ′
1 · · · M ′

d−1 .

Thus it suffices to show that

(4.4) NP = M1NP ′ .

We split the proof of (4.4) into two cases. For the first case, suppose that x1 = α1 . It then follows
from (4.1) that NP = SNP ′ . On the other hand, we have M1 = S by definition. Combining these two
observations proves (4.4) in the first case.

For the second case, suppose that x1 = β1 . It then follows from (4.2) that NP = WincP (x1)+1TNP ′ .
On the other hand, we have M1 = WincP (x1)+1T by definition. Combining these two observations proves
(4.4) in the second case. This proves the induction step. □

5. Cross–product relations

In this section we define an additional algebraic structures called cross–product relations, which will be
useful in checking if every 2 × 2 minor of the matrix FP as in (2.3) is nonpositive.
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5.1. Admissible vectors. Let v = (v(1), v(2), . . .) ∈ NP be a sequence of nonnegative integers. We say
that v is an admissible vector, if

v(i) > 0 and v(k) > 0 implies v(j) > 0 ,

for all i ≤ j ≤ k. The support supp(v) is the set { i ∈ P : v(i) > 0 }. For a nonzero admissible vector v,
we denote by up(v) the smallest integer in the support of v, and by down(v) the largest integer in the
support of v.

Definition 5.1 (cross–product relation). For all admissible vectors v and w, we write v B w if, for all
1 ≤ i ≤ j, we have:

(5.1) v(i) w(j) − v(j) w(i) = det

[
v(i) w(i)
v(j) w(j)

]
≥ 0 .

Note that B is not a transitive relation, since we have v B 0 and 0 B w for all admissible vectors
v,w, while v B w does not always hold. However, the relation B will be a transitive relation when
restricted to nonzero admissible vectors, as shown in the next lemma.

Lemma 5.2. For all nonzero admissible vectors v and w, we have:

(5.2) v B w implies up(v) ≤ up(w) and down(v) ≤ down(w).

Furthermore, for all nonzero admissible vectors v,w,u ,

(5.3) v B w and w B u implies v B u .

Proof. We first prove (5.2). Fix j ∈ supp(v) (note that j exists since v is a nonzero vector), and let i be
an integer strictly smaller than up(v). Note that i ≤ j and v(i) = 0 by definition. Then, we have

0 = v(i) w(j) ≥(5.1) v(j) w(i) .

Since v(j) > 0, it then follows from the equation above that w(i) = 0. Since the choice of i ∈ up(v) is
arbitrary, it follows that up(v) ≤ up(w) . The proof that down(v) ≤ down(w) follows from an analogous
argument. This concludes the proof of (5.2).

We now prove (5.3). Let i, j be positive integers satisfying 1 ≤ i ≤ j. It suffices to show that

(5.4) v(i) u(j) − v(j) u(i) ≥ 0 .

We will assume without loss of generality that v(j) > 0. Indeed, if v(j) = 0 , then v(j) u(i) = 0 , and (5.1)
follows immediately. By an analogous reasoning, we will also assume that u(i) > 0 .

Since v(j), u(i) > 0 and down(v) ≤ down(w) ≤ down(u) (by (5.2)), it then follows that w(j) > 0 and
u(j) > 0. We can then apply (5.1) consecutively to v B w and w B u to get

v(i)

v(j)
≥ w(i)

w(j)
≥ u(i)

u(j)
.

This proves (5.4), and the proof is complete. □

5.2. Multiplication properties. We now collect several properties of the matrices S and T in relations
to the cross–product relation. Let U = I −W1, which differs from the identity matrix by U(1, 1) = 0. We
now have

TS =




1 1 1

1 1 1
. . .

0 1 1
. . .

. . .
. . .

. . .




, ST = UTS =




0 0 0 · · ·
1 1 1 · · ·
0 1 1

. . .

. . .
. . .

. . .




.(5.5)

We also have, for all k ≥ 0,

(5.6) SWk = Wk+1S ,

and combining (5.5) and (5.6) gives us

(5.7) SWk T = Wk+1 U T S .
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It can be directly verified from the definition that all 2 × 2 minors of matrices S, T , Wk and U , are
nonnegative.

Lemma 5.3. Let M be a matrix such that

M ∈ {S, T, U} ∪ {Wk : k ≥ 1 }.
Then, for all admissible vectors v,w, we have M v and M w are also admissible vectors. Furthermore,

(5.8) v B w implies M v B M w .

Proof. It is straightforward to check by a direct computation that M v and M w are admissible vectors.
Now note that, by the Cauchy–Binet formula (2.5) in this case, we have:

det

[
[M v](i) [M w](i)
[M v](j) [M w](j)

]
=

∑

1≤k<ℓ<∞

det

[
M(i, k) M(i, ℓ)
M(j, k) M(j, ℓ)

]
det

[
v(k) w(k)
v(ℓ) w(ℓ)

]
,

for all 1 ≤ i ≤ j. Since v B w and every 2 × 2 minor of M is nonnegative, it follows that the right side
of the equation above is nonnegative. This completes the proof. □

Lemma 5.4. For every admissible vector v and every k ≥ 1, we have Wk v B Wk+1U v .

Proof. This follows from a straightforward computation. □

Lemma 5.5. For every admissible vector v ∈ NP and every 1 ≤ i ≤ n, we have:

MiS v B SMi v ,

where Mi is the characteristic matrix defined in (4.3).

Proof. We split the proof into three cases. For the first case, suppose that Mi = S. Then MiS = S2 =
SMi , and the lemma immediately follows. For the second case, suppose that Mi = WkT for some k ≥ 1.
We then have

MiS v = WkTS v BLem 5.4 Wk+1UTS v =(5.7) SWkT v = SMi v .

For the third case, suppose that Mi = Wk for some k ≥ 1. We then have

MiS v = WkS v =(5.6) SWk−1 v B SWk v = SMi v ,

where the inequality SWk−1 v B SWk v follows from a direct computation. This completes the proof. □

Lemma 5.6. For every nonzero admissible vector v, we have:

(5.9) NPS v B SNP v .

Proof. For all i ∈ {0, . . . , d} , we denote by vi the vector given by

vi := M1 · · · Mi S Mi+1 · · · Md v .(5.10)

Note that each vi is an admissible vector by Lemma 5.3. It suffices to show that vd B v0 .
Now note that, if either Md v or MdS v is equal to the zero vector, then either v0 or vd is equal

to the zero vector, and the lemma follows immediately. We now assume that Md v and MdS v are
nonzero vectors. Since all matrices Mi, for i < d, and matrix S map nonzero admissible vectors to nonzero
admissible vectors, it then follows from (5.10) that v0, . . . ,vd are nonzero admissible vectors. Now note
that, for all ∈ {0, . . . , d− 1}, we have:

vi+1 = M1 · · · Mi Mi+1 S Mi+2 · · · Md v

BLem 5.3, Lem 5.5 M1 · · · Mi S Mi+1 Mi+2 . . .Md v = vi .

By Lemma 5.2, this implies that vd B v0 , which completes the proof. □
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6. Log-concavity

In this section we collect various variations of poset log-concave inequalities that will be used in the first
proof of Theorem 1.4.

6.1. Stanley type inequalities. Fix 1 ≤ k ≤ ℓ ≤ b. For every 1 ≤ t ≤ n, let rt = (r1, r2, . . .) be the
vector given by

(6.1) rt(i) :=
∣∣{L ∈ E(P ) : L(βk) = i and L(βℓ) = t }

∣∣ .

Lemma 6.1. In notation above, rt is an admissible vector. Furthermore, we have:

rt B S rm for all t− 1 ≤ m and 1 ≤ m ≤ n.(6.2)

For every x ∈ X, denote by q = qx :=
(
q(1), q(2), . . .) the vector given by

(6.3) q(i) = qx(i) :=
∣∣{L ∈ E(P ) : L(x) = i}

∣∣ .

Lemma 6.2. In notation above, qx is an admissible vector that satisfies

qx B S qx .

Corollary 6.3 (Stanley inequality, [Sta81, Thm 3.1]). For every poset P = (X,≺) of width two and
element x ∈ X, we have:

(6.4) qx(i)
2 − qx(i− 1) qx(i+ 1) ≥ 0 .

Proof. In notation above, by Lemma 6.2, we have:

qx(i)
2 − qx(i− 1) qx(i+ 1) = det

[
qx(i) [S q](i)

qx(i+ 1) [S q](i+ 1)

]
≥ 0,(6.5)

for all i ≥ 1. □

Remark 6.4. Lemma 6.3 is a special case of Stanley’s original log-concavity for general posets. Stanley’s
proof uses the (non-elementary) Alexandrov–Fenchel inequality for mixed volumes, the approach was gen-
eralized in [KS84] to prove inequality (1.1). Thus our approach provides the first elementary proof of (6.5)
for width two posets (cf. §11.3).

6.2. Setting up the argument. We now build toward the proof of Lemma 6.1 and Lemma 6.2.

Let a = aP =
(
a(1), a(2), . . .

)
and b := bP =

(
b(1), b(2), . . .

)
be the vectors given by

a(i) :=
∣∣{L ∈ E(P ) : L(β1) = i }

∣∣ ,
b(i) :=

∣∣{L ∈ E(P ) : L(βb) = i+ lessP (βb) }
∣∣ .

Lemma 6.5. In notation above, a and b are admissible vectors that satisfy

a B S a and b B S b .

Proof. Let 1 = (1, 1, . . .) and observe that 1 is an admissible vector. Note that a = NP 1 by definition.
Thus, Lemma 5.3 implies that a is also admissible vector.

For the first inequality, since 1 B S 1 from direct computation, it then follows that

a = NP 1 B(5.8) NPS 1 B(5.9) SNP 1 = S a .

Since every vector in the equation above is nonzero, it then follows from Lemma 5.2 that a B S a , as
desired.

For the second inequality, let P ′ := (X,≺P ′) be the order dual of P , i.e., x ≺P ′ y if and only if y ≺P x
for all x, y ∈ X. Let a′ := aP ′ . It follows from the duality that for all i ≥ 1, we have:

b(i) =
∣∣{L ∈ E(P ) : L(βb) = i+ c+ 1 }

∣∣ =
∣∣{L′ ∈ E(P ′) : L′(βb) = n− i− c }

∣∣ = a′(n− i− c),
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where c := lessP (βb) − 1 . Since a′ is an admissible vector, it then follows that b is also an admissible
vector. Now note that, for all 1 ≤ i ≤ j, we have:

det

[
b(i) [S b](i)
b(j) [S b](j)

]
= det

[
b(i) b(i− 1)
b(j) b(j − 1)

]
= det

[
a′(n− i− c) a′(n− i− c+ 1)
a′(n− j − c) a′(n− j − c+ 1)

]

= det

[
[S a′](n− i− c+ 1) a′(n− i− c+ 1)
[S a′](n− j − c+ 1) a′(n− j − c+ 1)

]
= det

[
a′(n− j − c+ 1) [S a′](n− j − c+ 1)
a′(n− i− c+ 1) [S a′](n− i− c+ 1)

]
.

Note that the rows of the matrix in the right hand side are in the increasing order. On the other hand,
we also have a′ B S a′ from the first part of the lemma, which implies that the right side of the equation
above is nonnegative. Thus we conclude that that b B S b, as desired. □

Let AP and BP be the diagonal P× P matrices given by

AP (i, j) :=

{
a(i) if i = j

0 otherwise
and BP (i, j) :=

{
b(j) if i = j

0 otherwise

Lemma 6.6. For every admissible vector v, we have:

(6.6) APS v B SAP v and BPS v B SBP v .

Proof. We will show only the proof of the first inequality as the other inequality is analogous. For all
1 ≤ i ≤ j, we have:

[APS v](i) · [SAP v](j) = a(i) a(j − 1) v(i− 1) v(j − 1)

≥Lem 6.5 a(i− 1) a(j) v(i− 1) v(j − 1) = [SAP v](i) · [APS v](j).

This proves the claim. □

6.3. Proof of Lemma 6.1. Let 1 ≤ i ≤ t ≤ n, and let L ∈ E(P ) be a fixed linear extension of P , such
that L(βk) = i and L(βℓ) = t. We will decompose L into three linear extensions L1, L2, L3 (of smaller
posets), where the linear extension L1 will encode the total ordering of elements before L(βk), the linear
extension L2 will encode the total ordering of elements between L(βk) and L(βℓ), and the linear extension
L3 will encode the ordering of elements after L(βℓ).

Let P1, P2, P3 be the induced subposet of P on the subsets of X given by

X1 := X ∖ {x ∈ X : x ≻P βk },
X2 := X ∖ {x ∈ X : x ≺P βk or x ≻P βℓ },
X3 := X ∖ {x ∈ X : x ≺P βℓ }.

Note that βk is a maximal element of X1, that βk is a minimal element of X2 and βℓ is a maximal element
of X2, and that βℓ is a minimal element of X3. Note also that X1 contains all elements of X that are
smaller than βk w.r.t. the linear extension L, that X2 contains all elements all of X that lie between βk

and βℓ w.r.t. L, and that X3 contains all elements of X that are greater than βℓ w.r.t. L.
Let P1, P2 and P3 be the restrictions of P to X1, X2 and X3, respectively. Similarly, let L1 ∈ E(P1),

L2 ∈ E(P2) and L3 ∈ E(P3) be the restrictions of L to X1, X2 and X3, respectively. Note that the three
linear extensions satisfy the following equations:

L1(βk) = i , L2(βk) = i− lessP (βk) , L2(βℓ) = t− lessP (βk) , L3(βℓ) = t− lessP (βℓ) ,(6.7)

because in X2 elements strictly less than βk are removed, and in X3 elements strictly less than βℓ are
removed. On the other hand, given a triplet (L1, L2, L3) that satisfies (6.7), we can recover the original
linear extension L by

L(x) =





L1(x) if L1(x) ≤ i,

L2(x) + lessP (βk) if i− lessP (βk) ≤ L2(x) ≤ t− lessP (βk),

L3(x) + lessP (βℓ) if L3(x) ≥ t− lessP (βℓ).
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It follows from (6.7) that L is well-defined and is a linear extension of X. This shows that the given
correspondence associating L to (L1, L2, L3) is a bijection. It then follows from the correspondence above
that for all i ≥ 1,

rt(i) =
∣∣{L ∈ E(P ) : L(βk) = i, L(βℓ) = t }

∣∣
=

∣∣{L1 ∈ E(P1) : L1(βk) = i }
∣∣ ·

∣∣{L2 ∈ E(P2) : L2(βk) = i− c1, L2(βℓ) = t− c1 }
∣∣

·
∣∣{L3 ∈ E(P3) : L3(βℓ) = t− c2 }

∣∣
= bP1

(i) NP2
(i− c1, t− c2) aP3

(t− c2) ,

(6.8)

where c1 := lessP (βk) and c2 := lessP (βℓ) = c1 + lessP2(βℓ).

Let e1, e2, . . . be the standard unit vectors for RP, and let v and w be two admissible vectors given by

v := aP3(t− 1− c2) et−1−c2 and w := aP3(m− c2) em−c2 .

Note that v B w by the assumption that t− 1 ≤ m. Also note that, from (6.8), we have:

rt = BP1
Sc1NP2

S v and S rm = SBP1
Sc1NP2

w .

It then follows from the equation above that rt is an admissible vector.
If either NP2

S v or NP2
w is equal to the zero vector, then either rt or rm is equal to the zero vector,

and the lemma follows immediately. We now assume that NP2
S v and NP2

w are nonzero vectors. Then
we have:

rt = BP1S
c1NP2S v B(5.9) BP1S

c1+1NP2 v B(6.6) SBP1S
c1NP2 v

B(5.8) SBP1S
c1NP2 w = S rm .

Note that every vector in the equation above is nonnegative. It then follows from Lemma 5.2 that rt B rm,
as desired. □

6.4. Proof of Lemma 6.2. By exchanging the label of C1 and C2 if necessary, we can assume without loss
of generality that x ∈ C2. Let k be the integer such that x = βk. By adding an extra maximum element to
the poset if necessary, we can assume that k < b. Let ℓ := b.

Let P1, P2, P3, and c1 be as in the proof of Lemma 6.1. It then follows from the argument analogous to
the proof of Lemma 6.1, that

(6.9) qx = BP1
Sc1NP2

v,

where v = aP3 . Since v = aP3 is an admissible vector by Lemma 6.5, it then follows from (6.9) and
Lemma 5.3 that qx is an admissible vector.

We can always assume thatv is a nonzero vector. Indeed, if v is a zero vector, then both q and S q
are equal to the zero vector, and the lemma follows immediately.

Now note that

q = BP1
Sc1NP2

v B BP1
Sc1NP2

S v B(5.9) BP1
Sc1+1NP2

v

B(6.6) SBP1
Sc1NP2

v = S q .
(6.10)

Also note that every vector in the equation above are nonzero vectors by assumption. It then follows from
Lemma 5.2 that q B S q, as desired. □

7. Algebraic proof of Theorem 1.6

7.1. Matrix formulation. Let z1, z2, z3 ∈ X be the fixed elements in the Cross–product Conjecture 1.3,
and let |X| = n. Consider two P× n matrices G = GP and H = HP , with entries

GP (i, t) :=
∣∣{L ∈ E(P ) : L(z1) = t− i, L(z2) = t }

∣∣,
HP (i, t) :=

∣∣{L ∈ E(P ) : L(z3) = t+ i, L(z2) = t }
∣∣.

(7.1)

These matrices are related to the matrix FP in Theorem 1.4 in the following way. Let i, j ≥ 1, 1 ≤ t ≤ n,
and let L ∈ E(P ) such that L(z1) = t− i, L(z2) = t, and L(z3) = t+ j. Note that L ∈ F(i, j). We will split
L into two linear extensions of smaller posets, with the former encoding the total ordering for elements
before L(z2), and the latter encoding the total ordering elements after L(z2).
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Let Q and R be the induced subposets of P on the sets

X1 := X − { x ∈ X | x ≻P z2 } and X2 := X − { x ∈ X | x ≺P z2 } .
Let L1 and L2 be the restrictions of L onto subsets X1 and X2, respectively. We write (L1, L2) = η(L).
Note that L1 and L2 satisfy

L1(z2) = t, L1(z1) = t− i,

L2(z2) = t− lessP (z2), L2(z3) = t− lessP (z2) + j.

On the other hand, given a pair (L1, L2) that satisfies the equation above, we can recover the original
linear extension L as

L(x) =

{
L1(x) if x ∈ X1 and L1(x) ≤ t,

L2(x) + lessP (z2) otherwise.

Hence the correspondence η : L→ (L1, L2) as above is a bijection.

Let c := lessP (z2) . It then follows from the correspondence η above, that

FP (i, j) =

n∑

t=1

∣∣{L ∈ E(P ) : L(z1) = t− i, L(z2) = t, L(z3) = t+ j }
∣∣

=
n∑

t=1

∣∣{L1 ∈ E(Q) : L1(z1) = t− i, L1(z2) = t }
∣∣ ×

×
∣∣{L2 ∈ E(R) : L2(z2) = t− c, L2(z3) = t− c+ j }

∣∣

=
n∑

t=1

GQ(i, t) HR(j, t− c) ,

for all i, j ≥ 1. This is equivalent to

(7.2) FP =
(
GQ

)
Sc

(
HR

)⊤
.

Use the definition of S to expand (7.2) as a sum, and then apply Cauchy–Binet formula (2.5) to it. We
conclude:

det

[
FP (i, j) FP (i, ℓ)
FP (k, j) FP (k, ℓ)

]
=

∑
1≤t≤m≤n

det

[
GQ(i, t) GQ(i,m)
GQ(k, t) GQ(k,m)

]
det

[
HR(j, t− c) HR(ℓ, t− c)
HR(j,m− c) HR(ℓ,m− c)

]
,(7.3)

for all 1 ≤ i ≤ k and 1 ≤ j ≤ ℓ. This reduces Theorem 1.6 to checking signs of 2 × 2 minors of matrices
GQ and HR separately.

7.2. Matrix GP minors. We now show that all 2× 2 minors of GP are nonnegative, for all P . We start
with the following lemma covering a special case of this claim.

Lemma 7.1. Let P = (X,≺) be a poset of width two, and let GP be a matrix defined in (7.1). We have:

det

[
G(i, t− 1) G(i, t)
G(j, t− 1) G(j, t)

]
≥ 0 ,

for all 1 ≤ i ≤ j and 1 ≤ t ≤ n.

Proof. Without loss of generality, assume that z1 ∈ C2, since we can exchange the labels of C1 and C2
otherwise. We split the proof into two cases.

First, suppose that z2 ∈ C2. Let k, ℓ be integers such that

z1 = βk and z2 = βℓ .

Let rt := rk,ℓ,t be the vector defined in (6.1). It then follows from the definition that G(i, t) = rt(t − i),
for all i ≥ 1 and 1 ≤ t ≤ n. It then follows that the given minor of GP is equal to

det

[
G(i, t− 1) G(i, t)
G(j, t− 1) G(j, t)

]
= det

[
rt−1(t− 1− i) rt(t− i)
rt−1(t− 1− j) rt(t− j)

]
= det

[
[S rt−1](t− i) rt(t− i)
[S rt−1](t− j) rt(t− j)

]
.
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Note that the rows of the matrix in the right hand side are in the decreasing order. On the other hand, we
also have rt B S rt−1 from (6.2). Combining these two observations, we conclude that the determinant
above is nonnegative, as desired.

Second, suppose that z2 ∈ C1. Let 1 ≤ k ≤ b and 1 ≤ h ≤ a be such that

z1 = βk and z2 = αh .

Since the determinant in the lemma involves counting only linear extensions that satisfy L(z2) ∈ {t−1, t},
without loss of generality we can assume that t− 1 ≤ L(z2) ≤ t . This is equivalent to assuming that

(∗) βt−h−1 ≺ z2 ≺ βt−h+1 .

Let ℓ := t− h . Under the assumption (∗) above, it then follows that

L(z2) = t is equivalent to L(βℓ) < t, and

L(z2) = t− 1 is equivalent to L(βℓ) ≥ t.

Let ru := rk,ℓ,u be the vector defined in (6.1), for u ≥ 1. It then follows that, under this scenario, for all
i ≥1,

G(i, t− 1) =
∣∣{L ∈ E(P ) : L(βk) = t− 1− i, L(βℓ) < t }

∣∣ =

∞∑

u=t

ru(t− 1− i) ,

G(i, t) =
∣∣{L ∈ E(P ) : L(βk) = t− i, L(βℓ) ≥ t }

∣∣ =
t−1∑

v=1

rv(t− i) .

The minor of GP as in the lemma is then equal to

det

[
G(i, t− 1) G(i, t)
G(j, t− 1) G(j, t)

]
= det




∞∑

u=t

ru(t− 1− i)
t−1∑

v=1

rv(t− i)

∞∑

u=t

ru(t− 1− j)
t−1∑

v=1

rv(t− j)




=

∞∑

u=t

t−1∑

v=1

det

[
ru(t− 1− i) rv(t− i)
ru(t− 1− j) rv(t− j)

]
=

∞∑

u=t

t−1∑

v=1

det

[
[S ru](t− i) rv(t− i)
[S ru](t− j) rv(t− j)

]
.

Again, note that the rows of the matrices in the right hand side is in the decreasing order. On the other
hand, we also have rv B S ru, for all v < u from (6.2). Combining these two observations, we conclude
that the determinant above is nonnegative, as desired. This completes the proof of the second case. □

To generalize the lemma to all 2× 2 minors, we need the following technical result.

Lemma 7.2. Let gt :=
(
gt(1), gt(2), . . .

)
be the vector given by gt(i) := G(i, t), for all i ≥ 1 and

1 ≤ t ≤ n. Then gt is an admissible vector, for all 1 ≤ t ≤ n. Furthermore, the set

{ t ∈ [n] : gt is a nonzero admissible vector }
is a closed interval of integers.

Proof. Again, without loss of generality assume that z2 ∈ C2. Let ℓ be the integer such that z2 = βℓ . Since
gt counts only linear extensions satisfying L(z2) = t, without loss of generality we can assume that

βt−h ≺ z2 ≺ βt−h+1 .

It then follows that gt(i) = qz1(t− i) for all i ≥ 1, where q is defined in (6.3). Since qz1 is an admissible
vector from Lemma 6.2, it then follows that gt is also an admissible vector. This proves the first part.

For the second part, note that

qz2(t) =
∑

i≥1

gt(i) for all 1 ≤ t ≤ n.

Hence gt is a nonzero vector if and only if qz2(t) is nonzero. On the other, we have that qz2 is an admissible
vector by Lemma 6.2. The second claim now follows by combining these two observations. □
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Lemma 7.3. Every 2× 2 minor of GP is nonnegative.

Proof. Note that it suffices to show that gt B gm for all 1 ≤ t ≤ m ≤ n. The claim is vacuously true if
either gt or gm is equal to zero, so we assume that both gt and gm are nonzero vectors. It then follows from
Lemma 7.2 that gt, gt+1, . . . , gm are nonzero admissible vectors. On the other hand, we have gi B gi+1

for all t ≤ i ≤ m − 1 by Lemma 7.1. It then follows from Lemma 5.2 that gt B gm. This implies the
result. □

7.3. Matrix HP minors. This case follows via reduction to the previous case.

Lemma 7.4. Every 2× 2 minor of HP is nonpositive.

Proof. Let P ∗ := (X,≺∗) be the order dual of P obtained by reversing ≺P . Let z∗1 ← z3, z∗2 ← z2 and
z∗3 ← z1. Similarly, let G∗ = GP∗ be the matrix in (7.1) that corresponds to poset P ∗ and elements
z∗1 , z

∗
2 , z

∗
3 . Therefore,

HP (i, t) = G(i, n− t+ 1) for all i ≥ 1 and 1 ≤ t ≤ n.

Hence we have:

det

[
H(i, t) H(i,m)
H(j, t) H(j,m)

]
= det

[
G∗(i, n− t+ 1) G∗(i, n−m+ 1)
G∗(j, n− t+ 1) G∗(j, n−m+ 1)

]

= − det

[
G∗(i, n−m+ 1) G∗(i, n− t+ 1)
G∗(j, n−m+ 1) G∗(j, n− t+ 1)

]
,

for every 1 ≤ i ≤ j and 1 ≤ t ≤ m ≤ n. In the second equality, we swap the first row and the second
row of the matrix, so that the rows and columns are indexed in the increasing order. It then follows from
Lemma 7.3 that the determinant above is nonpositive, as desired. □

7.4. Proof of Theorem 1.6. Let GQ and HR be as in (7.2). Note that every 2 × 2 minor of GQ is
nonnegative by Lemma 7.3, every 2×2 minor of Sc is 0 or 1, and every 2×2 minor of HR is nonpositive by
Lemma 7.4. By the Cauchy–Binet formula in §2.6, this implies that every 2×2 minor of FP is nonpositive,
as desired.

To make this argument even more explicit, the RHS of (7.3) is a sum of products of nonnegative numbers
with nonpositive numbers. This sum is thus a nonpositive number, which proves the result. □

8. Lattice paths preliminaries

In this section we interpret the linear extensions of P as monotonic lattice paths and setup towards the
proof of Theorem 1.7 given in the next section.

8.1. Lattice path interpretation. Recall the notation for posets P of width two given in §2.7, with two
chains C1 and C2. Denote by 0 = (0, 0) the origin and by e1 = (1, 0), e2 = (0, 1) two standard unit vectors
in Z2.

Informally, the lattice path is obtained from a linear extension L by interpreting it as a sequence of
North and East steps, where the step at position k is North if and only if L−1(k) ∈ C2. Formally, let
L ∈ E(P ). We associate to L a North–East (NE) lattice path ϕ(L) := (Zt)1≤t≤n in Z2 from 0 = (0, 0) to
(a, b). The path (Zt) =

(
Zt(1), Zt(2)

)
is defined recursively as follows:

Z0 = 0, Zt :=

{
Zt−1 + e1 if L−1(t) ∈ C1 ,
Zt−1 + e2 if L−1(t) ∈ C2 .

We now characterize all the lattice paths that arise from this correspondence.
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Denote by C(P ) the set

Cup(P ) :=

{(
h− 1

2
, k − 1

2

)
∈ R2 : αh ≺P βk , 1 ≤ h ≤ a, 1 ≤ k ≤ b

}
,

Cdown(P ) :=

{(
h− 1

2
, k − 1

2

)
∈ R2 : αh ≻P βk , 1 ≤ h ≤ a, 1 ≤ k ≤ b

}
.

Let Fup(P ) and Fdown(P ) be the set of unit squares in [0, a] × [0, b] whose centers are in Cup(P ) and
Cdown(P ), respectively. Note that the region Fup(P ) lies above the region Fdown(P ), and their interiors do
not intersect. Let Reg(P ) be the (closed) region of [0, a]× [0, b] that is bounded from above by the region
Fup(P ), and from below by the region Fdown(P ), see Figure 8.1.

It follows directly from the definition that Reg(P ) is a connected row and column convex region, with
boundary defined by two lattice paths. Indeed, the upper boundary is the lattice path corresponding to
the minimal linear extension L◦ from §4.2, and the lower boundary is the lattice path corresponding to the
minimal linear extension with the labels of C1 and C2 exchanged.

•
•
•
•
•
•
•

•
•
•
•
•
•
•

α1

α2
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α4
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β1

β2

β3

β4

β5

β6

β7

2

3

5

8

9

11

12

1

4

6

7

10

13

14

(a) (b)

Figure 8.1. (a) The Hasse diagram of a poset P , and a linear extension L of P (written
in red). (b) The corresponding region Reg(P ), with Fup(P ) in green and Fdown(P ) in blue,
and the lattice path ϕ(L) in red.

Lemma 8.1. The map ϕ described above is a bijection between E(P ) and NE lattice paths in Reg(P ) from
0 to (a, b).

Proof. We first show that, for each linear extension L, the corresponding lattice path (Zt)1≤t≤n is contained
in Reg(P ). Let t ∈ [n] and let (h, k) := Zt. Without loss of generality, we assume that L−1(t) ∈ C1. This
implies that L(αh) = t, which in turn implies that

L(βk) < L(αh) < L(βk+1) .

Now note that L(βk) < L(αh) implies that βk ⊁P αh, and hence
(
h− 1

2 , k − 1
2

)
/∈ Cup(P ). By the same

reasoning, we have
(
h − 1

2 , k + 1
2

)
/∈ Cdown(P ). This implies that the edge

[
(h − 1, k) , (h, k)

]
∈ Reg(P ).

Since the choice of t is arbitrary, this implies that the lattice path (Zt)1≤t≤n is contained in Reg(P ).
We now construct the inverse map ϕ−1. Given a lattice path (Zt)1≤t≤n, we construct the corresponding

linear extension L as follows. For each t ∈ [n], let

L(αh) := t if Zt − Zt−1 = e1 and h = Zt(1),

L(βk) := t if Zt − Zt−1 = e2 and k = Zt(2).

It follows from the similar reasoning as above that L respects the poset relations ≺P . This completes the
proof. □

Let A = (a1, a2), B = (b1, b2) be two integral vertices in Reg(P ), and let ζ be a NE lattice path in
Reg(P ) from A to B. Define the weight of ζ by

wt(ζ) := number of unit boxes in [0, a]× [0, b] that lie below ζ.

Recall from (2.6) the definition of the weight function for a linear extension. It is easy to see that
wt(ϕ(L)) = wt(L)−

(
a+1
2

)
for every L ∈ E(P ).
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8.2. Injective maps between pairs of lattice paths. Let A,B ∈ Reg(P ). Denote by K(A,B) the
set of NE lattice paths ζ ∈ Reg(P ) that starts at A and ends at B. Similarly, denote by Kq(A,B) the
polynomial

Kq(A,B) :=
∑

ζ∈K(A,B)

qwt(ζ) .

Lemma 8.2. Let A,B ∈ Reg(P ) be on the same vertical line and with A above B, i.e., a1 = b1 and
a2 ≥ b2. Let C,D ∈ Reg(P ) be on a vertical line to the right of the line (AB), and with C above D.

(a) If |AB| > |CD|, i.e., a2 − b2 > c2 − d2, then

Kq(A− e2, C) · Kq(B + e2, D) ⩾ Kq(A,C) · Kq(B,D).

(b) If |CD| > |AB|, then
Kq(A,C − e2) · Kq(B,D + e2) ⩾ Kq(A,C) · Kq(B,D).

Informally, the lemma says that there are more pairs of paths closer to the inside than towards the outside
of the region. We give a direct combinatorial proof of the lemma by an explicit injection. The injection
works by translating the path B → D upwards so that it starts at A− e2 and ends at D′. Its translation
intersects the path A → C and by choosing the first intersection point we can swap the paths after the
intersection, creating paths A → D′ and A − e2 → C. Translating the first path back, we obtain paths
B + e2 → D and A− e2 → C. We show that these paths belong to Reg(P ), and the map is an injection.

Proof. We present only the proof of part (a), as the proof of part (b) is analogous. It suffices to show that
there exists a weight-preserving injection between two set of pairs of paths

κ : K(A,C) × K(B,D) → K(A− e2, C) × K(B + e2, D).

Let (γ, ζ) ∈ K(A,C)×K(B,D). We construct a pair (γ̂, ζ̂) = κ(γ, ζ) as follows.1

•B

•D

•A

•C

•B

•D

•A

•C

•A′

•D′
•

E

•B′
•C ′•

E′

•B

•D

•A

•C

•A′

•D′
•

E

•B′
•C ′•

E′

Figure 8.2. The lattice paths γ and ζ (drawn in blue), the lattice paths γ′ and ζ ′ (drawn

in green), and the lattice paths γ̂ and ζ̂ (drawn in red).

Let ζ ′ be the path obtained by translating ζ by (0, a2 − b2 − 1) , so ζ ′ starts at A′ = A− e2 and ends
at D′ = (d1, d2 + a2 − b2 − 1) . Note that ζ ′ lies above ζ, that A′ lies below A, and that D′ lies above C,
by the assumption that a2 − b2 > c2 − d2 . Note also that ζ ′ does not necessarily belong in Reg(P ). This
implies that paths ζ and ζ ′ must intersect, and let E be the first intersection point along these paths.

Let γ̂ := ζ ′(A′ → E) ◦ γ(E → C) be the NE lattice path A′ → C, such that γ̂ follows the path
ζ ′ : A′ → E, then follows the path γ : E → C. Note that γ̂ ∈ Reg(P ) since both ζ ′(A′ → E) and
γ(E → C) are contained in Reg(P ). Indeed, the former is due to the minimality of E, which implies that
this portion of ζ ′ is below ζ ∈ Reg(P ).

Similarly, let γ′ be the path obtained by translating γ by (0,−a2 + b2 + 1). Note that γ′ starts at
B′ = B + e2, and that the first intersection point between γ′ and ζ is E′ := E + (0,−a2 + b2 + 1). Let

ζ̂ := γ′(B′ → E′) ◦ ζ(E′ → D) be the NE lattice path B′ → D, such that ζ̂ follows the path γ′ : B′ → E′,

then follows the path ζ : E′ → D. Note that ζ̂ ∈ Reg(P ), since γ′(B′ → E′), ζ(E′ → D) ∈ Reg(P ).

1We suggest the reader employ Figure 8.2 as a running example.
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It follows from the construction above that (γ′, ζ ′) ∈ K(A− e2, C)×K(B+ e2, D). This map is injective
as γ and ζ can be recovered uniquely by identifying the first intersection point E. Furthermore, this is a
weight-preserving map, since

(8.1)

wt(γ) + wt(ζ) = wt
(
γ(A→ E)

)
+ wt

(
γ(E → C)

)
+ wt

(
ζ(B → E′)

)
+ wt

(
ζ(E′ → D)

)

= wt
(
γ′(B′ → E′)

)
+ (e1 − a1)× (a2 + b2 − 1) + wt

(
γ(E → C)

)

+ wt
(
ζ ′(A′ → E)

)
− (e1 − a1)× (a2 + b2 − 1) + wt

(
ζ(E′ → D)

)

= wt
(
ζ ′(A′ → E)

)
+ wt

(
γ(E → C)

)
+ wt

(
γ′(B′ → E′)

)
+ wt

(
ζ(E′ → D)

)

= wt(γ̂) + wt(ζ̂) .

This completes the proof. □

Remark 8.3. The equation (8.1) may seem remarkably coincidental, but can be easily explained. Note
that when we switch paths at intersections, the areas below paths can change but the sum of areas remain
the same via |U |+ |V | = |U ∩ V |+ |U ∩ V | for all finite sets U, V of lattice squares.

Lemma 8.4. Let A,B,C,D ∈ Reg(P ) be as in Lemma 8.2. We then have the following conditions for
equalities in Lemma 8.2:

(a) If |AB| > |CD|, i.e., a2 − b2 > c2 − d2, then

K(A− e2, C) · K(B + e2, D) = K(A,C) · K(B,D)

if and only if both sides are zero, or

K(A− e2, C) = K(A,C) and K(B + e2, D) = K(B,D) = K(A,D).

(b) If |CD| > |AB|, then
K(A,C − e2) · K(B,D + e2) = K(A,C) · K(B,D)

if and only if both sides are zero, or

K(A,C − e2) = K(A,C) = K(A,D) and K(B,D + e2) = K(B,D).

In both cases, the equality of the number of paths implies the corresponding path collections coincide, so the
q-weights are also preserved.

This lemma analyzes when equality in Lemma 8.2 occurs, which is equivalent to the lattice path involu-
tion κ being a bijection. We show that unless all these paths pass vertically through points A and B, see
Figure 8.3, there will always be an “extreme” pair of paths not contained in the image of κ.

η

ξ

ξ′

η̂

ξ̂•

•

•

•

•

•

•

•

•
E ′

B′

B

A

D

D′

E
C

A′

Figure 8.3. The proof of the equality case, Lemma 8.4. The green path η is the lowest
in Reg(P ) from A′ → C, and the blue path ξ is the highest in the region from B′ → D.
The cyan ξ′ = ξ + v is the vertical translation of ξ, which intersects η at point E (first

such intersection). The inverse paths κ−1(η, ξ) = (η̂, ξ̂) are drawn on top in red and brown.
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Proof. We prove only part (a), as part (b) follows analogously. Clearly, the “if” direction follows immedi-
ately.

For the “only if” direction, assume that the products are equal. We will show that K(A − e2, C) =
K(A,C) and K(B + e2, D) = K(B,D). From the proof of Lemma 8.2, the equality implies that the
injection κ is a bijection, and hence surjective.

Let η : A′ = A − e2 → C be the lowest possible path within Reg(P ) between these two points, and
similarly ξ : B′ = B + e2 → D be the highest possible path within Reg(P ) between the given points, see
Figure 8.3. Let ξ′ : A→ D′ (which passes above the point C) be the vertical translation of ξ. Since κ is
a bijection, we must have that η and ξ′ intersect and their preimages belong to Reg(P ).

First, if d2 ≤ a′2, then the paths are ξ = B′ → (b′1, d2) → D and η : A′ → (c1, a
′
2) → C. Thus ξ′ lies

strictly above η. Therefore, these paths do not intersect, and hence d2 > a′2. Since A′ ∈ Reg(P ), A′ is
lower than D and ξ is the highest path from B′ to D, so we must have that ξ = B′ → A′ → D. Similarly,
the lowest path must pass through D, so η : A′ → D → C. Furthermore, the path η(A′ → D) is weakly
below the path ξ(A′ → D). Let v = (0, a2 − b2 − 1), the translation vector.

Since there exists a preimage κ−1(η, ξ), this implies that paths ξ′ and η intersect. Let E be the first
intersection of ξ′ and η. Since η(A′ → D) is weakly below paths ξ and ξ + v, the point E must belong to
all three paths. Then

κ−1
(
η, ξ

)
=

(
η̂, ξ̂

)
,

where η̂ = (ξ(B′ → E′) + v) ◦ η(E → C) is a path from A to C, and ξ̂ = (η(A′ → E) − v) ◦ ξ(E′ → D)
is a path from B → D. Now note that through our assumption of κ being a bijection, we must have

that η̂ and ξ̂ are both in Reg(P ). Note that η̂ begins with the translation of ξ by v, and the point
E ∈ η(A′ → D) ⊂ Reg(P ). Hence (B′ → A) ◦ η̂(A→ E) ◦ ξ(E → D) ∈ Reg(P ) is a path which is higher
than ξ in Reg(P ). This causes a contradiction except in the case when E is on the line through A′B′

(and has to be equal to A). This means that the lowest path η : A′ → C starts with a vertical step, i.e.
A′ + e1 ̸∈ Reg(P ), and hence the lower border of Reg(P ) contains the segment (B,A). This implies that,
every path in Reg(P ) that passes through a point in {B,B′, A′} must also pass through A.

We conclude that K(A,C) = K(A′, C), and every path A′ → C in Reg(P ) passes through A. Similarly,
we have K(B,D) = K(B′, D) = K(A,D). Finally, for the q-analogues we also have Kq(A,C) = Kq(A

′, C)
and Kq(B,D) = Kq(B

′, D), since the weights are preserved under κ. □

Lemma 8.5. Let A,B ∈ Reg(P ) be in the same horizontal line and with A to the left of B, i.e. a2 = b2
and a1 ≤ b1. Let C,D ∈ Reg(P ) be in a vertical line that is above the line (AB), i.e. c2, d2 ≥ a2, and with
C below D.

(a) If |AB| > 0, i.e. b1 − a1 > 0, then:

Kq(A+ e1, C) · Kq(B − e1, D) ⩾ Kq(A,C) · Kq(B,D).

(b) If |CD| > 0, then:

Kq(A,C + e2) · Kq(B,D − e2) ⩾ Kq(A,C) · Kq(B,D).

Proof. We present only the proof of part (a), as the proof of part (b) is analogous. It suffices to show that
there exists a weight-preserving injection between two set of pairs of paths

κ : K(A,C) × K(B,D) → K(A+ e1, C) × K(B − e1, D).

Let (γ, ζ) ∈ K(A,C) × K(B,D). We construct a pair (γ̂, ζ̂) = κ(γ, ζ) as follows.2

Let ζ ′ be the path obtained by translating ζ by (a1− b1+1, 0) , so ζ ′ starts at A′ = A+(1, 0) and ends
at D′ = (d1 + a1 − b1 + 1, d2) . Note that ζ ′ lies to the left of ζ, that A′ lies to right of A, and that D′ lies
to the left of D, by the assumption that b1 − a1 > 0 . This implies that the path ζ and ζ ′ must intersect,
and let E be the first intersection point along these paths. Let γ̂ := ζ ′(A′ → E) ◦ γ(E → C) be the NE
lattice path from A′ → C, such that γ̂ follows the path ζ ′ : A′ → E, then follows the path γ : E → C.

Let γ′ be the path obtained by translating γ by (−a2+ b2−1, 0) . Note that γ′ starts at B′ = B− (1, 0),

and that the first intersection point between γ′ and ζ is E′ := E + (−a2 + b2 − 1, 0) . Let ζ̂ := γ′(B′ →
2We suggest the reader employ Figure 8.4 as a running example.
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Figure 8.4. The lattice paths γ and ζ (drawn in blue), the lattice paths γ′ and ζ ′ (drawn

in green), and the lattice paths γ̂ and ζ̂ (drawn in red).

E′) ζ(E′, D) be the NE lattice path from B′ to D, such that ζ̂ follows the path γ′ : B′ → E′, then follows
the path ζ : E′ → D.

It follows from the same argument as in the proof of Lemma 8.2, that κ is an injective, weight-preserving
map from K(A,C) × K(B,D) to K(A+ e1, C) × K(B − e1, D). This completes the proof. □

9. Lattice paths proof of Theorem 1.7

9.1. Setting up the injection. We should mention that to simplify the notation, from this point on we
will use z1 ← x, z2 ← y, and z3 ← z, and also i← k, j ← ℓ in Theorem 1.7. By relabeling C1 and C2 and
substituting q with q−1 if necessary, we will without loss of generality assume that z2 ∈ C1.

The idea is to consider the lattice paths in Reg(P ) based on the position of the horizontal step above z2,
which also corresponds to the value of L(z2). The summands in Fq(i, j) correspond to lattice paths, which
can be grouped according to their horizontal steps above z2, say Y → Y + e1. The i and j give the grid
distance to Y from this step to the horizontal (when all zs are in C1) step above z1 and z3 respectively, see
Figure 9.2. We can expand the difference

Fq(i, j) Fq(i+ 1, j + 1) − Fq(i+ 1, j) Fq(i, j + 1)

as sums of pairs of lattice paths passing through the same two points above z2. Then i, i + 1 and j, j + 1
determine which paths pass closer to each other, and we can derive the inequality by multiple applications
of Lemmas 8.2 and 8.5 depending on which chains z1, z3 belong to.

Let i, j ≥ 1 and let Y ∈ Reg(P ). We denote by G(i, Y ) the set of NE lattice paths 0 → Y in Reg(P )
that pass through Y − I and Y − I + U1 , where I = I(i, Y ) and U1 are defined as

I :=

{
(y1 − k + 1, i− y1 + k − 1) if z1 ∈ C1 , and z1 = αk ,

(i− y2 + k − 1, y2 − k + 1) if z1 ∈ C2 , and z1 = βk .

U1 :=

{
e1 if z1 ∈ C1 ,
e2 if z1 ∈ C2 .

Similarly, denote by H(j, Y ) the set of NE lattice paths Y + e1 → (a, b) in Reg(P ) that pass through
Y + J and Y + J + U3 , where J = J(j, Y ) and U3 are defined as

J :=

{
(m− y1 − 1, j + y1 −m+ 1) if z3 ∈ C1 , and z3 =: αm ,

(j + y2 −m+ 1,m− y2 − 1) if z3 ∈ C2 , and z3 =: βm .

U3 :=

{
e1 if z3 ∈ C1 ,
e2 if z3 ∈ C2 .

Finally, denote

Gq(i, Y ) :=
∑

γ∈G(i,Y )

qwt(γ) and Hq(j, Y ) :=
∑

γ∈H(j,Y )

qwt(γ) .

Recall the map ϕ defined in the previous section. Each linear extension L ∈ E(P ) such that

L(z2) = u, L(z2)− L(z1) = i and L(z3)− L(z2) = j,
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corresponds to a NE lattice path (0, 0)→ (a, b) in Reg(P ) that passes through

Y ⟨u⟩ − I, Y ⟨u⟩ − I + U1, Y ⟨u⟩, Y ⟨u⟩ + e1, Y ⟨u⟩ + J, Y ⟨u⟩ + J + U3 ,

where Y ⟨u⟩ := (ℓ − 1, u − ℓ) , and ℓ is the integer such that z2 = αℓ. That is, such a linear extension
corresponds to a lattice path where the first half is contained in G

(
i, Y ⟨u⟩) and the second half is contained

in H
(
j, Y ⟨u⟩) . See Figure 9.1 for an example.

Y 〈u〉 − I

Y 〈u〉 Y 〈u〉 + J

• •

• •

•

•

Figure 9.1. A lattice path that corresponds to a linear extension in F(i, j), with i = j = 4
and L(z2) = u = 8. Note that z1, z2 ∈ C1 and z3 ∈ C2. The first half of the lattice
path (0, 0) → (4, 4) (in red) is contained in G

(
i, Y ⟨u⟩), and the second half of the path

(5, 4)→ (8, 8) (in blue) is contained in H
(
j, Y ⟨u⟩).

It now follows from the correspondence above that

Fq(i, j) = q(
a+1
2 )

n∑

u=1

qu−ℓ Gq

(
i, Y ⟨u⟩)Hq

(
j, Y ⟨u⟩) .

Applying the formula above to the polynomials Fq(i, j) Fq(i+1, j +1) and Fq(i+1, j) Fq(i, j +1), we get

Fq(i, j) Fq(i+ 1, j + 1) = qa(a+1)
n∑

u=1

n∑

w=1

qu+w−2ℓ Gq

(
i, Y ⟨u⟩)Hq

(
j, Y ⟨u⟩) Gq

(
i+ 1, Y ⟨w⟩) Hq(j + 1, Y ⟨w⟩),

Fq(i+ 1, j) Fq(i, j + 1) = qa(a+1)
n∑

u=1

n∑

w=1

qu+w−2ℓ Gq

(
i+ 1, Y ⟨u⟩)Hq(j, Y

⟨u⟩) Gq

(
i, Y ⟨w⟩) Hq

(
j + 1, Y ⟨w⟩).

Taking the difference between the two equation above, we get

Fq(i, j) Fq(i+ 1, j + 1) − Fq(i+ 1, j) Fq(i, j + 1)

= qa(a+1)
n∑

u=1

n∑

w=1

qu+w−2ℓ Hq

(
j, Y ⟨u⟩) Hq

(
j + 1, Y ⟨w⟩) ×

×
[
Gq

(
i, Y ⟨u⟩) Gq

(
i+ 1, Y ⟨w⟩) − Gq

(
i+ 1, Y ⟨u⟩) Gq

(
i, Y ⟨w⟩)]

= qa(a+1)
∑

1≤u<w≤n

qu+w−2ℓ GCPq

(
i, Y ⟨u⟩, Y ⟨w⟩) HCPq

(
j, Y ⟨u⟩, Y ⟨w⟩) ,

(9.1)

where

GCPq(i, Y, V ) := Gq(i, Y ) Gq(i+ 1, V ) − Gq(i+ 1, Y ) Gq(i, V ),

HCPq(j, Y, V ) := Hq(j, Y ) Hq(j + 1, V ) − Hq(j + 1, Y ) Hq(j, V ).

Now observe that the theorem is reduced to the following result:

Lemma 9.1. Let Y, V ∈ Reg(P ) be in the same vertical line and with Y below V . Then

GCPq(i, Y, V ) ⩾ 0 and HCPq(j, Y, V ) ⩽ 0 .
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Proof of Theorem 1.7. To obtain the theorem, apply the lemma to all the terms in (9.1). This gives

Fq(i, j) Fq(i+ 1, j + 1) ⩾ Fq(i+ 1, j) Fq(i, j + 1) ,

as desired. □

9.2. Proof of Lemma 9.1. We prove only the inequality GCPq(i, Y, V ) ≥ 0 as the proof of the other
inequality is analogous.

Y

V

R

S

•

•

•

•

•

• •

• • •

•

(a)

Y

V

R S

•

•

•

•

•

•

•

•

•

•

•

(b)

Figure 9.2. Two instances of lattice paths in G(i, Y ) (in blue), G(i, V ) (in black), G(i+
1, Y ) (in red), and G(i + 1, V ) (in green). Note that z1 ∈ C1 and i = 7 in part (a), while
z1 ∈ C2 and i = 10 in part (b).

We split the proof into two cases. For the first case, suppose that z1 ∈ C1.3 Let

R := Y − I(i+ 1, Y ) = (r1, r2), S := V − I(i, V ) = (s1, s2) .

These are the points above z1 where the lattice paths pass through. In particular, the lattice paths in
G(i, Y ) start at 0, ends at Y , and passes through R+ e2 and R + e1 + e2. It then follows that

Gq(i, Y ) = Kq(0, R+ e2) q
r2+1 Kq(R+ e1 + e2, Y ) .(9.2)

By an analogous reasoning, we have

Gq(i+ 1, Y ) = Kq(0, R) qr2 Kq(R+ e1, Y ) ,

Gq(i, V ) = Kq(0, S) q
s2 Kq(S + e1, V ) ,

Gq(i+ 1, V ) = Kq(0, S − e2) q
s2−1 Kq(S + e1 − e2, V ) .

(9.3)

It then follows from (9.2) and (9.3) that

Gq(i, Y )Gq(i+ 1, V ) = qr2+s2

(
Kq(0, S − e2)Kq(0, R+ e2)

)(
Kq(S + e1 − e2, V )Kq(R+ e1 + e2, Y )

)
.

We now apply Lemma 8.2 (a) to the last product term Kq(S + e1 − e2, V )Kq(R + e1 + e2, Y ) in the
equation above, with A = S + e1 , B = R+ e1 , C = V and D = Y . We get:

Gq(i, Y ) Gq(i+ 1, V ) ⩾ qr2+s2

(
Kq(0, S − e2) Kq(0, R+ e2)

)(
Kq(S + e1, V ) Kq(R+ e1, Y )

)
.

We now apply Lemma 8.2 (b) to first product term Kq(0, S − e2)Kq(0, R + e2) in the equation above.
We get: with A = B = 0 , C = S and D = R,

Gq(i, Y ) Gq(i+ 1, V ) ⩾ qr2+s2

(
Kq(0, S) Kq(0, R)

)(
Kq(S + e1, V ) Kq(R+ e1, Y )

)
.

It then follows from (9.3) that

Gq(i, Y ) Gq(i+ 1, V ) ⩾ Gq(i+ 1, Y ) Gq(i, V ) .

This proves that GCPq(i, Y, V ) ⩾ 0 for the first case.

3We recommend the reader to use Figure 9.2 (a) as a running example.
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For the second case, suppose that z1 ∈ C2.4 We write

R := Y − I(i, Y ), S := V − I(i+ 1, V ) .

It then follows that

Gq(i, Y ) = Kq(0, R+ e1) Kq(R+ e1 + e2, Y ) ,

Gq(i+ 1, Y ) = Kq(0, R) Kq(R+ e2, Y ) ,

Gq(i, V ) = Kq(0, S) Kq(S + e2, V ) ,

Gq(i+ 1, V ) = Kq(0, S − e1) Kq(S − e1 + e2, V ) .

(9.4)

It then follows from (9.4) that

Gq(i, Y ) Gq(i+ 1, V ) =

(
Kq(0, R+ e1) Kq(0, S − e1)

) (
Kq(R+ e1 + e2, Y ) Kq(S − e1 + e2, V )

)
.

We now apply Lemma 8.5 (a) to the second product term Kq(R + e1 + e2, Y )Kq(S − e1 + e2, V ) in the
equation above, with A = R+ e2 , B = S + e2 , C = Y , D = V ,

Gq(i, Y ) Gq(i+ 1, V ) ⩾

(
Kq(0, R+ e1) Kq(0, S − e1)

) (
Kq(R+ e2, Y ) Kq(S + e2, V )

)
.

We now apply Lemma 8.5 (b) to the first product term Kq(0, R+ e1)Kq(0, S− e1) in the equation above,
with A = B = 0, C = R, D = S,

Gq(i, Y ) Gq(i+ 1, V ) ⩾

(
Kq(0, R) Kq(0, S)

) (
Kq(R+ e2, Y ) Kq(S + e2, V )

)
.

It then follows from (9.4) that

Gq(i, Y ) Gq(i+ 1, V ) ⩾ Gq(i+ 1, Y ) Gq(i, V ) .

This proves that GCPq(i, Y, V ) ≥ 0 for the second case, and our proof is complete. □

10. Proof of Theorem 1.8

The cross-product equality is obtained by analyzing the proof in Section 9 and applying Lemma 8.4.
We consider only the case when z1, z2, z3 ∈ C1, as the other cases are analogous.

Clearly, we have (a), (b), (c) ⇒ (1.7). If (d) holds, this implies that P = P1 ∪ P2, where P1 := {x :
x ≼P z2} and P2 := {y : y ≻P z2} , and every element in P1 is smaller than every element in P2 by ≺P .
Then F(i, j) = F′(i)·F′′(j), where F′(i) is the number of linear extensions L1 of P1 s.t. L1(z2)−L1(z1) = i.
Similarly, F′′(j) is the number of linear extensions L2 of P2 s.t. L2(z3) = j − 1. Then:

F(i, j) F(i+ 1, j + 1) = F′(i) F′(i+ 1) F′′(j) F′′(j + 1) = F(i+ 1, j) F(i, j + 1).

We now prove (1.7) ⇒ (a), (b), (c), or (d). Suppose now that equation (1.7) holds. Suppose that
F(i + 1, j) F(i, j + 1) > 0. Since F(i + 1, j) > 0, then there is at least one linear extension L of P , such
that L(z2) − L(z1) = i + 1 and L(z3) − L(z2) = j, and consider the one for which L(z2) = w is maximal.
Hence G(i+ 1, Y )H(j, Y ) > 0 for Y = Y ⟨w⟩, and G(i+ 1, Y )H(j, Y ) = 0 for Y higher than Y ⟨w⟩. Let u
be the minimal value for which G(i, Y ⟨u⟩)H

(
j + 1, Y ⟨u⟩) > 0.

Let us show that, if L is a linear extension in one of the sets F(i, j), F(i + 1, j), F(i, j + 1), or
F(i+1, j+1), then u ≤ L(z2) ≤ w. Formally, we will prove that if t < u, then G

(
i+1, Y ⟨t⟩)H

(
j, Y ⟨t⟩) = 0;

the other cases are analogous. Suppose to the contrary, that G
(
i + 1, Y ⟨t⟩)H

(
j, Y ⟨t⟩) > 0. Then there is

a path in Reg(P ) that goes through 0, A := Y ⟨u⟩ − I(i, Y ⟨u⟩), B := A+ e1 and Y ⟨u⟩. Similarly, there is
a path in Reg(P ) that goes through 0, C := Y ⟨t⟩ − I(i+ 1, Y ⟨t⟩), D := C + e1 and Y ⟨t⟩.

Since Reg(P ) is the region between two monotonous NE paths, it contains the segment
(
Y ⟨t⟩, Y ⟨u⟩)

and its e1 translate, and similarly the segment AC and its e1 translate. Thus we can take t = u − 1.
Then the points Y ⟨u−1⟩− I

(
i, Y ⟨u−1⟩), Y ⟨u−1⟩− I

(
i, Y ⟨u−1⟩)+ e1, Y

⟨u−1⟩, Y ⟨u−1⟩+ e1 are in Reg(P ) and

so G
(
i, Y ⟨t⟩) > 0. Similarly, since Y ⟨u⟩ + J

(
j, Y ⟨u⟩) = Y ⟨u−1⟩ + J

(
j + 1, Y ⟨u−1⟩)∈ Reg(P ) we have that

H
(
j + 1, Y ⟨t⟩) > 0. This contradicts the minimality of u and completes the proof of this claim.

4We recommend the reader to use Figure 9.2 (b) as a running example.
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There are now two cases. Suppose first that u < w, then we have from the proof of Theorem 1.7, and
in particular equation (9.1) and Lemma 9.1, that

F(i, j + 1) F(i+ 1, j) − F(i, j) F(i+ 1, j + 1) ≥ − GCP
(
i, Y ⟨u⟩, Y ⟨w⟩) HCP

(
j, Y ⟨u⟩, Y ⟨w⟩) ,

since on the RHS, we have GCP(·) ≥ 0 and HCP(·) ≤ 0. Since by (1.7) the LHS is equal to zero, we must
have GCP

(
i, Y ⟨u⟩, Y ⟨w⟩) = 0 or HCP

(
j, Y ⟨u⟩, Y ⟨w⟩) = 0.

We now show that GCP(i, Y ⟨u⟩, Y ⟨w⟩) = 0 leads to (a). Let S be the point above z1, such that the grid
distance between S and Y ⟨w⟩ is equal to i. In other words, define S := Y ⟨w⟩ − I

(
i, Y ⟨w⟩). Then every

linear extension L ∈ E(P ) for which L(z2)−L(z1) = i and L(z2) = w, corresponds to a path which passes
through the segment

(
S, S + e1

)
. Similarly, let R be the point above z1 at grid distance (i+1) from Y ⟨u⟩,

and let R := Y ⟨u⟩ − I
(
i+ 1, Y ⟨u⟩). See Figure 9.2 (a), where V = Y ⟨w⟩ and Y = Y ⟨u⟩.

Denote by M1 the number of pairs (ζ, γ) of paths ζ : 0 → S → (S + e1) → Y ⟨w⟩ and γ : 0 → R →
(R + e1) → Y ⟨u⟩ in Reg(P ). Similarly, denote by M2 the number of pairs (ζ ′, γ′) of paths ζ ′ : 0 →
(S − e2) → (S − e2 + e1) → Y ⟨w⟩ and γ′ : 0 → (R + e2) → (R + e2 + e1) → Y ⟨u⟩ in Reg(P ). Then
GCP(i, Y ⟨u⟩, Y ⟨w⟩) = 0 is equivalent to M1 = M2.

On the other hand, by Lemma 8.2, we have:

K
(
S + e1, Y

⟨w⟩) K
(
R+ e1, Y

⟨u⟩) ≤ K
(
S − e2 + e1, Y

⟨w⟩) K
(
R+ e2 + e1, Y

⟨u⟩)

and
K(0, S) K(0, R) ≤ K(0, S − e2) K(0, R+ e2).

Since GCP(i, Y ⟨u⟩, Y ⟨w⟩) = 0 both of these inequalities have to be equalities. We now apply Lemma 8.4 for
these two cases (paths starting at 0, and paths ending at Y ⟨u⟩ and Y ⟨w⟩) and its analysis on the possible
paths in case of equality. It implies that, for every T in the segment SR, all the paths (T + e1)→ Y ⟨u⟩ in
Reg(P ) must pass through (S + e1). Similarly, all paths 0 → T in Reg(P ) must pass through R. Thus,
for all t satisfying u ≤ t ≤ w, we have G

(
i, Y ⟨t⟩) = G

(
i + 1, Y ⟨t⟩). In other words, the number of paths

0 → Y ⟨t⟩ in Reg(P ) passing through point T := Y ⟨t⟩ − I(i, Y ⟨t⟩) and T + e1, is equal to the number of
paths passing through T − e2 = Y ⟨t⟩ − I(i+ 1, Y ⟨t⟩) and T − e2 + e1.

This implies:

F(i, j) =
∑

u≤t≤w

G
(
i, Y ⟨t⟩)H

(
j, Y ⟨t⟩) =

∑

u≤t≤w

G
(
i+ 1, Y ⟨t⟩)H

(
j, Y ⟨t⟩) = F(i+ 1, j),

F(i, j + 1) =
∑

u≤t≤w

G
(
i, Y ⟨t⟩)H

(
j + 1, Y ⟨t⟩) =

∑

u≤t≤w

G
(
i+ 1, Y ⟨t⟩)H

(
j + 1, Y ⟨t⟩) = F(i+ 1, j + 1),

which leads to case (a). The case HCP
(
j, Y ⟨u⟩, Y ⟨w⟩) = 0 similarly leads to (b).

We now show that the case u = w lead to case (d). Suppose to the contrary that there exists t ̸= u
such that L(z2) = t, for some L ∈ E(P ). Suppose t < u, the case t > u follows analogously. Then Y ⟨t⟩ is
in Reg(P ). By the geometry of Reg(P ), the segment

(
Y ⟨t⟩, Y ⟨u⟩) is also in Reg(P ), and so Y ⟨u−1⟩ is in

Reg(P ). Since G
(
i+ 1, Y ⟨u⟩) > 0, we have points

R = Y ⟨u⟩ − I
(
i+ 1, Y ⟨u⟩) = Y ⟨u−1⟩ − I

(
i, Y <u−1>

)
and R+ e1

both contained in Reg(P ).
Since the boundaries of Reg(P ) are NE paths, there must be a path 0 → R → (R + e1) → Y ⟨u−1⟩ in

Reg(P ). Similarly, on the other side, there is a path
(
Y ⟨u−1⟩+ e2

)
→

(
Y ⟨u⟩+J

)
→

(
Y ⟨u⟩+J + e1

)
→ Q,

where J := J
(
j, Y ⟨u⟩). Thus we have G

(
i, Y ⟨u−1⟩) > 0 and H

(
j + 1, Y ⟨u−1⟩) > 0, contradicting the

minimality of u. This completes the proof of the first part of the theorem.

For the second part, we clearly have (1.8) implies (1.7) by setting q = 1. In the opposite direction, the
first part states that either of (a)–(d) holds. In case (c) both sides are zero, and in case (d) equality (1.8)
follows immediately since both sides give a q-counting of the same family of quadruples of paths. In case
(a), we have Gq

(
i, Y ⟨t⟩) = qGq

(
i+ 1, Y ⟨t⟩) for every t, and the above calculation gives

Fq(i, j) = q Fq(i+ 1, j) and Fq(i, j + 1) = q Fq(i+ 1, j + 1) .

This gives (1.8) as the q-terms cancel. Finally, the case (b) is analogous to (a). This completes the proof
of the second part of the theorem. □
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11. Final remarks and open problems

11.1. The number e(P ) = | E(P )| of linear extensions was shown to be #P-complete for general posets
by Brightwell and Winkler [BW91]. Recently, it was shown to be #P-complete for dimension two posets,
height two posets, and for incidence posets. In the opposite directions, there are several classes of posets
where computing e(P ) can be done in polynomial time, see a historical overview in [DP18]. Note that in
contrast to many other #P-complete problems, the decision problem e(P ) >? 0 is trivial, and that e(P )
has a polynomial time (1 ± ε) approximation (ibid.) This make the problem most similar to the BINARY
PERMANENT, where the decision problem is classically in P.

11.2. The 1
3 − 2

3 Conjecture 1.1 was posed independently by Kislitsyn [Kis68] and Fredman [Fre75] in
the context of sorting. The currently best general bounds are obtained in [BFT95], which both used and
extended the arguments in [KS84]. As mentioned in the introduction, the author’s main lemma is the proof
of the Cross–Product Conjecture 1.3 for special values k = ℓ = 1.

Note that there seem to be evidence that the 1
3 − 2

3 conjecture is unattainable by means of general poset
inequalities, see a discussion in [BFT95, p. 334]. In a different direction, much effort has been made to
resolve the conjecture in special cases, see e.g. [CPP20, §1.3] for a recent overview.

We should also mention that the constant 1
3 is tight for a 3-element poset, but is likely not tight for

many classes of posets such as posets of larger width and indecomposable posets. Notably, there is a robust
recent literature on getting better bounds for posets of width two, see e.g. [Chen18, Sah18].

11.3. When stating CPC in [BFT95], the authors were explicitly motivated by [KS84], but they did
not seem to realize that CPC easily implies the Kahn–Saks Theorem 1.2. This implication is described
in §3.1. Note that it increases the width of the poset, so our proof of CPC for width two posets is by itself
inapplicable.

The implication above suggests that in full generality, perhaps one should look for a geometric proof
of CPC rather than refine combinatorial arguments. Indeed, as of now, there is no combinatorial proof of
the Kahn–Saks inequality (1.1) in full generality. If anything, the passage of time since the powerful FKG
and XYZ inequalities were discovered (see e.g. [AS16, Ch. 6]), suggests that inequalities such as CPC are
fundamentally harder in their nature (cf. [Pak19]).

Perhaps, this can be explained by the FKG and XYZ inequalities being in the family of correlation in-
equalities (inequalities involving only relations x ≺ y), while the Kahn–Saks and cross–product inequalities
being in the family of coordinate-wise inequalities (inequalities involving the relations L(y)−L(x) = i). In
other words, the latter involve finer statistics of linear extensions.

Finally, CPC is closely related to the Rayleigh property which plays an important role in the study of
negative dependence in probability and combinatorics, see [BBL09, BH20]. We also refer to [Huh18] for a
recent broad survey of such quadratic inequalities from algebraic and geometric points of view.

11.4. In a forthcoming paper [CPP21], we derive the q-analogue of the Kahn–Saks inequality (1.1) for
width two posets using the lattice paths approach. Formally, let

(11.1) Fq(k) :=
∑

L

qwt(L) ,

where the summation is over all linear extensions L ∈ E(P ), such that L(y)− L(x) = k.

Theorem 11.1 (q-Kahn–Saks inequality [CPP21]). Let P = (X,≺) be a finite poset of width two, let
(C1, C2) be a partition of P into two chains. For all distinct elements x, y, z ∈ X, we have:

(11.2) Fq(k)
2 ⩾ Fq(k − 1) Fq(k + 1) for all k > 1 ,

where Fq(k) is defined in (11.1), and the inequality between polynomials is coefficient-wise.

Note that the inequality (11.2) does not seem to follow from our q-analogue (1.6) of the cross–product
inequality, because of the width increase described in §11.3. Nor does (11.2) seem to follow from geometric
techniques in [KS84, Sta81]. While the tools involved in the proof of Theorem 11.1 are somewhat similar
to the tools in this paper, the details are surprisingly intricate and goes beyond the scope of this paper.
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11.5. There are classical connections between log-concavity and total positivity, see e.g. [Bre89]. Our
property of nonnegative 2 × 2 minors is similar but weaker than the total nonnegativity. There are two
reasons for us using this weaker property: practical and technical. On the one hand, the 2×2 minors suffice
for our purposes, while signs of large size minors does not seem to follow from our analysis of admissible
vectors in Section 5.

Initially we believed that our algebraic approach points towards total nonnegativity of matrix F∨
P

obtained from FP by reversing the order of the second index. A counterexample to this natural conjecture
was recently found by Jacob B. Zhang by computer experiments.5 Compare this with Lemma 4.3, which
implies that the characteristic matrix NP is totally nonnegative for all posets P of width two.

11.6. The fundamental idea of splitting linear extensions E(P ) into two parts is one common feature of
the proof in [BFT95] and both our proofs (see Sections 7 and 9). Curiously, in [BFT95, p. 338] the authors
suggest that the case k = ℓ = 1 of the Generalized Cross–Product Conjecture 1.5 can be obtained by their
methods. We also believe this to be the case. It would be interesting to see if this approach can be utilized
to derive other results, perhaps beyond the cross–product inequality framework.

11.7. A casual reader might conclude that Cross–Product Conjecture 1.3 implies Generalized Cross–
Product Conjecture 1.5 by the following argument: write F(k+ i,m)/F(k,m) as a telescoping product and
apply the CPC to the factors shows that the ratio is non-increasing in m, giving the GCPC. This would
be true if it was clear that all the factors are nonzero. As it happens, determining when F(i, j) = 0 is
rather difficult; see [CPP21, §8] where the Kahn–Saks inequality case of F(i) = 0 was resolved. We intend
to pursue this direction in the forthcoming paper [CPP22+].

11.8. The number e(P ) = | E(P )| of linear extensions already has a notable q-analogue generalizing major
index of permutations. This was introduced by Stanley, see e.g. [Sta99, §3.15] and [KS17] for a more recent
references. Note that this q-analogue depends only on the poset P , even though the underlying statistics
depends on the fixed linear extension L ∈ E(P ). On the other hand, the q-analogue Fq(k, ℓ) defined in the
introduction, depends on the chain partition (C1, C2) as a polynomial.

11.9. The Graham–Yao–Yao (GYY) inequality (3.2) is less known than the other poset inequalities in this
paper, and can be viewed as an ultimate positive correlation inequality for posets of width two. Curiously,
the original proof also used lattice paths; the authors acknowledged Knuth for simplifying it. A different
proof using the powerful FKG inequality was given by Shepp [She80]. It would be interesting to see if
another Shepp’s inequality [She80, Thm 2] can also be derived from the CPC.

11.10. The equality part for the Stanley inequality (6.4) was recently characterized in [SvH20+, Thm 15.3]
for all posets, as an application a difficult geometric argument. In notation of Corollary 6.3, they show
that qx(i)

2 = qx(i − 1) qx(i + 1) if and only if qx(i − 1) = qx(i) = qx(i + 1). In [CP21], the first two
authors extend this result to weighted linear extensions, but the weights there are quite different from the
weights in (1.4).

In [CPP21], we extend the above equality conditions of Stanley’s inequality to the equality conditions
of the Kahn–Saks inequality (1.1), but only in a special case. In the notation of Theorem 1.2, we prove
that the equality F(k)2 = F(k − 1) F(k + 1) implies F(k − 1) = F(k) = F(k + 1) for posets P of width
two, and when elements x, y ∈ X belong to the same chain in a partition of P into two chains (C1, C2).
As we mentioned above, this result does not follow from our Cross–Product Equality Theorem 1.8.

On the other hand, Theorem 1.8 does not hold for all posets. Indeed, let P = Cm + Cm + C1 be the
disjoint sum of three chains of size m, m and 1, respectively, where m ≥ 3. Denote these chains by
C1 := {α1, . . . , αm}, C2 := {β1, . . . , βm}, C3 := {γ}. Let x := α1, y := γ, z := βm. Then we have:

F(i, j) = 2i+j−2 for all i, j ≥ 1 and i+ j ≤ m+ 1.

Fix k, ℓ ≥ 1 such that k + ℓ ≤ m− 1. The cross–product equality (1.7) holds in this case:

F(k, ℓ) F(k + 1, ℓ+ 1) = F(k + 1, ℓ) F(k, ℓ+ 1) = 22k+2ℓ−2,

but neither of the conditions (a), (b), (c), (d) in Theorem 1.8 applies.

5Personal communication (May 5, 2021).
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Let us also mention that by using the argument in §3.1, one can transform the example above into an
equality case of Kahn–Saks inequality (1.1) for which F(k)2 = F(k + 1)F(k + 1) but F(k) ̸= F(k + 1) ̸=
F(k − 1), see [CPP21, Ex. 1.5] for further details.

11.11. The remarkable XY Z inequality (3.5) was originally conjectured by Rival and Sands (1981) and
soon after proved by Shepp [She82] by a delicate use of the FKG inequality. To quote the original paper,
the XY Z inequality is “surprisingly difficult to prove in spite of much effort by combinatorialists” (ibid.)
Winkler shows in [Win83] that in some sense all correlation inequalities of a certain type must follow from
the XY Z inequality.

Curiously, when x, y and z form an antichain, the XY Z inequality (3.5) is always strict. This was proved
by Fishburn [Fis84] with an explicit lower bound on the ratio. Applying this result to (3.6) for posets of
width two, we see that the sum in the right side of (3.6) is always strictly positive. This implies that one
can always find i, j < 0 and k, ℓ > 0, such that the inequality (3.1) is strict. For example, for the poset
P = Cm + Cm + C1 as above, strict inequality occurs for i = j = −1 and k = ℓ = 2, since F(i, j) = 0 and
F(i, ℓ),F(k, j) > 0. Note that this is not the only instance of strict inequalities in this example.

Finally, let us mention [BT11] which shows the difficulty of the equality problem in a small special case
of a related problem. We also refer to a somewhat dated survey [Win86], where Winkler emphasizes the
importance of finding strict inequalities.
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