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ABSTRACT

An Entity Retrieval system is a fundamental task of Information

Retrieval that provides direct answer to an information need of

user. Prior work of entity retrieval utilizes either the Knowledge

Graph fields or the text relevant to the query via pseudo-relevance

feedback [11] to improve the performance. Recently, Knowledge

Graph embeddings or other entity representations, which capture

the entity information from a knowledge graph are shown to be

beneficial for entity retrieval. However, such embeddings are query-

agnostic. In this dissertation work, we aim to improve entity re-

trieval by exploring the pseudo-relevance feedback to generate

entity representations that capture query-aware entity information

to determine the relevance of entities. We study the effectiveness

of pseudo-relevance feedback against Knowledge Graph fields and

investigate the efficacy of the Knowledge Graph embeddings for

entity retrieval. We aim to understand the importance of utilization

of query-aware signals and modeling of such signals with Knowl-

edge Graph embeddings. Our results show that pseudo-relevance

feedback is more effective than the Knowledge Graph fields by 30%.

KEYWORDS

Entity Retrieval, Knowledge Graph embeddings

ACM Reference Format:

Pooja Oza. 2022. Identify Relevant Entities Through Text Understanding.

In Proceedings of the 31st ACM International Conference on Information and

Knowledge Management (CIKM ’22), October 17–21, 2022, Atlanta, GA, USA.

ACM, New York, NY, USA, 5 pages. https://doi.org/10.1145/3511808.3557819

1 INTRODUCTION

An entity retrieval system responds to the information needs of the

users which can range from keywords such as "Coffee" to natural

language questions such as "Who is the driver who has won the

most races in F1?" either by list of entities or a particular entity.

Pound et al. [17] finds that a great fraction of users’ queries are

entity-oriented, 40% of the queries are for a particular entity, 12% are

for a list of entities and 5% are for a particular attribute of an entity.

Recent work in Entity Retrieval [8] utilizes Knowledge Graph em-

beddings to identify relevant entities for an entity-oriented query.

These embeddings are static embeddings and do not contain any

query-aware entity information that is beneficial to determine the
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relevance of entities effectively. In entity-oriented queries, the rel-

evance of the entities depends on the information need. In this

dissertation, we improve the performance of entity retrieval system

by addressing two aspects of the search: (1) Entity Representa-

tions: generate entity embeddings that are more relevant to the

query than the general-purpose knowledge graph embeddings; (2)

Entity Retrieval: identify relevant entities to a query through

relevant text and entity representations.

To improve the performance of an entity retrieval system, we

propose to explore the text corpora, specifically the text that is

relevant to the query via, pseudo-relevance feedback. We study the

text retrieved by pseudo-relevance feedback to reveal influential

signals that can effectively identify the relevance of entities for the

query. We further examine whether these influential signals can be

used to obtain better entity representations, by integrating them

as a complementary source of entity information to the existing

Knowledge Graph embeddings. In summary, our goal is to introduce

query-aware entity information from a textual information source

to generate query-aware entity representation. Our novelty lies

in using influential signals from pseudo-relevance feedback that

integrates entity information for a query, such as a different entity

relatedness measure and entity relevance, to the static knowledge

graph embeddings. Specifically, we aim to address the following

research questions:RQ1) Is entity information derived from pseudo-

relevance feedback more influential than Knowledge Graph entity

information at identifying the entity relevance? RQ2) Is the entity

relatedness captured in the Knowledge Graph embeddings sufficient

to determine the relevance of entities? RQ3) How can we leverage

the entity information derived from pseudo-relevance feedback to

generate better entity representations?

2 RELATED WORK

2.1 Knowledge Graph Embeddings

Knowledge graph embeddings are vector representations of entities

and their properties in a continuous vector space. Different ap-

proaches are used to generate knowledge graph embeddings. One

of the well-known embeddings is Wikipedia2Vec [23] that jointly

learns entity and word embeddings in the same vector space by

capturing both Wikipedia link structure and text. Likewise, TransE

[2], is a translation-based embedding model. It captures the rela-

tions between entities through triplets (head, label, tail) where the

label corresponds to a translation between head and tail. However,

TransE is based on 1-to-1 relation triples and does not work well

for 1-to-N, N-to-N, N-to-1 relationships. To overcome this, several

other Knowledge Graph embeddings are proposed such as TransH

[7] which projects head and tail entities in relation-specific hyper-

plane or TransR [13] which projects each relationship in its specific

space while learning embeddings.
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2.2 Knowledge-enhanced BERT

Recently, various Pre-trained Knowledge-enhanced Language Mod-

els (PKLMs) infuse KnowledgeGraph embeddings ofWikipedia2Vec

[23] and TransE [2] in Language Models (LMs) to incorporate LMs

with additional entity information. E-BERT[16] fine-tunes BERT [4]

with Wikipedia2Vec [23] entity and word embeddings, ERNIE [24]

integrates the knowledge entity-wise through TransE [2] entity

embeddings while KEPLER [21] first converts the relational triplets

to text and incorporates the text into BERT [4] embeddings. KELM

[14] endows LMs with the multi-relational subgraph extracted from

the Knowledge Graph. Most of the PKLMs are re-pretrained on a

large corpus to infuse the knowledge into LMs. While PKLMs aims

to enrich LMs with knowledge, our work focuses on enhancing the

Knowledge Graph embeddings with query-aware information to

generate entity representations.

2.3 Entity Retrieval

Previous work of Entity Retrieval uses fields of the knowledge

graph such as BM25F [19] which uses term frequencies of different

fields in documents. One well-known method [18] uses the sequen-

tial dependence model (SDM) to estimate the relevance of different

entity fields, names, documents, and types. Gerritse et al. [8] uses

entity representation of Wikipedia2Vec to re-rank the initial candi-

date set of the entities. The scoring function is based on the cosine

similarity of entity embeddings of entities mentioned in the query

and document.

On the other hand, several works use feedback runs of the query

for the entity retrieval task. Dalton et al. [3] use entity-linked feed-

back runs and other sources such as entity links and candidate

sets from entity rankings to compute an expansion model for docu-

ment retrieval. In recent work, Dietz [5] retrieves various features

from entity and text feedback runs such as entity co-occurrence,

entity-mention features, etc., and combine these features in the

Learning-To-Rank framework to rank the entities.

Our work differs from the previous work in our approach of

using the context of the entities provided by the feedback runs

to generate better entity representations. We combine the entity

information of Knowledge Graph entity representations with the

entity information from feedback runs.

3 PROPOSED APPROACH

The focus of this dissertation is to exploit entity information in text,

in particular pseudo-relevance feedback, and utilize it to generate

entity representations with the goal to satisfy complex information

needs of the users.

3.1 Published - Entity Information from
Pseudo-Relevance Feedback

3.1.1 Approach: Our work [15] finds that pseudo-relevance feed-

back is more effective source of information than the entity infor-

mation present in KG. While previous work uses pseudo-relevance

feedback for Entity Retrieval, they focus on the structured anno-

tations such as entity names, types and categories in KG or graph

walks on related entities. Our approach focuses on the text sur-

rounding the entity mentions. In our analysis, we observe entity

information which serves as signals to identify entity relevance as

follows:

(1) Entities that frequently appear together i.e., mentioned to-

gether, in the text of pseudo-relevance feedback are more

relevant to the query. For example, if the entities Coffee bean

and Coffee house appear frequently together in the pseudo-

relevance feedback text, they are more relevant. The feature

Co-occurrence Count in Table 1 reflects this finding.

(2) We infer connections between entities expressed in text and

find that entities that are mentioned together in the pseudo-

relevance feedback indicate relevant connections. Feature

Co-occurrence Relevance in Table 1.

(3) Entities that appear frequently, featureMention-Freq, in pseudo-

relevance feedback text are more relevant to the query. For

example, if an entity such as Starbucks is appearing fre-

quently in the pseudo-relevance feedback, it is more relevant.

(4) Entity relatedness measured through Knowledge Graph links

is less effective to determine the relevance of entities. This

finding is reflected in Table 1 by features Outlinks, Inlinks,

KG-Entity.

Table 1: Overall performance results from our work [15].

The features Co-occurrence Relevance, Co-occurrence Count,

Mention-Freq are the signals from pseudo-relevance feed-

back of queries. The features Outlinks, Inlinks andKG-Entity

are based on Wikipedia’s link graph and entity description

text. As seen in the results, influential signals from pseudo-

relevance feedback outperform the Knowledge Graph fields.

For more results, please refer to our work [15]

.

Feature MAP Recall F1

Co-occurrence Relevance 0.2140 0.3092 0.3106

Co-occurrence Count 0.1669 0.2636 0.2714

Mention-Freq 0.1971 0.3032 0.3189

Outlinks 0.1509 0.2568 0.2722

Inlinks 0.1566 0.2630 0.2839

KG-Entity 0.0172 0.0519 0.0499

Most of the prior work focuses on identifying a small high pre-

cision list of correct entities, whereas our approach aims for high

recall sets of relevant entities of varying degree of relevance to the

query.

These findings leads us to conclude that the text relevant to a

query provides distinguishable entity information which is differ-

ent for every query while the general-purpose Knowledge Graphs

provides static entity information for any query. This distinction

is important because the entity information such as inlinks, out-

links, entity description of any entity retrieved from the Knowledge

Graph would contain high volume of irrelevant data to a query.

3.1.2 Methodology: We retrieve the ranking of the entity-linked

pseudo-relevance feedback text and infer the connections between

entities via co-occurrence.Wemodel the relevance of co-occurrence

connections through frequency and reciprocal rank of the feedback

runs. The fields of the Knowledge Graph considered are outlinks,

inlinks, and entity descriptions.
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3.1.3 Evaluation: Weuse TRECComplexAnswer Retrieval (CAR)

dataset [6] which consists of keyword queries such as "Chocolate".

For evaluation, we use MAP, Recall, and F1 scores. The results are

shown in Table 1.

3.2 Ongoing - Entity representation from
Pseudo-Relevance Feedback

3.2.1 Approach: Knowledge Graph embeddings are entity rep-

resentations that capture the relatedness of the entities through

different measures such as Wikipedia link graph or relation triples.

We explore these entity representations to understand how these

different measures determine the relevance of the entities to a query

in an entity retrieval system. To this end, we attempt to address

our next two research questions:

RQ2: Are Knowledge Graph embeddings sufficient? In our

analysis of the static Knowledge Graph embeddings, we observe

that they are less effective at identifying relevant entities. We fur-

ther investigate through KPLMs whether the lacking performance

of the entity representations is due to its static nature. We find a sim-

ilar pattern in contextualized entity representations generated via

KPLMs. These entity representations, unlike the static Knowledge

Graph embeddings, contain contextualized information through

BERT [4] embeddings.

This leads us to conclude that the general-purpose entity repre-

sentations that are generated from large text corpora, which contain

a mix of multiple diverse topics, lose distinguishable characteristics

of a query thus falling short for entity retrieval. This prompts us to

ask our next research question:How can we leverage the query-aware

entity information to generate better entity representations?

3.2.2 Methodology: We follow the re-ranking framework of Ger-

ritse et al. [8] wherewe retrieve a candidate set of entities for queries

and use entity embeddings of Wikipedia2Vec [23], ERNIE [24] and

E-BERT [16]. We entity link the queries and take cosine similarity

between entity embeddings and query embeddings to rank the en-

tities. We further use the Learning-To-Rank framework to get the

final ranking of entities.

3.2.3 Evaluation: Weuse two datasets, TRECCAR [6] andDBpediaV2-

CAR version of DBpedia Entity-V2 [9]. We provide the results in

Table 2. We use the best entity ranking feature of Dietz [5] for TREC

CAR and BM25F-CA [9] as baselines. L2R-* are the interpolated re-

sults of the model entity ranking with the baseline. We take cosine

similarity between the entity embeddings and query embedding

for the models Wikipedia2Vec, ERNIE, and E-BERT.

RQ3: Entity Information from Text for Entity representa-

tions.

3.2.4 Approach: Our idea is to integrate query-aware entity in-

formation with the general-purpose Knowledge Graph entity in-

formation to generate entity representations that are query-aware.

This also gives us an advantage of combining entity information

from two different information sources i.e., the general-purpose

Knowledge Graphs and text of pseudo-relevance feedback.

We introduce query-aware entity information through two dif-

ferent components: (1) entity relatedness (2) relevance. Based

on our observations from our previous work [15], we model the

Table 2: Overall Performance Evaluation. As seen in the

results below, the Knowledge Graph embeddings perform

worse than the baselines. We display results of TREC CAR

and only one type of query for DBpedia-v2 here due to space

constraint.

Dataset TREC-CAR ListSearch

Model MAP Recall MAP Recall

Baseline 0.1573 0.2226 0.4406 0.4269

Wikipedia2Vec 0.0838 0.1293 0.3971 0.4453

ERNIE 0.061 0.2268 0.3277 0.3959

E-BERT 0.0752 0.219 0.3813 0.4206

L2R-Wikipedia2Vec 0.1661 0.2275 0.4528 0.4358

L2R-ERNIE 0.1625 0.2268 0.4543 0.4391

L2R-E-BERT 0.1599 0.219 0.447 0.4317

entity relatedness via entity co-occurrence connections expressed

in the pseudo-relevance feedback text. The rationale behind this

approach, is the observation in our previous work [15] that entities

that are mentioned together in the pseudo-relevance feedback text

reveal relevant information to the query.

One way we model the relevance is through frequency, i.e., the

entity that co-occurs frequently with other entities in the text,

because in our previous work [15] we found that the entities that

co-occur frequently are relevant entities. The idea is that the entity

that has a high degree of connections is more relevant to the query.

As an alternative, we integrate the relevance is through similarity

between the entities that co-occur in the pseudo-relevance feedback.

This gives us an insight about how similar the entities connected

through the relevant connections of a query are?

3.2.5 Methodology: We retrieve an entity-linked candidate set

of passages as pseudo-relevance feedback for queries. We construct

an entity co-occurrence graph for each query of the dataset and use

Graph Convolutional Network [10] and Graph Attention Network

[20] tomodel the relevance.We evaluate them on the entity retrieval

task. We use the evaluation metrics MAP and Recall.

3.3 Future - Contextualized Entity Descriptions
and Entity Relations for Entity Retrieval

3.3.1 Approach: To further improve the entity retrieval, we pro-

pose to enrich the Knowledge Graph embeddings as follows:

Contextualized Entity Descriptions. Recently, research has

been focused on enhancing the conventional Knowledge Graph

embeddings with textual descriptions [1, 22]. However, these entity

descriptions (1) pertain to the relation (predicate) between the two

entities and (2) are the generic descriptions of the entities found in

knowledge bases. The generic entity descriptions from the knowl-

edge bases, may contain information that would be irrelevant to the

query. Moreover, they do not capture all different aspects in which

an entity might appear. For example, the query "economic policies

of Barack Obama" does not benefit from the generic description of

the entity "Barack Obama" in the knowledge base. Our idea is to

enrich the entity representation with the entity descriptions which

are relevant to the query. We leverage text analysis on top of pseudo
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relevance feedback to extract the context in which the entities are

mentioned with respect to the query.

Entity Relations. Conventional Knowledge Graph embeddings

such as TransE [2] are based on 1-to-1 relations. PtransE [12] pro-

poses to use the multi-step relational path, consisting of sequence of

relations, to model complex relations between the entities. PtransE

[12] considers the relational paths between two entities based on

Path Constrained Resource Allocation [25] algorithm. Inspired by

[12], we propose the idea to consider the relations between the

entities based on the query. For example, the query "Barack Obama

Office" should consider the relation "Barack Obama
VicePresident

−→

Joe Biden" and the query "Presidents after Barack Obama" should

consider the relation "Barack Obama
SucceededBy

−→ Donald Trump
SucceededBy

−→ Joe Biden".

Integration of Text and Entities: Previous work finds that

relevant text can be found by combining the signals from text and

entities. We propose the idea to infuse the entity descriptions and

entity connections through a bi-partite graph of entity descriptions

and entity relevant connections.

4 CONCLUSION

The goal of this dissertation is to improve entity retrieval systems

by developing text analysis methods that can extract query-aware

entity representations from pseudo-relevance feedback. We study

the efficacy of entity representations from Knowledge Graph em-

beddings and describe approaches to infuse query-aware entity rele-

vance into entity embeddings which are beneficial for downstream

IR tasks. While we study the entity representations in the con-

text of entity retrieval system, other applications such as question-

answering, conversational search, and recommender systemswould

also benefit.
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A DISCUSSION TOPICS

In general, I would like to discuss the following topics with my

mentor and peers:

(1) Entity Retrieval

(2) Knowledge Graph embeddings

(3) Knowledge-enhanced BERT embeddings

(4) Future Research Directions

(5) Feedback

In particular, I would like to discuss the following:

(1) Discuss approaches to constructing query-aware entity de-

scriptions for entity retrieval. In particular, how can we use

pseudo-relevance feedback to construct those descriptions?

Are there any suggestions other than using pseudo-relevance

feedback to generate entity descriptions?

(2) I would also like to discuss the Knowledge Graph embed-

dings and their role in entity retrieval. Specifically, I would

like to discuss the analysis of my ongoing work and how

different entity embeddings affect entity similarity.

(3) Discuss the integration of query-aware context to identify

relevant entities. Are there better approaches to integrating

relevant information of a query in the Knowledge Graph

embeddings?

(4) Are there any better approaches to identifying query-relevant

information?

(5) Get suggestions on entity graph construction from the pseudo-

relevance feedback text.

(6) Discuss the attentionweights.Whether the attentionweights

also play a role in identifying relevance? Based on my ongo-

ing work of Knowledge Graph embeddings.

(7) Discuss the current state-of-the-art in entity retrieval and

future research directions.

(8) Feedback on my ongoing and proposed work.

(9) Understand and discuss my peers’ research.
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