
#lets-discuss: Analyzing Student Affect in Course Forums
Using Emoji

Ariel Blobstein
Ben-Gurion University

arielblo@post.bgu.ac.il

Kobi Gal
Ben-Gurion University

University of Edinburgh

kobig@bgu.ac.il

Hyunsoo Gloria Kim
University of California, Davis

hyun@ucdavis.edu

Marc Facciotti
University of California, Davis

mtfacciott@ucdavis.edu

David Karger
MIT

karger@mit.edu

Kamali Sripathi
University of California, Davis

ksripathi@ucdavis.edu

ABSTRACT
Emoji are commonly used in social media to convey atti-
tudes and emotions. While popular, their use in educational
contexts has been sparsely studied. This paper reports on
the students’ use of emoji in an online course forum in which
students annotate and discuss course material in the mar-
gins of the online textbook. For this study, instructors cre-
ated 11 custom emoji-hashtag pairs that enabled students
to quickly communicate a↵ects and reactions in the forum
that they experienced while interacting with the course ma-
terial. Example reporting includes, inviting discussion about
a topic, declaring a topic as interesting, or requesting assis-
tance about a topic. We analyze emoji usage by over 1,800
students enrolled in multiple o↵erings of the same course
across multiple academic terms. The data show that some
emoji frequently appear together in posts associated with
the same paragraphs, suggesting that students use the emoji
in this way to communicating complex a↵ective states. We
explore the use of computational models for predicting emoji
at the post level, even when posts are lacking emoji. This
capability can allow instructors to infer information about
students’ a↵ective states during their ”at home” interactions
with course readings. Finally, we show that partitioning
the emoji into distinct groups, rather than trying to pre-
dict individual emoji, can be both of pedagogical value to
instructors and improve the predictive performance of our
approach using the BERT language model. Our procedure
can be generalized to other courses and for the benefit of
other instructors.
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1. INTRODUCTION
Students typically experience a range of a↵ective responses
to learning materials, taking the form of emotions, beliefs

and attitudes that have a profound e↵ect on their learning
(and vice versa) [7]. Understanding what students are feel-
ing when they learn can, therefore, be useful for teachers
who may wish to adapt course content and/or delivery in
response to student a↵ect [26, 18, 1].

Emoji are conventionally used in social media to enhance the
meaning of text or to be used as substitute for words [17].
When conversing through text, such as with written posts
in course forums, emoji can be a natural way for students to
express what they are feeling about the learning material.
A body of work in the social and computational sciences
has studied people’s use of emoji, and used them to facil-
itate computational tasks such as sentiment analysis and
emotion recognition [19, 13]. However, the use of emoji by
students in educational forums has been much less studied.
Our contribution is a computational analysis of students’
use of emoji in a course forum with over 1,800 of students.

Students in this course use the Nota Bene (NB) collabora-
tive annotation-based forum, which allows them to anchor
messages directly to reading material in their online course
textbook. Course instructors designed a set of 11 emoji
that allow students to communicate a↵ective responses in
their posts, such as expressing curiosity or confusion about
topics in the course, or inviting discussion about a topic.
Students were incentivized to use these emoji by receiving
course points on their reading assignment for using at least
one emoji in their forum posts.

We provide a detailed analysis of emoji usage in the course
at the post level as well as the paragraph level in the read-
ing material that the post refers to. We find that the most
commonly used emoji request discussion and assistance from
instructors or peers, and that in some cases students com-
bine several emoji in the same post to create complex a↵ects.
Some emoji frequently appear together in posts that are an-
chored in the same paragraph, suggesting that students may
simultaneously experience a combination of responses to the
course readings or that they choose to use multiple emoji to
express more complex a↵ects that are not su�ciently well
represented by a single emoji.

We explore the use of computational models for classify-
ing emoji use at the individual and group level. We use a
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pre-trained deep-learning language model (BERT) to predict
emoji at the post level. This model significantly outperforms
a Long-Short-Term-Memory (LSTM) architecture that was
used by others to predict emoji in social media model, but
was trained on the same task. [13, 3].

In agreement with course instructors, we cluster the emoji
into categories, based on the relationship between the pre-
dicted emoji probabilities that are outputted by the BERT
model. We partition the emoji into eight distinct groups (3
groups containing an emoji pair, and 5 groups containing
a single emoji). Partitioning the emoji into these distinct
groups makes pedagogical sense to the course instructors
while also improving performance when predicting emoji-
groups rather than individual emoji.

The contribution of this work is in a new computational
model for predicting student a↵ect that was trained on stu-
dents’ self-reported emoji without requiring hand-labeling
of the data by experts. The model can directly be applied
to any discussion forum, even where emoji information is
not readily available, potentially increasing its impact. Our
work can help instructors, particularly in high-enrollment
courses, decide where and how to intervene in discussions,
and to assess where content or course revisions might be
made to improve student learning.

2. RELATED WORK
Our work relates to past studies for inferring student a↵ect
from their online text conversations, as well as computa-
tional work that analyzes the use of emoji in social media.
We mention relevant prior works below and refer the reader
to the review of the field by Kastrati et al. [16] for additional
details.

Basic approaches to infer students’ sentiments in online con-
versations used classic NLP methods (parsing, lexical dic-
tionaries) [8, 6]. Studies showing the correlation between
a↵ects and dropout [28] and the correlation between a↵ects
and exams scores exist [23]. Jena [15] used classical machine
learning methods (SVMs, Naive Bayes) to learn the sen-
timent polarity (positive, negative, and neutral) from stu-
dents’ posts, as well as predicting basic students’ emotions
from text (e.g., anxiety, bored, confused, excited). Estrada
et al. [12] used deep neural networks, such as convolutional
neural network and LSTMs, as well as evolutionary gen-
erative models, in order to classify sentiment polarity and
emotions.

As noted by Kastrati et al. there are relatively few works on
recognizing students’ emotions from text, despite the ped-
agogical importance of this task, and the growing preva-
lence of online learning [26, 18]. One possible reason for this
scarcity of works is the reliance on hand-labeled data sets
which are costly and time-consuming to obtain. We directly
address this gap in our work by using students’ self-reported
a↵ect in the form of emoji as proxies for their emotional
state.

There is growing research studying the use of emoji as tools
in computer-mediated communication [25, 17]. Emoji can
be used in two di↵erent ways. They can appear alongside
text to include an a↵ect or to enhance the meaning of a

text. They can also be used as a substitute for words, or to
conform a new notion.

Zhang et al. [29] investigated the use of emoji among stu-
dents in the Nota Bene framework and showed the potential
of detecting students’ a↵ects by training a classifier in or-
der to distinguish between confusion and curiosity. Geller
et al. [14] defined rules for confusion detection that are
based on students’ use of two types of emoji. They showed
that the resulting rules closely align with the ground truth
judgement of educational experts. We generalize both works
to the more challenging task of recognizing multiple a↵ects,
and explore ways to facilitate this task by combining clus-
tering methods with input from the course sta↵.

Felbo et al. [13] trained an LSTM architecture to predict
emoji use in Twitter as proxies for users’ emotional states.
They show the model was able to generalize to other datasets
containing self-reported emotional states. They employed
clustering methods to learn relationships between 64 di↵er-
ent emoji. We go beyond this work in several ways. First,
we study the relationship between emoji use on the topic
level. Second, we use the clusters to build better predictive
models. Third, we involve course instructors in the analysis
and use them to determine the best partition.

Çöltekin and Rama [10] used SVMs to predict emojis with
a bag-of-b-grams feature set, combining both character n-
grams and word n-grams and weighted by the TF-IDF score.
This model achieved top performance in a recent competi-
tion for predicting 20 emoji on Twitter (SemEval 2018 task
2) [2]. Zhang et al. [30] used a BERT model for the emoji
prediction task that outperformed Çöltekin and Rama [10]
approach. We directly extend Zhang et al. model in adapt-
ing BERT to a biology course setting with an additional
pre-training over the course’s previous data.

3. THE NB SETTING
The Nota Bene (NB) web application is an open source so-
cial annotation tool that was developed at MIT [31]. NB
is used in hundreds of university courses and includes more
than 40,000 registered student users. The main feature of
Nota Bene gives users the ability to directly annotate course
content. Course content (PDF, HTML, or video file) is up-
loaded to the NB website by instructors. Students can anno-
tate the content by highlighting a passage in the document
(called “the marked text”) and then add a post by typing
into a text field that appears in the margin. These annota-
tions may be used to create a post or to ask questions about
the content. Classmates are encouraged to reply to other
students’ comments and to answer any posted questions.

NB posts are organized into threads, which consist of a start-
ing comment or question followed by all the replies made by
other students or instructional team to the initial annota-
tion or to the subsequent replies. The in-place structure of
the NB tool allows students to interact in the forum while
they are reading the course material and provides context
to the discussion. This structure has been shown to be ben-
eficial for learning [22]. The NB interface allows students
to express emotions and other a↵ects in their comments via
hashtags (which are translated to graphical representations
of emoji), thus allowing students and instructors to filter



students’ comments based on the type of a↵ect in which
they are interested.

3.1 The FYBIO course and emoji
FYBIO (First Year BIOlogy) is a general biology course re-
quired for all life sciences majors at a large, public univer-
sity and is typically taken by students during their first year
of study. Depending on the academic term it is o↵ered,
the course consists of 25 or 26 lectures. During this study,
the course sta↵ posted reading materials before each lec-
ture and the students were assigned to read these materials
and to provide three substantial posts in NB before each
class. This encouraged active participation in forum discus-
sions. Students received additional credit for including at
least one emoji in at least one of their posts per lecture.
The NB interface displays the hashtags graphically using
relevant emoji symbols in students’ posts. The emoji were
designed by the course instructors to allow students the op-
tion to express emotions and opinions about course material,
as well as invite assistance or participation from their peers
or instructors. For the remainder of this paper, we will use
the term “a↵ects” to refer to all of the above expressions.

A full list of the emoji and their intended uses is shown in
Table 1. Some examples of emoji and their intended uses are
as follows: The #i-think emoji expresses an idea to share;
the #lets-discuss emoji invites students and instructors to
contribute to a discussion; the #learning-goal emoji iden-
tifies a topic or idea related to the course objectives; the
#question emoji requests help from the course sta↵ regard-
ing a topic.

Table 1: Hashtags in NB, their associated emoji, intended
uses and percentage of usage

Nota Bene provides instructors with a heatmap showcasing
students’ use of the di↵erent emoji (See Figure 1). Each
emoji is displayed using a di↵erent color, and the brightness
varies with respect to the density of the emoji in the posts.

Instructors can filter which emoji to display.

Figure 1: Emoji heat map in Nota Bene

Table 2: Statistics of our data set (di↵erent course instances
of FYBIO)
Statistics (Num.) Winter 2021 Summer 2021 Winter 2022 Total

Lectures 14 26 14 54
students 758 182 905 1,845
posts 28,072 15,072 36,165 79,309
emoji 23,867 10,635 28,674 62,906

Our dataset contained 79,309 unique student posts from
three instances of the FYBIO course, as shown in Table 2.
In total, 55,437 posts contained at least one emoji.

All students who participated in FYBIO courses filled a con-
sent form allowing their data to be anonymized and analyzed
for the sake of this study. The study was reviewed by the
IRB (1456274-1) and deemed exempt. All students whose
data was included in the study filled out a consent form and
opted into the study.. The high fraction of posts containing
emoji (over 70%) shows that students’ use of this tool went
beyond the requirement in the course and echos past work
demonstrating the educational benefits of a↵ect [1, 18, 27].

4. METHODOLOGY AND RESULTS
Our goal is to provide teachers with better tools for making
sense of students’ a↵ect in the course. To this end, we ex-
plore two main research questions. First, how do students
use emoji in their posts? Second, can we use machine learn-
ing to infer how students would have tagged posts using the
available emoji?

Our methodology addresses the first research question with
a detailed analysis of emoji usage at the post and paragraph
level, and addresses the second research question with the
design of language models for emoji classification from text.

4.1 Analysis at the post level
Table 1 shows the percentage of emoji use in FYBIO. The
table shows that the #question and #i-think emoji were
used most often. Both of these emoji reflect uncertainty
about the material and invite participation by instructors
and students. The emoji expressing more direct requests for
participation (e.g., #lets-discuss, #lost) were used much less
frequently. This may reflect a resistance towards revealing



information about understanding that may have an adverse
a↵ect for students (e.g., peer pressure or getting a lower
grade). Future editions of FYBIO will allow anonymous
posting, which may change the way students use these posts.

By analyzing students’ comments we have found that about
70% of posts included at least one emoji. The majority
(about 89%) of these posts include a single emoji, showing
that students express a single a↵ect in each post. The use
of multiple emojis in the same post creates a complex a↵ect.
10% of the posts contained two emoji and less than 1% of
the posts contained 3 or 4 emoji.

4.2 Classifying individual emoji
In this section we describe how we use language models to
classify students’ use of emoji at the post level. A good
classification model can potentially aid instructors in making
sense of students’ a↵ective states in situations where emoji
are not used, which is the case for most forums.

The model provides a mapping from a post to the most
relevant emoji for the post according to the family. To this
end we define a multiclass prediction task where the target
class is the set of emoji shown in Table 1.

An instance was created for each post in the FYBIO dataset,
and labeled with the relevant emoji for the post. For posts
with multiple emoji, duplicate instances of the post were cre-
ated for each emoji. The instances were split into training
(85%) and test sets (15%), such that 15% randomly sam-
pled instances of the training set are used as a validation
set. We stratified the training and test sets such that each
set contains approximately the same percentage of samples
of each target class. In no case did the training and test sets
include an instance with the same post. We compare two
types of language models for the classification task. BERT
is a pre-trained, transformer based language model that is
commonly used in state-of-the-art natural language tasks
[11]. We used an open-source BERT configuration (“bert-
base-uncased”) that was trained on broad domain corpora
(English Wikipedia and BooksCorpus).1 The architecture
contains 12 layers, 768 hidden units and 12 attention heads.
We use this architecture in all of our experiments. Augment-
ing BERT with a pre-training procedure has demonstrated
promising results in downstream NLP tasks [5, 20].

Our proposed model architecture (See Figure 2) consists of
two components: 1) A language representation model (pre-
training step) and 2) a fully connected neural network (fine
tuning step). The language representation model was pre-
trained using two sources: The FYBIO text book (150K
words), as well as students’ posts from past instances of the
course in 2020 (6.4M words). “bert-base-uncased” comes
with a predefined vocabulary which consist of the approx-
imately 30K most frequent words and sub-words from its
pre-training corpus. We initiated the BERT model previ-
ously described, with its pre-trained weights, and afterwards
trained the model for 50 additional epochs with a learning
rate of 2e � 5, which gave us the best results. Note that
BERT allows the user to add special words or sub-words

1https://huggingface.co/transformers/modeldoc/
bert.html

that are unique to our domain. Since we pretrained using
the Biology text book, we did not encounter words that are
out of vocabulary, and so did not change the vocabulary.

The neural network was trained for the emoji classification
task using 768 nodes with a softmax activation function
above the additional pre-trained model. The input to this
network was the embedded student’s post using the language
representation model. The output of the network is a prob-
ability distribution over the 11 emoji in the target class. We
fine-tuned the model with an addition of three epochs with
a learning rate of 2e � 5, using a maximal sentence length
of 250, which gave us the best results.

We compared BERT to a bi-directional LSTM architecture,
similar to the one used by Felbo et al. and Baziotis et al.
[13, 4] to classify emoji in social media. The model included
five layers. One layer was used to embed words in students’
posts as high-dimensional vectors; three layers for classifica-
tion consisting of 64 LSTM units (32 units in each direction);
the final layer was an attention mechanism layer that con-
nects words in posts with preceding and succeeding words
while computing the importance of each word with the corre-
sponding label. The model was implemented using Python’s
keras package [9]. We used a separate pre-training process
using word2vec [21] to construct a high dimensional 200-
sized vector representation of words in students’ posts. The
pre-training used the FYBIO textbook, as well as students’
posts from 2020 and implemented using Python’s Gensim
package [24].

Table 3 compares the BERT and LSTM models when classi-
fying emoji according to precision, recall, and weighted F-1
scores. We can see that the BERT model outperforms the
Bi-LSTM model in all three metrics by a significant margin
(McNemar’s test, p < 1.16 · e�35). We attribute this dif-
ference to the pre-trained language model in BERT which
allows it to generalize to domains with low amounts of train-
ing data [11].

Table 3: Model output comparison

Model Precision Recall F-1 Score
BERT 40.2% 43.3% 40.7%
LSTM 26.6% 32.8% 29.3%

We note that prior work using BERT to classify emoji report
a macro F-1 score of 38.5% [30], while our Macro-F1 score
is lower (32.2%). However, we do not compare directly with
these models for several reasons. First, they used an order of
magnitude more data (550K tweets vs. 50K posts). Second,
their target set was larger (20 vs. 11 emoji). Third, the
emoji setting is di↵erent (e.g., smiley-faces, hearts, etc.) and
is used in di↵erent ways (e.g., use the same emoji in di↵erent
parts of the sentence).

Table 4 breaks down the performance of the model accord-
ing to individual emoji. The table shows a positive relation-
ship between the amount of training data for a given emoji
and the prediction performance of the model for the emoji.
An interesting exception is the #lets-discuss emoji, which
is pedagogically important and represents more than 6% of
the dataset, but achieves very low performance. The reason



Figure 2: Model architecture used for Emoji prediction

Table 4: BERT prediction score, divided by prediction output score for each emoji

Metric

Precision 0.55 0.49 0.37 0.4 0.33 0.33 0.18 0.31 0.33 0.39 0.19
Recall 0.72 0.62 0.28 0.52 0.34 0.26 0.05 0.23 0.28 0.2 0.05

F-1 Score 0.62 0.55 0.32 0.45 0.34 0.29 0.08 0.26 0.3 0.26 0.07

is that the model misclassified over 50% of #lets-discuss as
#i-think, suggesting that students may use these two emoji
interchangeably to convey the same a↵ect. We study this
question in the next section.

Another possible reason for the low performance for some
of the emoji may be that they were used by students to
convey di↵erent a↵ects than those intended for the emoji.
For example, the following post shows a student has reached
a conclusion but does not understand why it is true. This
reflects a question rather than total confusion which was
the originally intended purpose of this emoji: I also get the
impression that not having similar proof-reading mechanisms
in transcription means that they are less severe. However.
I’m not sure why this would be the case #lost.

4.3 Classifying groups of emoji
In this section, we exploit the fact that emoji are often
used together in paragraphs to cluster the emoji into ped-
agogically meaningful categories and predict the categories,
rather than individual emoji. Felbo et al [13] clustered emoji
based on the relationships between predicted probabilities of
a computational model. We follow their approach and ap-
ply a hierarchical clustering algorithm with average linkage
on the correlation matrix on the predicted probabilities of
the BERT model shown in Table 4. Each emoji is repre-
sented as a vector of predicted probabilities for each post
in the test set. To illustrate this approach, consider the
following post from the test set: is there an operon for
every single metabolite? [trp] operon applies to tryptophan
while lac operon applies to lactose. how many di↵erent types
of operons are there and how do they function di↵erently?
The BERT model, applied to this post, outputted the high-
est probability for the #question and #just-curious emoji
(0.467 and 0.45 probability, respectively) and low proba-
bility for the rest of the emoji (e.g., 0.008 probability for
the #interesting-topic emoji, and 0.003 probability for the
#lightbulb-moment emoji). Note that because we are us-
ing the softmax function, these probabilities add up to 1,
although the two emoji have a combined probability of ap-
proximately 0.92. The fact that the model is likely to as-
sign a high or low probability to both #question and #just-

curious emoji for a given post suggests that they should form
a single category.

Figure 3 shows the dendrogram that is outputted by apply-
ing hierarchical clustering. The height of each node in the
y-axis is proportional to the value of the intergroup dissimi-
larity between its child nodes. The distance threshold of the
clustering is used to determine which nodes to put in the
same cluster.

In concurrence with the FYBIO instructions, we determined
a threshold of 1. This threshold grouped the 11 emoji into
three emoji pair clusters and 5 singleton emoji clusters:
(#question, #just-curious),(#lets-discuss, #i-think), (#im-
portant, #learning-goal), (#surprised), (#lightbulb-moment),
(#lost), (#interesting-topic), and (#realworld-application).

Figure 3: Hierarchical clustering of the emoji based on the
model’s prediction. The dashed red line represents the con-
fidence threshold.

The justification provided by the course instructors for this
division are as follows: With respect to the cluster contain-
ing the emoji (#question,#just-curious), instructors claimed
that they invite a response from peers or the instructors, re-
marking that “They are both requesting responses but with
di↵erent urgency.” The individual emoji were also highly
correlated on the paragraph level. Both of these aspects led
instructors to agree to put them in the same category.



Table 5: Model score of each cluster and the weighted average
score of all labels

Cluster Precision Recall F-1 Score

#question, #just-curious 77.8% 83.9% 80.7%

#lets-discuss, #i-think 58.4% 60.5% 59.5%

#important, #learning-goal 47.3% 51.4% 49.3%

Total Score (8 Categories) 55.2% 56.8% 55.8%

With respect to the cluster containing the emoji (#lets-
discuss, #i-think), instructors claimed that “both of these
emoji indicate enthusiasm to continue around a topic, ei-
ther for curiosity or sometimes to clarify [...] they are ex-
pressing how they understand it and want clarification or
alternate views from peers.” The individual emojis were
also highly correlated on the paragraph level.

With respect to the cluster with the emoji (#important,
#learning-goal), instructors claimed that both emoji de-
pict students’ perspectives on exam-related content. They
claimed that “these emojis are used when students identify
parts of the text that they believe are important for them to
perform well in the course - that may be linked to assessment
or the development of knowledge that build towards good per-
formance on assessments.”

Interestingly, the emoji-pair (#surprised, #interesting-topic)
exhibited a high correlation on the paragraph level but was
deemed su�ciently distinct by instructors to warrant a sep-
arate a↵ect category for each emoji. Instructors claimed
that “Both emoji are expressions of ”enjoyment” of the text
- though as noted slightly di↵erent.”

The last part of our methodology was to study whether pre-
dicting the 8 categories, rather than the 11 original emo-
jis, would improve prediction performance. To this end we
trained the BERT model with the same architecture as de-
scribed in Section 4.2, using the 8 categories as the target set.
Table 5 shows the performance for the three emoji-pair clus-
ters as well as total performance over all 8 of the categories.
As shown by the Table, there was an improvement of 15%
in prediction performance (from 40% to 55.8%) when com-
pared to using a target set containing the original 11 emoji.
We note that an improvement in prediction performance was
to be expected, given the reduction in the size of the target
set. What is interesting is that the two emoji #lets-discuss
and #learning-goal, which achieved very low performance
when predicted as individual emoji (see Table 4), exhib-
ited significant improvement when clustered together with
another emoji (F-Score of 59.5% and 49.3% respectively).
The cluster with the emoji pair (#question, #just-curious)
received the greatest score across all metrics. In terms of
predicting the clusters with a single emoji, we saw a slight
reduction in performance (less than one percent).

5. DISCUSSION AND CONCLUSIONS
This paper studied students’ use of emoji in a large scale
course forums used by hundreds of students. We found that
when made available to them, students tend to use emoji
in their posts to enhance their meaning or to express a↵ect
(an emotion, belief and opinion), rather than as a substitute

for words. The most popular use of emoji was to invite fur-
ther explanation or to express an interest in a given topic.
Emoji expressing confusion or misunderstandings were less
popular, and may reflect students’ hesitation to expose these
a↵ects in public. Students’ use of emoji is complex. In some
cases, students use multiple emojis in the same post to con-
vey a joint a↵ect, while in other cases students use di↵erent
emoji interchangeably to mean the same a↵ect. Some stu-
dents may use emoji in a di↵erent way than their intended
use, and instructors may wish to present their meaning to
students in the beginning of the course.

We began to explore the use of emoji as a pedagogical tool
by instructors to aid course design or guide students. To
this end, we analyzed how topics in the course material gen-
erate di↵erent emoji reactions from students. This led us
to partition emoji into groups using hierarchical clustering.
We identified the most pedagogically meaningful emoji clus-
ters with the help of the course instructors, and designed a
language model based on BERT that was able to classify
students’ posts to the right cluster with good performance.

The language model allows to classify students’ posts with
a↵ects even when emoji are absent from the post, which can
naturally extend our contributions to other courses and fo-
rums. By adding more data to the learning process, we hope
to improve our language model. Following the improvement,
we want to apply the model in two separate scenarios. (1)
non-bio NB course (with same emojis) (2) course forum with
di↵erent labels in hope that the model is able to learn a↵ects
signals from students writes.

We also intend to use our insights and computational tools
to help teachers make sense of student a↵ect in an active
class. We envision a dashboard that would alert instructors
to a↵ects they care about, like confusion, or insights con-
veyed by students about learning goals. We wish to study
how teachers use this tool to inform their course design, or
to actively intervene in a forum to guide discussion.
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