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ABSTRACT

Captions help readers better understand visualizations. However,
if the visualization is intended to communicate specific features,
should the caption be statistical, and focus on specific values, or
perceptual, and focus on general patterns? Prior work has shown
that when captions mention visually salient features, readers tend
to recall those features. Still, we lack explicit guidelines for how to
compose the appropriate caption. Further, what if the author wishes
to emphasize a less salient feature?

In this paper, we study how the visual salience of the feature
described in a caption, and the semantic level of the caption descrip-
tion, affect a reader’s takeaways from line charts. For each single-
or multi-line chart, we generate 4 captions that 1) describe either the
primary or secondary salient feature in a chart, and 2) describe the
feature either at the statistical or perceptual levels. We then show
participants random chart-caption pairs and record their takeaways.

We find that the primary salient feature is more memorable for
single-line charts when the caption is expressed at the statistical
level; for primary and secondary features in multi-line charts, the
perceptual level is more memorable. We also find that many readers
will tend to recall y-axis numerical values when a caption is present.

Index Terms: Human-centered computing— Visualization—
Visualization design and evaluation methods

1 INTRODUCTION

Visualizations are used to communicate important data trends and
patterns, but can be hard to understand and remember. Captions help
the reader better understand the visualization, but how should they
be written? And how do they affect the reader’s takeaways?

Recent work studied how a reader’s takeaways after reading a vi-
sualization are affected by the visual salience of the data described in
the caption [7] and the semantic content in the caption [11]. Specif-
ically, Lundgard et al. [11] find that such content can be classified
into four semantic levels: 1) descriptions of the visualization encod-
ing; 2) statistical descriptions of values encoded in the visualization;
3) perceptual descriptions of trends, patterns, or outliers; and 4)
contextual knowledge not present in the visualization.

Of the four semantic levels, statistical and perceptual are most
relevant when composing captions that describe data encoded in
the visualization. However, in many cases, the visualization author
wants to highlight a particular feature in the visualization for the
reader. In these conditions, what semantic level should be used, and
do factors such as the visual salience of the feature or the type of
chart play a role?

This paper reports an initial study towards answering this question.
We present participants with single- and multi-line charts; each
chart’s caption describes either the most visually salient feature
(primary feature) or a non-primary feature (secondary), and is written
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at either the statistical or the perceptual level. We then study how
the participant’s takeaways relate to the content and emphasis in
the chart caption. Specifically, we hypothesize that the semantic
level and the feature described in a caption can affect if a takeaway
mentions the primary or secondary feature of single- or multi-line
charts.

We find that for single-line charts, the primary features are al-
ready prominent and memorable, and yet participants are even more
likely to recall it when a statistical level caption is present. The sec-
ondary features of single-line charts are still relatively salient, and
both statistical and perceptual level captions can make the features
more memorable to the participants. In contrast, multi-line charts
are typically crowded, so both primary and secondary features are
best described at the perceptual level. Regardless of chart types or
feature salience, captions help participants memorize the features
they describe.

Based on our findings, we provide guidelines to help data vi-
sualization practitioners write better captions to communicate the
feature they want to highlight. Our guidelines can also be used to
help standardize machine-generated captions.

2 RELATED WORK

Various accessible media publishers have established general guide-
lines for people to write natural language captions [3,4, 14, 15], but
those guidelines often lack rationales and support from empirical
experiments [5]. This critique motivates our empirical study to better
understand how to write effective data captions.

2.1 The Impact of Visual Salience on Reader Takeaway

Prior work has shown that the salience of the feature described by a
caption affects what the reader takes away. Kim et al. [7] show that,
for single-line charts, when the caption mentions a salient feature,
reader takeaways more consistently mention the feature; when the
caption mentions a less salient feature, reader takeaways are more
likely to mention the most salient feature than the feature described
in the caption. In our study, we investigate how visual salience and
semantic level of a caption affect the reader’s takeaway. We also
offer recommendations when practitioners want to emphasize less
salient features.

2.2 Natural Language Models for Captions

The lack of rationale for caption guidelines raises the need to analyze
captions systematically. While the three-level model by Kim et
al. [8] guides people on how to scaffold visualization information in
order, Lundgard et al. [11] propose a concrete model that categorizes
the content in a caption into four semantic levels: 1) elemental and
encoded, 2) statistical and relational, 3) perceptual and cognitive,
and 4) contextual and domain-specific (Table 1).

Lundgard et al. [11] evaluate the effectiveness of each semantic
level, and suggest that both sighted and visually impaired readers
tend to regard semantic levels that communicate perceptual infor-
mation (level 3) and statistical information (level 2) as useful to an
extent. Although sighted users also ranked contextual level (level 4)
highly, this level depends on the reader’s subjective knowledge about
the world events (context). Our work teases out the nuances between
captions that communicate data in the chart—in other words, the
perceptual and statistical levels.
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Table 1: Statistical and perceptual levels of Lundgard et al’s [11]
Model of Semantic Content.

2.3 Evaluating Captions

Some methods of evaluating captions used in the past empirical
research include semi-structured interviews [5], pre-constructed
questions [6, 12], and takeaways recall [1,7,9].

Semi-structured interviews allow users to express their thoughts
and preferences directly after reading captions [5]. While such
methods can provide detailed and insightful qualitative results, it is
challenging to generalize meaningful quantitative results at scale.

Moraes et al. [12] and Kildal et al. [6] ask users to listen to
captions or data values, and answer some pre-constructed overview
questions after that. The time taken to answer those questions and the
correct answers are used to evaluate the effectiveness of the caption
or tool used. This method is helpful for quantitatively evaluating
captions that provide a large picture of visualizations. However, it is
not suited for captions categorized under Lundgard et al.’s model,
which focus on specific visualization features.

Kong et al. [9], Borkin et al. [1] and Kim et al. [7] ask users to
recall their takeaways from some visualizations or their captions,
and analyze the takeaways. We find this method to be the most
relevant to our study, and follow the takeaways recall method similar
to Kim et al.’s [7]. However, the purpose of our study differs largely
from Kim et al., who focus on what information to put in captions.
Our study focuses on how varying semantic levels of caption content
can affect users’ understanding of charts and captions.

3 METHODS

We study how captions written at the statistical or perceptual lev-
els affect the memorability of visualization features. Since these
semantic levels are based on Lundgard et al.’s model [11], we use
two single- and two multi-line charts from their corpus [10].

We follow the 3-step process used by Kim et al. [7]: given a
visualization, we (Step 1) identify visually salient features, (Step
2) generate captions for the primary and secondary most salient
features, and finally (Step 3) show captioned visualizations to par-
ticipants and ask them to write their takeaways. The study was
approved by our institution’s IRB.

3.1 Step 1: Identify visually salient features

We first determined the primary and secondary most salient visualiza-
tion features using 7 charts from from Lundgard et al.’s corpus [10].
We showed 9 university students each chart, and asked them to draw
boxes and label each box as primary or secondary. They could also
write a short description if they felt drawing a box is inadequate.
The instructions for this step are shown in Figure 1. We then aggre-
gated their submissions to choose the primary and secondary visual
features for participants in steps 2 and 3 of the study.

Figure 2 shows the primary and secondary boxes drawn for one
of the charts. We clustered boxes as follows: if a new box overlaps
with a box in an existing cluster by 80% or more, then we add it to
the cluster, otherwise it starts a new cluster. We then chose regions
that overlapped with the top two clusters and used those regions as
the primary (in orange) and secondary (in blue) features of the chart.

1. Please identify the top 2 visually prominent features for each chart. A feature being
visually prominent means that people are most likely to notice it when viewing the chart.

2. You can do so by drawing a box around the feature; you can also describe the feature
briefly. If you choose to draw, an example is shown below (for this example, the features
are chosen randomly and don't represent the most visually prominent ones).

3. Please label the most prominent feature 1, and the second most prominent feature 2.

Figure 1: Instructions for identifying visually salient features.
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Figure 2: An example of identified primary and secondary features
from 9 participants’ responses. We first cluster the bounding boxes,
and choose the top two clusters as the primary and secondary fea-
tures. Here, the primary feature (orange) describes the rise from
minimum in 2009 to maximum in 2010; the secondary feature (blue)
covers the relatively stable trend after 2011. If the top clusters overlap,
we discard the chart.

It was important that there was consensus about the primary
feature, so we discarded a chart if the top two clusters of the chart
are ambiguous. It was less important whether there was considerable
agreement about the secondary feature, as long as it was clearly
distinguished from the primary feature. This process resulted in 4
final charts: 2 single-line charts, 2 multi-line charts (Figure 3).

To control for chart complexity, we referred to Lundgard et
al. [10], who classified the 2 single-line charts in Figure 3 as easy in
terms of complexity, and the 2 multi-line charts as medium complex-
ity. We considered more sophisticated ways to quantify complexity,
such as Ryan et al. [13], but they do not support multi-line charts,
and so we leave this to future work.

3.2 Step 2: Generate Captions

A major focus of this work is to evaluate the semantic levels proposed
by Lundgard et al. [11]. As such, we generated one caption at
each semantic level for each feature in each chart. A statistical
caption is meant to describe the feature in the visualization using
a numeric description, whereas a perceptual caption is meant to
describe general trends. With close reference to Lundgard et al.’s
model [11], we adhered to the following guidelines to create captions
for the charts in Figure 3.

o Statistical: Follow the general template: At [year], [dependent
variable] is [value]. Insert “lowest” or “highest” in grammatically
appropriate places if the feature contains an extremum.

e Perceptual: Use one or more keywords that describe trends
and patterns: increase, decrease, drop, rebound, stable, trend,
gap. Add values in grammatically appropriate places so that both
levels are comparable in granularity.

The independent variables are features described in the caption (pri-
mary or secondary) and the semantic level of the captions (statistical
or perceptual), and the dependent variable is the user takeaway. For
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Figure 3: Single- and multi-line charts with identified salient features (primary in orange and secondary in blue highlight) used in step 2 and step 3.

each chart, we generated 4 captions (statistical or perceptual X pri-
mary or secondary feature), along with a no-caption control group.
As an example, the captions for Figure 3(b) are:

e Primary, Statistical: At 2009, Taiwan has the lowest change of
exports of -45%; at 2010, it has the highest change of exports of
75%.

e Primary, : After a dramatic drop in exports in 2009,
the percentage of exports rebounds significantly and reaches the
peak of 75% in 2010.

e Secondary, Statistical: At 2011, the annual change of exports in
Taiwan is 30%:; at 2016, it is -18%.

e Secondary, After 2011, the exports become more
stable, but the overall trend decreases, with exports reaching -18%
in 2016.

3.3 Step 3: Collect Takeaways for Charts & Captions

Finally, we showed the captioned visualizations to a different set of
participants and collect their takeaways. We recruited participants
from three main channels: a university campus, Amazon Mechanical
Turk (AMT), and visualization-related online communities. Partici-
pants were asked to fill an online questionnaire (Figure 4).

2. Based on what you have
seen previously, list all
information (takeaways)
that you have learned.

Which of the following best describes
the change of produce sales from Feb
to Apr in 20207

A. Constantly increases

B. Constantly decreases

C. Decreases and then increases

D. Increases and then decreases

After 2011, the exports become more
stable, but the overall trend decreases,
with exports reaching -18% in 2016.

Screening Test + Instructions Chart and Caption Display Takeaway Collection

Figure 4: Procedures for Collecting Takeaways.

The questionnaire starts with a screening test to ensure that a
participant can read values and trends from a visualization. Each
participant then reads 4 charts in random order, with a random
caption version for each chart. For the final data collected, caption
types (including the no caption control group) have a balanced
distribution, with each type constituting roughly 20% of all captions.

To mimic real-world settings, the participant can read the chart-
caption pair as long as they wish, and then click “next” to write their
takeaways. We don’t allow participants to go back to the previous
page to reduce the likelihood that they copy-and-paste the caption
into their takeaways. This condition is made clear for every chart.
We also ask the participants to report their reliance on the chart and
caption when writing their takeaways, based on a 5-point Likert
scale.

The first two authors of this paper coded the takeaways based on
the criteria in Table 2. Each author labeled the takeaways indepen-
dently and discussed confusing cases together. If a participant copied
captions, entered “NA”, or clearly showed that they misunderstood
the questionnaire in any takeaway they wrote, we disqualified all
takeaways from the participant. For example, one participant wrote
“It’s important to know interest rate” for Figure 3(a), which was
not something that can be obtained by looking at the chart and the
caption. We also disqualified a participant if their takeaway was
extremely vague. For example, one participant wrote “increase and
decrease” for all four charts, and we couldn’t map the takeaway to a
specific feature of the chart. Among the 124 completed responses
that we received, we disqualified 23.

Label Explanation

Primary If takeaway mentions primary feature.
Secondary  If takeaway mentions secondary feature.
Other If takeaway mentions any other feature.
Numeric-x  If takeaway contains x-axis values.
Numeric-y If takeaway contains y-axis values.

Table 2: Labels for possible information in takeaways.

4 ANALYSIS

In total, we collected 404 takeaways from 101 qualified participants.
92% were 18-54 years old, 88% held a Bachelor’s degree or higher,
and 92% agreed that they read visualizations proficiently in everyday
life. Assuming that captions are more effective at communicating
a given feature in the data when the participant mentions the fea-
ture in their takeaway, we quantify and report memorability as the
percentage of takeaways that mentioned the feature (primary or
secondary).

4.1 Do Captions Help at All?

In Borkin et al. [1], participants viewed different visualizations for
10 seconds each while their eyes were tracked. After that, they
looked at the same visualizations blurred by a Gaussian filter and
recalled what they memorized from the visualizations. Borkin et
al. [1] found that textual elements, including titles and captions,
were mentioned the most in participants’ responses and were key
elements in helping participants memorize visualizations.
However, Borkin et al. [1] did not look into the effect of textual
elements on helping participants memorize specific features of vi-
sualizations. Therefore, as a first analysis, we examined whether
adding a caption can affect the feature mentioned in participants’
takeaways. Figure 5 reports the percentage of takeaways that men-
tion a feature for single- and multi-line charts with and without
captions. We aggregated the data for all 4 caption types to calcu-
late the results for the with caption group. Due to the disparity in
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Figure 5: Percentage of takeaways that mention a feature for chart
types with and without captions. *, **, and *** denote a p-value of
<0.05, <0.01, and <0.001 from Welch’s t-test after Bonferonni correc-
tion.

sample sizes (no caption group account for 20%, while with cap-
tion group account for 80%), we used Welch’s t-test, which doesn’t
assume equal variance, to check whether there is a significant differ-
ence within each pair. Figure 5 shows significant differences after
Bonferonni correction.

The result shows that adding a caption significantly increases the
percentage of takeaways that mention secondary features in single-
line charts and both features in multi-line charts. However, it is not
the case for the primary features of single-line charts. A possible
reason is that the primary features of single-line charts are already
very salient without a caption; hence, the improvement from adding
a caption is marginal [7].

Additionally, many participants mentioned other features in their
takeaways for multi-line charts when there was no caption. A po-
tential explanation is that multi-line charts are more complex and
contain more features. Significantly fewer participants did so when
there was a caption, suggesting that participants focused more on
the captioned (primary or secondary) features.

4.2 Semantic Level and Feature Salience

We now focus on conditions where there is a caption, and study how
the feature and semantic level of the caption affect memorability.
Specifically, we hypothesized:

e H1.1: for single-line charts, semantic level and captioned feature
affect if the takeaway mentions the primary feature.

e H1.2: for multi-line charts, semantic level and captioned feature
affect if the takeaway mentions the primary feature.

e H1.3: for single-line charts, semantic level and captioned feature
affect if the takeaway mentions the secondary feature.

e H1.4: for multi-line charts, semantic level and captioned feature
affect if the takeaway mentions the secondary feature.

To this end, we partitioned the responses by chart type and feature
mentioned in the takeaway. An F-test reported equal variances
across partitions. For each partition, we ran a two-way ANOVA
test to analyze the effect of semantic level and captioned feature on
whether the takeaway mentions a primary/secondary feature.
ANOVA Results: For single-line charts, the tests revealed that se-
mantic level and feature each have a statistically significant effect
on whether the takeaway mentions the primary feature, but only
the caption feature has a significant effect on whether the takeaway
mentioning the secondary feature. For multi-line charts, the tests
revealed that semantic level and feature each have a statistically
significant effect on whether the takeaway mentions the primary or

Sources

Y Variation a4 a4
Primaryin  CoPtoned o 3 5667 0.004*
. . Feature
Single-line
Charts Semantic 65 0.665  4.686 0.032*
Level
Interaction 1 0.040  0.040  0.278 0.599
Secondaryin  CaPUOmed 000 1023 4580 0.034*
. . Feature
Single-line
Charts Semantic o410 0413 1.848 0.176
Level
Interaction 1 0.120 0.118 0.527 0.469
Primaryin  CoPUORed S50 5007 23339 <0.001
Y. Feature
Multi-line
Charts Semantic 000 0081 4553 0.0344"
Level
Interacion 1 0010 0015  0.067 0.795
Secondaryin  CEPHOMEd ) 000 2060 13452 < 0.001°
- Feature
Multi-line
" -
Charts Semantic a0 1793 8124 0.005°
Level
Interacion 1 0010 0014  0.062 0.803

Table 3: ANOVA test results for feature mentioned in takeaways (first
column) and different sources of variations (second column). Tests
for semantic level of captions, feature described in captions, and their

interactions are performed without the no caption control group. *, **,
and *** denote a p-value of <0.05, <0.01, and <0.001.

secondary feature. These findings were corroborated by a post-hoc
Tukey HSD test. Table 3 summarizes the results: the first column
shows the dependent variables (each chart type and takeaway fea-
ture), the second column shows the independent variables (captioned
feature, semantic level, and their interaction), and the last column
shows the corresponding p-values.

Figure 6 also reports the percentage of takeaways that mention

the primary/secondary feature (columns) for single- and multi-line
charts (rows), as we vary the caption type (x-axis). The bars are
colored with respect to the semantic levels of the captions, and
the background of each subfigure is lightly colored to indicate the
feature (primary or secondary) mentioned in the takeaways.
Overall Patterns: Figure 6 shows that memorability is gener-
ally lower in multi-line (Figure 6(c,d)) than single-line charts (Fig-
ure 6(a,b)), potentially because they are more complex and no single
feature “stands out” [2]. Figure 6(a) shows that when we consider
single-line charts, the user is more likely to mention the primary
feature in their takeaway when the caption is statistical rather than
perceptual (the first two bars). This pattern holds irrespective of the
feature described in the caption (the first two bars, the last two bars).
In contrast, for all other conditions (Figure 6(b,c,d)) perceptual phras-
ing results in higher memorability than statistical phrasing. From
Table 3, these differences between semantic levels are significant in
Figure 6(a,c,d), and not significant in Figure 6(b).
Feature Salience: Kim et al. [7] examined the features mentioned in
participants’ takeaways when a caption mentions first, second, third
and non-prominent features of single-line charts respectively. Their
results showed that if a caption mentions first and second prominent
features, people are more likely to mention the feature in caption as
their takeaway.

While Kim et al. [7] only studied single-line charts, we expanded
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Figure 6: Percentage of takeaways that mention a feature for caption
types (x-axis). 100% of each bar is 40 + 5 takeaways.

the chart type to include both single- and multi-line charts. Our
results for single-line charts are consistent with Kim et al.’s [7]. For
multi-line charts, our results also show that for both primary and
secondary features, people are significantly more likely to mention
the captioned feature as their takeaway.

Semantic Levels in Single-line Charts: In Section 4.1, we found
that adding a caption does not affect whether participants mention
the primary features of single-line charts. However, since we did not
differentiate whether the caption explicitly mentioned the primary
or secondary feature in Section 4.1, a given feature can be less
memorable simply because it was not mentioned in the caption (the
last two bars in Figure 6(a)), as also observed by Kim et al. [7].
This effect might have made the overall effect of adding a caption
insignificant in Section 4.1.

To build on this, the ANOVA test (Table 3, block 1) shows that,
when the visualization includes a caption, the semantic level has an
effect in increasing the primary feature mentioned for single-line
charts. Specifically, in single-line charts, the primary feature is
significantly more memorable when described at the statistical level
than at the perceptual level. The effect of the semantic level persists
irrespective of the feature described in the caption.

Section 4.1 also shows that adding a caption increases the memo-
rability of the secondary feature for single-line charts. Nonetheless,
the ANOVA test (Table 3, block 2) shows that caption’s semantic
level has no significant effect on the takeaway features. This result
suggests that in single-line charts, the secondary feature is signifi-
cantly more memorable as long as the caption describes it, regardless
of the caption’s semantic level.

Semantic Levels in Multi-line Charts: What happens when the
charts are more complex? For both primary and secondary features
of multi-line charts, Section 4.1 shows that the presence of a caption
can significantly increase their memorability. The ANOVA results
(Table 3, block 3 and 4) suggest that both captioned feature and
semantic level play a role. Captions at perceptual level improve
participants’ memorability of both primary and secondary features
when they are mentioned in the captions.

Assessing Hypotheses: Considering the results for feature salience
and semantic levels, we can accept H1.1, H1.2 and H1.4. However,
as ANOVA test does not show significance for the effect of semantic
level in takeaway features (Table 3, block 2), we cannot accept H1.3
even though the captioned feature affects if a takeaway mentions
the secondary feature in single-line charts. A possible reason is that
single-line charts are less complex than multi-line charts, and thus
their secondary feature can be recognized and recalled as long as a
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Figure 7: Self-reported reliance on different caption types for single-
and multi-line charts. 1 means not dependent and 5 means entirely
dependent. *, ** denote a p-value of < 0.05 and < 0.01, respectively.

caption that describes it is present.

4.2.1 Reliance on Captions

Along with takeaways, participants also reported their reliance on
the chart and caption on a 5-Likert scale. Figure 7 shows the mean
of caption reliance for each chart-caption pair. As the reliance data
is ordinal, we ran a Mann-Whitney U test to compare the rank
sum of reliance on statistical and perceptual captions when they
describe the same feature for each chart type. Figure 7 shows that
when the caption describes the primary feature, participants relied
on the caption the same amount irrespective of the semantic level.
In contrast, when it describes the secondary feature, participants
relied more on perceptual captions (single-line: Mann-Whitney U =
626, p = 0.042; multi-line: Mann-Whitney U = 1116, p = 0.008;
a greater U indicates a greater difference in rank sums between
self-reported reliance on statistical and perceptual captions in each
group).

This result reflects participants’ subjective evaluation of the ef-
fectiveness of different caption types. While the ANOVA test in
Section 4.1 does not show significant difference between statistical
and perceptual level captions for secondary features of single-line
charts, the significance shown by reliance difference suggests that
participants might consider a perceptual level caption more effective.

4.3 What Types of Numbers do Participants Remember?

We then performed an exploratory analysis to understand the types of
numbers that participants remembered. Specifically, since the points
are two dimensional, we computed whether a takeaway referenced
the x-axis (year) or y-axis (measure) value of a point in the chart.
We formulated these as two hypotheses:

e H1.1: including a caption has an affect on whether the user’s
takeaway includes an x-axis value

e H1.2: including a caption has an affect on whether the user’s
takeaway includes a y-axis value.

We evaluate these hypotheses using fisher’s exact test. We find
that the use of a caption does not affect the likelihood of referencing
x-axis values in the takeaways (p = 0.5316), but does affect that
for y-axis values (p = 0.0238). For these reasons, we do not find
evidence to support H1.1 and accept H1.2.

Figure 8 plots percentage of takeaways containing x/y-axis values
under each condition. We can see that even without a caption, partic-
ipants were far more likely to mention x-axis rather than the y-axis
values. A potential reason is that captions (and possibly participants)
naturally refer to the x-axis. For instance, trend descriptions such
as “increase between 2000 and 2010” naturally refer to x-axis val-
ues. We further ran a fisher exact test among the four caption types
(semantic levels x captioned feature) and did not find a significant
effect (p = 0.3495 for x-axis, p = 0.96 for y-axis in takeaways).
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Figure 8: Percentage of takeaways that mention an x- or y-axis value
of a point. * indicates statistical significance (p < 0.05) over the corre-
sponding no-caption bar.

5 CONCLUSION

‘We examine how captions of different features and varying semantic
levels can affect the features mentioned in the readers’ takeaways.
These results lead to recommendations for composing captions,
depending on what features the author wishes to emphasize and
convey.

We find that readers tend naturally to remember a highly salient
feature in a chart, such as an extremum or abrupt change in a single-
line chart. Yet, the author can further emphasize the primary feature
by focusing the caption on the statistical properties of the feature.
Meanwhile, captions can also focus the reader on medium or low-
salience features—these may be secondary trends or any feature
in a complex multi-line chart. For these lower salience features,
and particularly in multi-line charts, perceptual level captions in-
crease memorability of the described feature. To summarize these
recommendations:

e Use Statistical Level for high salience features in single-line
charts.

o Use Perceptual Level for medium/low salience features in multi-
line charts.

Limitations: First, the participants vary in visualization reading
expertise, and can have different interpretations of instructions for
the study. Although we tried to minimize the implication by having
a screening test and manually filtering out responses that clearly
misinterpret the study, this factor can still introduce noises in our
study. Second, a larger pool of participants is needed to explicate
some findings in this study, including the effect of various caption
types on helping recall numerical information.

Applications: Our findings can potentially help data visualization
practitioners write captions to more effectively communicate pat-
terns that they want to highlight. They can also help standardize
guidelines for machine-generated captions. Although this study
only involves sighted users, we hope this approach of categorizing
and analyzing captions’ semantic levels can be applied to exploring
effective alt-text writing for the visually impaired community as
well.
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