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Figure 1: This demonstrates the NL2INTERFACE user interface. A user uploads the COVID-19 dataset using the left panel and
the table contents are displayed in the bottom left of the interface. Then, this user types two natural language queries in the top
textbox. Our NL2INTERFACE will return an interactive interface consisting of two visualizations, one toggle, two button sets, and
a click interaction over the map visualization. The user can interact with the interface to study the covid death trend within the
last 30 days in Texas by clicking the state of “Texas” on the map, clicking the “deaths” button, and then clicking the “-30 days”
button. The interface after these interactions is shown on the right.

ABSTRACT

We develop NL2INTERFACE to explore the potential of generat-
ing usable interactive multi-visualization interfaces from natural
language queries. With NL2INTERFACE, users can directly write
natural language queries to automatically generate a fully interactive
multi-visualization interface without any extra effort of learning a
tool or programming language. Furthermore, users can interact with
the interfaces to easily transform data and quickly see results in the
visualizations.

1 INTRODUCTION

Interactive visualization interfaces (or simply interfaces) play a criti-
cal role in nearly every stage of data management—including data
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cleaning [32], wrangling [15], modeling [12], exploration [4, 19],
and communication [8, 14]. A specific data management task is a
series of data transformations commonly performed with SQL that
gradually converts data into an ideal format. The interface design
primarily focuses on visualizations and providing interactions. In-
teractions including widgets and visualization interactions such as
brushing and clicking help users easily specify the desired transfor-
mations and let users quickly see results in the visualizations.

Such interfaces require considerable expertise and trial-and-error
to design and implement. This is because end users have to deter-
mine the data management task, then choose visualizations, interac-
tions, and layout to express the underlying data transformations [18].

Existing works [1,7,11,13,20,29] allow users to express data
transformations in natural language queries and return data visualiza-
tions. Using natural language queries for data transformation helps
users express the transformation directly without having to learn a
tool or a programming language. This is desirable for normal users,
especially non-programmers. However, existing works can only cre-
ate individual visualizations instead of interactive multi-visualization
interfaces. Unlike an individual visualization, creating an interactive
multi-visualization interface requires much more consideration on
widgets choices, layout design, number of visualizations, whether or
not to allow interactions on visualizations, types of interactions, etc.



All the above considerations make it very hard to generate inter-
faces from natural language queries. One key challenge includes:
What is the target representation of the data transformations for
natural language query input? One natural language query may
specify multiple data transformations. For example, a natural lan-
guage query - “What is the covid trend in different states?” includes
multiple different queries varying the state filter. Thus, a new repre-
sentation is needed to represent the underlying data transformations
of natural language queries. After designing the representation, we
still need to translate natural language queries into such a represen-
tation, and generate interfaces from such a representation.

In this paper, we develop NL2INTERFACE to explore the po-
tential of generating usable interactive multi-visualization inter-
faces from natural language queries. Under the hood, we use SQL
as the data transformation language. Adapted from a recent repre-
sentation in PI2, a SQL-based interface generation system [6,30],
we extend SQL with a parameterized syntax to encode the struc-
tural similarities and differences between SQL queries. We name it
structurally parameterized SQL (SPS). With advancements in large
language models [2, 3, 10,24,27], we use a transformer pre-trained
language model named Codex [3] to translate natural language to
SPS. Codex only needs a small number of natural language queries
and SPS examples as prompts to predict the SPS representation.
Afterwards, we use P12 to automatically generate fully interactive
interfaces from the codex-predicted SPS.

Below is an end-to-end example:

Example 1 (Covid Analysis) Figure 1 shows the NL2INTERFACE
user interface. The left panel allows users to upload a dataset and
shows the table schemas. The table contents are shown to the right.
Users can type one or multiple natural language queries using the
textbox. After clicking the send button, NL2INTERFACE returns an
interface for users to interact with.

Here, we walk through how to use NL2INTERFACE to generate a
useful interface using a COVID-19 dataset. First, the user uploads
the COVID-19 dataset using the upper left upload button. Then,
they can view the table schema directly below the upload button
and the table contents in the bottom left of the Ul Given this dataset,
the user is interested in two natural language queries: “What are
the total covid cases or deaths across all the states in the US?”, and
“What are the covid case trends in the US and in different states? And
what are the trends in the last 7 or 30 days?” The user types these
queries in the text box at the top of the NL2INTERFACE interface
and clicks the send button.

NL2INTERFACE generates an interactive visualization interface
consisting of two visualizations, one toggle, two button sets, and a
click interaction in the top map visualization. The map visualization
corresponds to the first query. Users can interact with the button
widgets in the middle of the interface to choose between cases and
deaths. The line chart below shows the overall trend in the US.
Users can toggle on to specify the date range (e.g. last 30 days),
or users can toggle off to see the trend for all data points. Besides
widgets, users can click on the map visualization to filter specific
states (e.g. “Texas”). The interface after user interactions is shown
on the right where the line chart updates to show covid cases for the
last 30 days in Texas.

As shown above, NL2INTERFACE lets users directly input their
natural language queries, and automatically generates a fully interac-
tive multi-visualization interface without any extra effort of learning
a tool or programming language.

2 RELATED WORK

2.1 Natural Language Interface for Data Visualization

Natural language interfaces for data visualization have been studied
extensively [1,7,11,13,20,29]. Unlike NL2INTERFACE which uses

natural language dialogues to create multi-visualization interfaces,
existing works are focused on using natural language dialogues to
create individual visualizations.

Cox et al. [7] is an early work which takes a natural language
question, determines the appropriate database query, and presents
a visualization to the user. The Articulate system [29] and Articu-
late2 [1] use a conversational user interface to allow users to verbally
describe what they want to see. This description is then translated
into sketch, analysis, and manipulation commands. Similarly, Data-
Tone [11] generates an individual visualization for natural language
queries. Furthermore, it can manage the ambiguity in natural lan-
guage input as widgets. Eviza [26] and Evizeon [13] investigate
natural language as a means of interacting with existing visualiza-
tions. NL4DV [20] is a toolkit that supports prototyping natural
language interfaces for visualizations. Given an NL query, NLADV
generates visualizations by parsing the NL query to extract attributes
and tasks.

In contrast, NL2INTERFACE creates interactive multi-
visualization interfaces which consider visualizations, interactions
and layout. None of the existing works have explored this.

2.2 Natural Language to SQL Translation

Translation from natural language to SQL (Text-to-SQL) has been
widely studied by the NLP community [21,23,24,27,31, 34]. Dif-
ficulties in text-to-SQL are mainly two-fold: encoding a variety of
complex relationships between the user’s query and multiple tables,
and decoding the SQL with valid representations. Many successful
solutions include question-table encoding and constrained decoding.

Recently, Shaw et al. [27] showed that fine-tuning a pre-trained
T5 [22] language model could yield competitive results on Spi-
der [33] text-to-SQL benchmark. PICARD [24] constrains the auto-
regressive decoder during inference time to improve the quality of
SQL generation. More recently, large language models (LLMs) like
GPT-3 [2] and Codex [3] have been shown to perform incredibly
well in many NLP tasks without any training. [23] demonstrates
Codex’s near state-of-the-art performance on Spider in a zero-shot
setting when prompted with in-context examples.

In this work, NL2INTERFACE uses Codex as the back-end LLM.
[28] finds that Codex is able to generalize to unseen target programs
with a few in-context demonstration examples. In our case, we
prompt Codex to generate our designed SPS representations given
natural language inputs by providing a few natural language-SPS
pairs.

2.3 Precision Interface

The Precision Interface series of work [5, 6,35] explores interface
generation from queries. PI [36] uses SQL queries as a proxy and
generates interactive widgets from a sequence of input queries. At
a high level, it identifies structural differences between queries and
maps them to widgets. However, it does not consider visualizations,
visualization interactions, nor layout. PI2 [6, 30] automatically
generates fully interactive multi-visualization interfaces from SQL
analysis. PI2 proposes DIFFTREES as a compact representation
encoding the structural similarities and differences between SQL
abstract syntax trees and searches for a good interface for the SQL
analysis given a cost model. Our SPS representation design is based
on DIFFTREES; however, the difference is that SPS is SQL-like text
strings rather than a tree structure.

Compared with PI2, NL2INTERFACE is able to generate inter-
faces from natural language queries which makes it more accessible
to everyone, especially non-programmers.

3 NL2INTERFACE SYSTEM

NL2INTERFACE is built upon OpenAI’s Codex [3] and our previous
work PI2 [6] — the interface generation system from SQL analyses.



Figure 2 shows the overall pipeline. First, NL2INTERFACE pre-
pares a few examples of translating from natural language queries
to structurally parameterized SQL (SPS) representations, to build a
proper prompt for in-context learning for Codex. Then, given natural
language queries and a database catalog, Codex predicts SPS repre-
sentations of the natural language queries. Finally, NL2INTERFACE
follows the interface mapping procedure in PI2 [6] to generate
interfaces based on a predefined yet extensible cost model.

Below, we will introduce the SPS representation, how to use the
Codex model to predict SPS, and the interface generation for SPS
using Example 1.
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Figure 2: The pipeline for generating interactive interfaces from
natural language queries.

3.1 Structurally Parameterized SQL (SPS)

Structurally Parameterized SQL (SPS) is a SQL-like text which ex-
tends SQL with choice nodes - ANY(choose one of many), OPT(exist
or not), and SUBSET(choose a subset from all choices). It can effi-
ciently represent a large set of queries by extracting and encoding
the variations between the queries. SPS’s choice nodes can be used
to choose from literal parameters, expressions, SQL clauses, or even
subqueries. Though SPS is similar to parameterized SQLs [25], the
expressiveness of SPS expands from supporting literal parameters
as parameterized SQLs [25] to any query expressions, clauses, or
subqueries.
Here, we define the choice node syntax:

1. ANY{c1,..,ck} can choose one of its k choices between the
parentheses, akin to the production rule ANY—c1]. . |ck. Ad-
ditionally, to specify a range of numeric values, one can use
ANY{numl-num2}; e.g., ANY{3.0-5.0} represents any nu-
meric value between 3.0 and 5.0. One can also use &attr
to refer to all distinct values of this attribute in the database.
For example, ANY{&state} indicates that this ANY can choose
between all different states in the data.

2. SUBSET[sep]{cl,..,ck} represents the production rule
SUBSET—c1?..ck? with sep as the separator. SUBSET
can choose a subset of its choices listed between the paren-
theses connected by sep. The attribute domain shortcut
&attr is also applicable for SUBSET. For example, state
in (SUBSET[,]{&state}) allows users to choose any set of
states in the attribute state’s domain.

3. OPT{t}—t|NULL. The OPT choice node implies that t is
optional in the query. This can be viewed as a special case of
ANY choice node where one choice is empty.

Example 2 (SPS) The first natural language query in Example 1
-“What are the total covid cases or deaths across all the states in
the US?” contains two queries - q1 and q2 shown in Listing 1. The
SPS representation shown in Listing 1 uses an ANY choice node to
let users choose between cases and deaths.

3.2 Codex: Natural Language Queries to SPS

NL2INTERFACE uses Codex to translate natural language queries
to SPS representations. Though natural language queries could be
arbitrary [37] and even irrelevant to the dataset, we currently focus
on natural language queries that correspond to data transformations
on the given dataset. We leave detecting inappropriately structured
queries and handling unanswerable questions as future work.

Codex is a GPT language model trained on both natural language
and publicly available GitHub code [3]. We choose Codex because,
given a few examples and without any finetuning, Codex has proven
to be comparable to state-of-the-art fine-tuned systems trained on
thousands of annotated text-SQL pairs [23], which fits our needs
best, since we do not have large-scale training data to re-train a
text-to-SPS model.

More specifically, Codex has several model series with different
parameter sizes, and we use the davinci-code-002 model, which is
the largest and the most powerful model instance of Codex. Few-shot
learning with Codex leverages a recent learning paradigm, in-context
learning, and doesn’t require any training or fine-tuning. Codex
observes a test natural language query and a few text-to-SPS input-
output demonstration examples as its input, and directly decodes the
corresponding SPS program without any update to its parameters.
To format the text-to-SPS input-output demonstration inputs, we
follow [23] and provide 5 database schema, each representing a
distinct domain: weather, flights, sales, cities, and cars. Under each
database schema, we include 10 different natural language to SPS
translation examples for that database. The examples are designed
to cover the basic usage of ANY, SUBSET, and OPT choice nodes to
provide Codex a solid overview of NL to SPS translation. Each
example is an <NL query, SPS > pair.

Once the user uploads a database and sends a natural language
query, we concatenate the schema of the database and the natural
language query as the test instance and then append it to the above
text-to-SPS input-output demonstration inputs to create a final in-
ference input prompt to Codex. Then the Codex davinci-code-002
model generates an SPS for each NL query based on the prompt
provided.

NL Query: What are the covid case trends in the
US and in different states? And what are the
trends in the last in 7 or 30 days?

SPS:
select date, sum(cases) from covid
where OPT{state = ANY{&state}} and
OPT{date > date(today(), ANY{’-7 days’, ’-30 days’})}
group by date

ql: select state, sum(cases) from covid group
by state

q2: select state, sum(deaths) from covid group
by state

SPS: select state, sum(ANY{cases, deaths}) from
covid group by state

Listing 1: SQL queries and their corresponding SPS for the first
natural language query in Example 1.

Listing 2: The second natural language query and its corresponding
SPS in Example 1.

Example 3 (Codex Prediction) Listing 2 shows the translated
SPS for the second NL query in Example 1. In the SPS, OPT{state
= ANY{&state}} corresponds to different states’ trend. If OPT is
chosen, it will show a certain state’s trend specified by the ANY
choice node. &state represents all distinct values of attribute
state in the database. Otherwise, it will show the US overall
trend. OPT {date > date(today(), ANY{‘-7 days’, ‘-30
days’})} toggles the date range filter. When it is on, the ANY
node will specify the last 7 days or 30 days. Otherwise, it will show
the trend for all time.




In our preliminary work, we evaluate Codex performance by
choosing three different databases unseen by Codex and designing
four natural language queries for each database. We found that
the davinci-code-002 is able to correctly translate 8 out of the 12
natural language queries into accurate, executable SPS. Further
improvements to the prompt and a systematic evaluation of Codex’s
performance will be conducted in our future work.

3.3 Interface Generation

After translating natural language queries to Structurally Parame-
terized SQLs (SPS), we follow the interface mapping procedure in
PI2 [6] to generate the interface from these SPSs. NL2INTERFACE
chooses a visualization for each SPS, chooses widgets or adds visu-
alization interactions to parameterize the choice nodes, and chooses
a layout that takes the screen size into account. The visualizations
are chosen using a heuristic based on prior work [16] but can use re-
cent visualization recommendations as well. PI2 uses a randomized
search procedure and uses a simple yet extensible cost model that
takes user effort into account [9].

Example 4 (Interface Generation) /n Example 1, the first SPS
project attribute shown in Listing 1 is state, sum(ANY{cases,
deaths}). The map visualization renders the query result as a
choropleth, while a button below chooses the statistic-total cases
or deaths to encode as each state’s color as shown in Figure 1.
The SPS in Listing 2’s project attributes are date, sum(cases).
NL2INTERFACE maps this DIFFTREE to a line chart in Fig-
ure 1. Interestingly, given the first Map visualization, OPT{state
= ANY{&state}} can be directly expressed by the click interac-
tion on the map. Once clicked on the above map, the OPT node is
turned on and the clicked state will parameterize the ANY choice
node. For example, users can click on the “Texas” state on the
map and the line chart will show the Texas trend. If the map is
not clicked, the OPT node is turned off and the line chart will show
the overall trend in the US. Such a visualization interaction (click-
ing over the map) has multiple benefits: it makes the interface
more concise; it lets users directly interact with the map visualiza-
tion to specify the transformation; it potentially builds a relation
between two visualizations to enable more insights, etc. Finally,
NL2INTERFACE maps the last part, OPT{date > date(today(),
ANY{’-7 days’, ’-30 days’})}, to a toggle corresponding to
OPT and a button corresponding to ANY. Now, NL2INTERFACE can
return the generated interface to users.

4 DISCUSSION

NL2INTERFACE is the first to prove the feasibility of automatically
generating interfaces from natural language queries. It takes in user
specified natural language queries, translates the queries into SPS
representations using Codex, and then maps the SPS representations
to an interactive multi-visualization interface. However, there are
still some limitations.

First, the natural language queries NL2INTERFACE accepts are
restricted to those corresponding to data transformation on the given
database. However, the NL queries could be arbitrary, irrelevant, or
ambiguous [37]. Given recent progress in large pretrained language
models, where a single language model is able to achieve state-of-
the-art few-shot performance on a wide range of NLP tasks, it is
possible to design a pipeline that handles all possible kinds of user
queries and reacts correspondingly. For example, Codex can perform
a task that detects which queries cannot be mapped to SQL queries
given a database and asks the user to ask questions answerable by
the database. Besides data transformations, it is also interesting
to express the interface preferences in the NL queries, e.g. which
visualization to use for a certain NL query to improve the generated
interface.

Second, we heavily rely on the prompt design, although Codex is
already a powerful model in generalization cross task and domain.

Carefully designing the prompt format and examples for forming
the prompt is still essential to the performance of prediction [17].
For now, we manually choose examples, make them as diverse as
possible at the beginning, and alter them incrementally according
to their performance in development in order to maximize perfor-
mance. The research of automatically selecting proper examples and
organizing them a certain way to maximize the ability of Codex is
another important direction.

Also, NL2INTERFACE can be used as an interactive human-
centered method to allow laypeople to verify the predictions of
text-to-SQL neural models such as Codex by checking the resulting
visualization. Despite the surprising performance of recent deep
learning text-to-SQL methods, interoperability is still one of the key
concerns people have with these models. Mapping the predicted
target programs to visual interfaces provides users without a techni-
cal background a way to verify if these text-to-SQL neural models
understand their questions correctly.
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