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Abstract

The introduction of large-scale data sets in psychology allows
for more robust accounts of various cognitive mechanisms, one
of which is human learning. However, these data sets provide
participants with complete autonomy over their own participa-
tion in the task, and therefore require precisely studying the
factors influencing dropout alongside learning. In this work,
we present such a data set where 1,234,844 participants play
10,874,547 games of a challenging variant of tic-tac-toe. We
establish that there is a correlation between task performance
and total experience, and independently analyze participants’
dropout behavior and learning trajectories. We find evidence
for stopping patterns as a function of playing strength and in-
vestigate the processes underlying playing strength increases
with experience using a set of metrics derived from a planning
model. Finally, we develop a joint model to account for both
dropout and learning functions which replicates our empirical
findings.

Keywords: dropout; learning; decision-making; behavioral
modeling

Introduction

In recent years, psychology has trended towards massive data
sets collected through online experiments (Stafford & Dewar,
2014; Mitroff et al., 2015; Steyvers, Hawkins, Karayanidis,
& Brown, 2019; Holdaway & Vul, 2021). The purpose of
this methodological shift is to obtain rich data in participants’
real-world environments compared to the traditional practice
of isolating a single variable and controlling for sources of
variation in a laboratory setting. In turn, this data can be used
to study a wide array of cognitive mechanisms from learning
to decision-making to planning (Schulz et al., 2019; Steyvers
& Schafer, 2020; Kuperwajs, van Opheusden, & Ma, 2019),
or even for leveraging methods from machine learning to con-
struct computational models (Agrawal, Peterson, & Griffiths,
2020; Peterson, Bourgin, Agrawal, Reichman, & Griffiths,
2021). These data sets have additional value in that they can
clarify whether results or models derived from constrained
laboratory tasks generalize.

One challenge that these kinds of data sets pose is tem-
poral: participants now have complete autonomy over when
and for how long to engage in the given task. In practice, this
means that any investigation into learning using these data
sets must also consider dropout behavior. In other words,
when individuals drop out for reasons that are related to their
current or future performance, their learning functions are di-

rectly biased. Modeling time to event data has a long history11

across many fields, notably survival analysis in statistics. Ac-
counting for dropout behavior can be viewed through this lens
by defining the hazard function as the probability that partici-
pants will stop participating in the task and asking which fac-
tors increase or decrease the probability of survival. In cogni-
tive science, the existing literature on learning in massive data
sets often ignores this type of analysis, with a notable excep-
tion extrapolating group learning policies for age-related dif-
ferences in dropout in a large-scale learning study (Steyvers
& Benjamin, 2019). Previous findings on curiosity and bore-
dom argue that people are intrinsically motivated to partici-
pate in challenging tasks that provide new information while
avoiding excessively simple or difficult tasks (Schmidhuber,
2010; Geana, Wilson, Daw, & Cohen, 2016; Ten, Kaushik,
Oudeyer, & Gottlieb, 2020), and these elements may directly
contribute to shaping hazard functions in large-scale data sets.

Here, we present a massive data set to investigate both
dropout and learning functions in a combinatorial game of
intermediate complexity, which people play on their mobile
devices. We begin by characterizing the endpoint of partici-
pants’ learning trajectories, establishing that there is a corre-
lation between final playing strength and overall experience
in our task. Then, we characterize the task components that
drive dropout behavior and learning trajectories. In analyzing
dropout behavior, we determine that people are more likely
to stop playing when they have high playing strength. To
more precisely study the learning process, we fit a planning
model to people’s choices and derive a set of metrics which
lead to population level playing strength increases with ex-
perience while simultaneously mapping to distinct cognitive
mechanisms. Finally, we construct a joint model of partic-
ipants’ dropout and learning functions which replicates our
prior empirical results.

Task and data set

Our task is a variant of tic-tac-toe, in which two players alter-
nate placing tokens on a 4-by-9 board (Figure 1A). The ob-
jective is to get four tokens in a row horizontally, vertically,
or diagonally. The game, which we call 4-in-a-row, has ap-
proximately 1.2 - 10'® non-terminal states, and therefore is at
a level of complexity which far exceeds tasks commonly used
in psychology (van Opheusden & Ma, 2019). We believe that
a task for studying various components of cognition should

7fulﬁll multiple criteria:

In J. Culbertson, A. Perfors, H. Rabagliati & V. Ramenzoni (Eds.), Proceedings of the 44th Annual Conference of the Cognitive Science
Society. ©2022 The Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY).



o
~

5l
~

IS
=~

Number of users

N oW
~

~

—
~

0
0 20 40 60 80

Total games played

100

5 10 15
Total games played

Figure 1: Task and data set. (A) Example board position in 4-
in-a-row. The left is the laboratory version of the task, while
the right is the gamified version used on the Peak platform.
Two players, black and white or yellow circles and green
stars, alternate placing pieces on the board, and the first player
to connect four pieces in any orientation wins the game. (B)
Histogram of the total number of games played by users in
the data set. Note that the tail of the distribution, which con-
sists of 20 to 100 total games played, still includes thousands
of users.

1. The state space should be large enough so that participants
continue to encounter states not previously experienced,
and the task remains challenging.

2. The task should be novel, so that all participants are in the
steep part of their learning curves.

3. The task should have simple rules, so that improvements
are not due to participants learning the rules, but learning
strategies.

4. The task should be engaging, so that participants remain
motivated for many sessions.

5. The task should be amenable to computational modeling.

4-in-a-row satisfies these requirements by balancing com-
plexity and computational tractability, making it an ideal
candidate for studying expertise, planning, risk-taking, or
dropout and learning, the latter of which we do in this paper.

Additionally, we partnered with Peak, a mobile app com-
pany, to implement a visually enriched version of 4-in-a-row
on their platform (https://www.peak.net), which users
play at their leisure in their daily environment. We are cur-
rently collecting data at a rate of approximately 1.5 million
games per month, and here we analyze a subset consisting
of 10,874,547 games from 1,234,844 unique users collected
between September 2018 and April 2019. These users each
play a wide range of games, but the data set includes thou-
sands of users who have played upwards of 20 or even 100
games (Figure 1B). In this version of the task, users always
play first against an Al agent implementing a planning algo-
rithm, with parameters adapted from fits on previously col-
lected human-vs-human games (van Opheusden et al., 2021).
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Figure 2: The relationship between task performance and ex-
perience. (A) Individual trajectories for 4 experienced users
who played at least 1,000 games. (B) Histogram of the fi-
nal Elo ratings for the 115,968 users who played at least 20
games in the data set. (C) Two-dimensional histogram of the
final Elo rating and total number of games played for users
in the data set. The visualization is limited to 104,681 users
who had a final Elo rating between —400 and 400 and played
at least 20 and less than 100 total games.

Al agent playing strength is modulated by changing model
parameters based on game outcomes.

Results
Characterizing the endpoint of learning

In order to motivate the rest of our findings, we first investi-
gate the relationship between task performance and total ex-
perience. We measure users’ task performance using Elo rat-
ings (Elo, 1978), a standard method for calculating the rela-
tive skill levels of players in zero-sum games such as chess.
Ratings calculated for relatively few games can be statisti-
cally unreliable, so we exclude players with less than 20 total
games played from our analysis and group each user’s experi-
ence into blocks of 20 games. This results in 115,968 unique
users, and we use a common baseline to compute Elo ratings
across all experimental data. Figure 2A shows the full indi-
vidual learning trajectories of a few experienced users, and
Figure 2B the distribution of users’ Elo ratings in the last full
block of gameplay. In Figure 2C, we correlate this final play-
ing strength with the total number of games played by each
user (p = 0.270). Due to the size of the data set, our p-values
are below the minimum representable float (2 - 107398 unless
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reported otherwise. This result illustrates that, at the endpoint
of their learning trajectories, users are more likely to have
higher task performance if they have accumulated more total
experience with the task. In the following sections, we break
down the factors of dropout and learning that contribute to
this relationship between task performance and experience.

Dropout behavior

We hypothesize that dropout behavior in this game is strongly
influenced by two factors: current playing strength and cur-
rent number of games played. In order to test this hypoth-
esis, we examine the effect of each user’s Elo rating in a
given window of 20 games on the probability that they stop
playing in the next block of 20 games, and further bin these
probabilities by number of games that the user has played
so far (Figure 3). We find that as users play more games
they have a lower stopping probability (logistic regression:
B = —0.020 £ 0.058 - 10~3), and their stopping probability
increases with higher Elo ratings (logistic regression: f =
0.631-107340.010- 10~3). Logistic regression models have
also been used extensively in survival analysis to characterize
hazard functions (Cox, 1972), albeit in our application we are
using the number of games played as a proxy for time. This
finding suggests that as users gain more experience, they are
more likely to continue playing when the game is still chal-
lenging and they have lower Elo ratings. Conversely, users
tend to quit when their playing strength is high. This aligns
with the literature on intrinsic motivation in humans: if users
devalue the task due to lack of a challenge or information
gain, they will stop participating (Schmidhuber, 2010; Geana
et al., 2016; Ten et al., 2020). However, we do not find evi-
dence for the inverse trend that users find the task too difficult
and are therefore more likely to stop playing with lower Elo
ratings. One possible explanation for this is that even our
strongest Al agents did not make the task difficult enough for
users with high playing strengths.
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Figure 3: Dropout behavior is driven by recent playing
strength and number of games played. Probability of stop-
ping during the next block of 20 games as a function of the
Elo rating and number of games played so far in the current
block, again limited to the same ranges as in Figure 2C.
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Figure 4: Playing strength increases during learning. Average
user Elo rating as a function of current experience level con-
ditioned on total number of games played. This is computed
for the set of 107,769 users who played at least 20 and less
than 120 total games.

Learning trajectories

To make more precise claims regarding the factors underlying
users’ learning trajectories, we first validate that a reliable in-
crease in playing strength over time occurs at the population
level. In Figure 4, we show that average Elo ratings increase
as users gain more experience, and that this trend occurs irre-
spective of the total number of games each user ends up play-
ing (linear regression: = 1.500+0.893-102). We also find
areliable, albeit smaller, effect of initial Elo ratings on current
playing strength (linear regression: p = 0.664+0.160-1072).
Note that the correlation from Figure 2 can be observed by
connecting the endpoints of each learning curve. Importantly,
we find no evidence for changes in the slopes of users’ aver-
age learning trajectory when conditioned on either total num-
ber of games played or initial playing strength. This suggests
that learning rates in this task are independent of these two
factors, and primarily captured by current playing strength,
current experience level, and individual differences.

To investigate which aspects of people’s decision-making
process underlie this performance increase, we fit a plan-
ning model to users’ choices in the task and derive a set of
metrics from the model’s parameters (van Opheusden et al.,
2021). This algorithm combines a heuristic function (Figure
5A), which is a weighted linear combination of board features
(Campbell, Hoane Jr, & Hsu, 2002), with the construction
of a decision tree via best-first search (Figure 5B). Best-first
search iteratively expands nodes on the principal variation,
or the sequence of actions that lead to the best outcome for
both players given the current decision tree (Dechter & Pearl,
1985). To allow the model to capture variability in human
play and make human-like mistakes, we add Gaussian noise
to the heuristic function and include feature dropout. For each
move the model makes, it randomly omits some features from
the heuristic function before it performs search. Such feature
omissions can be interpreted cognitively as lapses of selec-
tive attention (Treisman & Gelade, 1980). During search, the

1199



(@]

o
[N}

o
o

w
@

Planning depth

w
o

w
'S

o
m

°
]
©

°

wn

N

e
N
-

<
wn
o

Feature drop rate
Heuristic quality

o
)
S

o

'S

3

20 40 60

80

Games played

100 20 40 60 80
Games played

160 20 40 60 80 100

Games played

Figure 5: Using a planning model to investigate components of learning. (A) Features used in the heuristic function. Features
with identical colors are constrained to have the same weights. (B) Illustration of the best-first search algorithm. In the root
position, black is to move. After expanding the root node with two candidate moves for black and evaluating the resulting
positions using the heuristic function, the algorithm selects the highest value node (V = 2.3) on the second iteration and
expands it with two candidate moves for white. The algorithm evaluates the resulting positions, and backpropagates the lowest
value (V = 0.3), since white is the opponent. That value will be compared against alternatives in each intermediate node of the
tree to decide in which direction to expand the tree on the next iteration. (C) Average depth to which users plan as they gain
experience, as estimated by the planning model. (D) Same as (C) for feature drop rate. (E) Same as (C) for heuristic quality.

model also prunes the decision tree by removing branches
with low heuristic value (Huys et al., 2012).

Due to computational constraints, we analyze data from
1,000 pseudo-randomly selected users who played at least
100 games each. We estimate the log probability of a user’s
move in a given board position with inverse binomial sam-
pling (van Opheusden, Acerbi, & Ma, 2020), optimize the
log-likelihood function with Bayesian adaptive direct search
(Acerbi & Ma, 2017), and account for potential overfitting by
reporting 5-fold cross-validated log-likelihoods. We convert
the set of parameters inferred for each user in each block to
three metrics: planning depth, feature drop rate, and heuris-
tic quality. Planning depth roughly corresponds to the num-
ber of steps people think ahead, feature drop rate measures
the frequency of attentional lapses, and heuristic quality mea-
sures the “correctness” of the feature weights. Figure 5C-D
show that depth of planning increases with experience (lin-
ear regression: B = 0.01140.796- 10~?), while feature drop
rate decreases (linear regression: p = —0.258 - 1073 £0.036-
1073, p = 4.49-10713). We verify that users’ response time
decreases across blocks, signifying that the planning depth
increase is not a result of slower play. Figure SE also shows
a reliable increase in heuristic quality with experience (lin-
ear regression: B = 0.611-107240.029-1073). However,
the heuristic quality in the first 20 games of this data set
is much lower than in previously collected laboratory data,
suggesting that users have more opportunity to improve their
feature weights rather than starting at ceiling. These results
demonstrate that users’ learning trajectories are underscored
by deeper planning, fewer lapses of attention, and bounded
improvement of feature weights.

Joint modeling of dropout and learning

Given our insights into the factors driving dropout and learn-
ing functions in this task, we constructed a computational
model that replicates our previous findings (Figure 6A). The
intuition for the model is that after each additional game
played, users receive a new Elo rating which increases or de-
creases based on their individual learning rate. Based on that
rating and the number of games they have played thus far,
they decide whether to continue playing or drop out. In the
former case, users again adjust their rating and make a deci-
sion on whether to stop, and in the latter case the model out-
puts their final playing strength and total number of games
played. Additionally, we make the following assumptions:
each user begins with their computed initial Elo rating after
20 games, has an underlying true learning rate which is con-
sistent across gameplay, and gains a noisy amount of playing
strength per game until they drop out. This results in three
parameters of interest, which are the learning rate o, the vari-
ance of the noise on Elo rating increase per game 62 ; ., and
the stopping probability Pyop.

To fit this model to data, we decompose the problem into
two parts. First, we take each user’s learning trajectory, or
Elo rating as a function of games played, and perform a lin-
ear regression per user. The learning rate parameter o for
each user is then drawn once for each user from a normal dis-
tribution with its mean at the weighted average of the user
slopes and its variance at the variance of the user slopes. The
noise on playing strength increases is drawn from a normal
distribution per iteration with its mean at 0 and its variance at
the variance of the residuals. This gives us an update rule for
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Figure 6: A joint model of dropout and learning. (A) Illustration of the model, which receives initial playing strengths for each
user after 20 games played as input and returns a final playing strength and total number of games played. Each simulated
game changes playing strengths by individual learning rates drawn from a normal distribution with added noise, and determines
whether each user drops out based on probabilities from a logistic function. A linear regression on individual learning trajec-
tories computes the mean and variance of the learning rates, and a logistic regression that takes into account current playing
strengths and number of games played computes the coefficients for the logistic function. (B) The model replicates the trends
found in the data, including the two-dimensional histogram of the final Elo rating and total number of games played from Figure
2C (left), the probability of stopping during the next block of 20 games as a function of the Elo rating and number of games
played in the current block from Figure 3 (middle), and the average user Elo rating as a function of current experience level
conditioned on total number of games played from Figure 4 (right). Results are simulated for the set of 115,968 users who
played at least 20 games in the data set.

ratings r where M is standard normal noise: Discussion

In this paper, we leveraged a large-scale data set of human
participants playing a two-player combinatorial game in or-
der to interrogate their dropout and learning functions. We
first established that playing strength and overall experience
are correlated before characterizing the factors that underlie
dropout and learning. For dropout, we found that current
playing strength and experience level drive stopping probabil-
1 ities. For learning, we demonstrated that playing strength in-
2 creases with the number of games played, and that a planning

model can attribute these improvements to increased plan-
After we fit these parameters, we run the model forward to ning depth, decreased feature dropping, and bounded increase

7 4= 1=+ 0+ OpoiseN- (1)

Second, we utilize the coefficients from the logistic regres-
sion on users’ dropout behavior to compute the stopping
probability for each user in each simulated game based on
current ratings and experience 7.

Puiop = 1+ e—(BotBintpaor)

simulate our empirical results. As our Elo ratings are re- in heuristic quality. Finally, we combined these components
stricted to blocks of 20 games, we constrained our predic- into a joint model of dropout and learning that is able to re-
tions to these same chunks. Figure 6B shows that the cor- produce the patterns that we found in the data.

relation between final playing strengths and total number of While our results and modeling provide a baseline for un-
games played, the probability of dropout as a function of cur- derstanding dropout and learning in 4-in-a-row, there are ad-
rent playing strength and number of games played, and the ditional factors we could analyze to more thoroughly explain
population level learning trajectories conditioned on total ex- human behavior. In terms of dropout, we primarily inves-
perience can all be replicated reliably by the model. tigate user playing strengths rather than opponent playing
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strengths. For example, it is feasible that stopping prob-
abilities are influenced by which Al agent is being played
against, or whether users are stuck in a staircase of Al playing
strengths. If we were to find that opponent playing strengths
contribute to dropout, either because they are too challeng-
ing or not challenging enough to play against, this could be
easily incorporated into our model with an additional mech-
anism, such as that user Elo ratings must increase by a fixed
amount over a set period of time or by changing the shape
of the stopping function. Further, we could study the inter-
val between games played by each user, as there may ex-
ist a complex interaction between these inter-game intervals,
playing strength, and dropout. Given that some users play
many games in a short period of time while others play games
spaced apart over days or even weeks, replacing the num-
ber of games played with real-world time could strengthen
the parallel between our work and survival analysis mod-
els. In terms of learning, we have assumed static learning
rates thus far and can also consider variations such as non-
linear models for the number of games played or learning
rates that vary with experience. Additionally, our results from
the planning model show how experienced participants dif-
fer from novices, but do not shed light on how those differ-
ences emerge from their experience. In future work, we aim
to model this learning process more explicitly by matching
people’s experience with their future actions. These results
can then be integrated into a more sophisticated model of
dropout and learning which accounts for additional compo-
nents of each cognitive process.

Would our results generalize to other tasks or real-world
environments? Given that our dropout results are consis-
tent with the literature on intrinsic motivation, we suspect
that some form of performance-mediated stopping occurs in
most tasks for which participation is autonomous, and that
the thresholds for dropout vary based on the nature and dif-
ficulty of the task. We also speculate that the same effects
of experience on search and attention will exist in tasks for
which planning ahead is beneficial, and that the accuracy of
feature weights will depend on the amount of domain-specific
knowledge that is required. Games like chess and Go contain
many non-trivial features, and tasks with stochastic environ-
ments might involve distinct computational mechanisms al-
together. If the factors underlying dropout and learning can
be reliably identified, our joint modeling framework should
be relatively straightforward to adapt to other tasks. More
broadly, a general learning model that decides whether or
not to continue engaging with a task can be combined with
a more task-specific model that actually performs the task it-
self. While our two models are currently fairly distinct, bring-
ing together these modular components is a more concrete
step forward for understanding how humans cognitively nav-
igate such complex decisions.

One of the main contributions of our work is to advocate
for concepts from survival analysis and human studies on mo-
tivation to be integrated into the analysis of learning in mas-

sive cognitive science data sets. Our use of a hazard function
and logistic regression to study dropout as well as intuition
for factors that mediate dropout and learning, such as playing
strength as a proxy for task difficulty, are derived from these
fields. As the use of large-scale data sets where participants
have autonomy over participation become more ubiquitous,
we hope that it will become standard for accounts of human
behavior to model motivation and learning simultaneously.
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