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Abstract

We consider an online stochastic game with risk-
averse agents whose goal is to learn optimal de-
cisions that minimize the risk of incurring signif-
icantly high costs. Specifically, we use the Con-
ditional Value at Risk (CVaR) as a risk measure
that the agents can estimate using bandit feedback
in the form of the cost values of only their se-
lected actions. Since the distributions of the cost
functions depend on the actions of all agents that
are generally unobservable, they are themselves
unknown and, therefore, the CVaR values of the
costs are difficult to compute. To address this
challenge, we propose a new online risk-averse
learning algorithm that relies on one-point zeroth-
order estimation of the CVaR gradients computed
using CVaR values that are estimated by appropri-
ately sampling the cost functions. We show that
this algorithm achieves sub-linear regret with high
probability. We also propose two variants of this
algorithm that improve performance. The first
variant relies on a new sampling strategy that uses
samples from the previous iteration to improve the
estimation accuracy of the CVaR values. The sec-
ond variant employs residual feedback that uses
CVaR values from the previous iteration to reduce
the variance of the CVaR gradient estimates. We
theoretically analyze the convergence properties
of these variants and illustrate their performance
on an online market problem that we model as a
Cournot game.

1. Introduction

Online convex optimization (OCO) aims at solving opti-
mization problems with unknown cost functions using only
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samples of the cost function values. Many practical applica-
tions can be modeled as OCO problems. Examples include
spam filtering (Hazan, 2019) and portfolio management
(Hazan, 2006), among many others (Shalev-Shwartz et al.,
2011). Oftentimes, OCO problems involve multiple agents
interacting with each other in the same environment; for
instance, in traffic routing (Sessa et al., 2019) and economic
market optimization (Shi & Zhang, 2019), agents cooperate
or compete, respectively, by sequentially selecting the best
decisions that minimize their expected accumulated costs.
These problems can be formulated as online convex games
(Shalev-Shwartz & Singer, 2006; Gordon et al., 2008), and
constitute the focus of this paper.

Typically, the performance of online optimization algo-
rithms is measured using different notions of regret (Hazan,
2019), that capture the difference between the agents’ online
decisions and the optimal decisions in hindsight. An online
algorithm is said to be no-regret (no-external-regret) if its
regret is sub-linear in time (Gordon et al., 2008), i.e., if the
agents are able to eventually learn the optimal decisions.
Many no-regret algorithms have been proposed and ana-
lyzed for online convex games including (Shalev-Shwartz
& Singer, 2006; Gordon et al., 2008; Hazan, 2019; Shalev-
Shwartz et al., 2011). Common in these problems is the
objective of the agents to minimize their expected cost func-
tions. However, in high-stakes applications, minimizing the
expected cost alone is not sufficient; avoiding the worst case
is equally important. For example, in portfolio management,
investing in the assets that yield the highest expected return
rate is not necessarily the best decision since these assets
may also be highly volatile and result in severe losses. To
control for such catastrophic events, appropriate risk-averse
criteria need to be considered during optimization, such as
the Sharpe Ratio (Sharpe, 1994) or Conditional Value at
Risk (CVaR) (Artzner et al., 1999).

In this paper, we consider online convex games with risk-
averse agents, whose goal is to minimize the CVaR values
of their cost functions. Moreover, we assume that only ban-
dit feedback in the form of the costs of selected actions is
available to the agents to estimate their CVaR values. To
the best of our knowledge, risk-averse learning in convex
games has not been explored in the literature. Most closely
related to the problem considered here is work on determin-
istic online convex games with bandit feedback, including
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(Bravo et al., 2018; Duvocelle et al., 2018; Tatarenko &
Kamgarpour, 2018; Lin et al., 2020). Specifically, (Bravo
et al., 2018) relies on tools from stochastic approximation
theory to show that derivative-free methods for monotone
and concave games converge to the Nash equilibrium with
probability 1. This work is extended in (Duvocelle et al.,
2018) to time-varying games. The authors in (Duvocelle
et al., 2018) show that if the time-varying game converges,
then the sequence of actions converges to the Nash equi-
librium. Common in these works is that the cost functions
are deterministic. As such, they cannot model risk in the
presence of uncertainty. Methods for risk-averse learning
have been investigated, e.g., in (Urpi et al., 2021; Kaloge-
rias & Powell, 2019; Chow et al., 2017). Specifically, in
(Urpi et al., 2021), a risk-averse offline reinforcement learn-
ing algorithm is proposed that exhibits better performance
compared to risk-neural approaches for robot control tasks.
In (Kalogerias & Powell, 2019), a zeroth-order method for
mean-semideviation-based risk-averse learning is proposed.
‘We note that, despite the importance of controlling risk in
many applications, only a few works employ CVaR as a
risk measure and still provide theoretical results, e.g., (Curi
et al., 2019; Cardoso & Xu, 2019; Tamkin et al., 2019;
Soma & Yoshida, 2020; Kalogerias, 2020). In (Curi et al.,
2019), risk-averse learning is transformed into a zero-sum
game between a sampler and a learner. Then, using an
adaptive sampling strategy, the regret of this game is ana-
lyzed. In (Tamkin et al., 2019), a sub-linear regret algorithm
is proposed for risk-averse multi-arm bandit problems by
constructing empirical cumulative distribution functions for
each arm from online samples. Recently, (Kalogerias, 2020)
has shown that CVaR learning problems subject to not nec-
essarily convex loss functions can be solved as efficiently
as their risk-neutral counterparts.

Compared to the literature discussed above, risk-averse
learning for online convex games possesses unique chal-
lenges, including: (1) The distribution of an agent’s cost
function depends on other agents’ actions, and (2) Using
finite bandit feedback, it is difficult to accurately estimate
the continuous distributions of the cost functions and, there-
fore, accurately estimate the CVaR values. To address these
challenges, in this paper we use samples of the cost func-
tions to learn an empirical distribution function (EDF) of the
random costs. Then, using this EDF, the agents can estimate
the CVaR values of their cost functions, and use these CVaR
values to construct zeroth-order estimates of the CVaR gra-
dients. By appropriately designing this sampling strategy,
we show that with high probability, the accumulated error
of the CVaR estimates is bounded, and the accumulated
error of the zeroth-order CVaR gradient estimates is also
bounded. As a result, our method achieves sub-linear re-
gret with high probability. To further improve the regret of
our method, we allow our sampling strategy to use previ-

ous samples to reduce the accumulated error of the CVaR
estimates. Specifically, at time step ¢, we build the EDF
estimate using samples from times ¢ and ¢ — 1, and then use
this EDF to estimate the CVaR values and the corresponding
CVaR gradients, as before. Assuming that the variation of
the CDF of the cost function at two consecutive time steps
is bounded by the distance between the two corresponding
actions at these time steps, we theoretically show that the
accumulated error of the CVaR estimates is strictly less
than that achieved without reusing previous samples under
certain conditions. We also provide an alternative way of
improving the regret by utilizing residual feedback (Zhang
et al., 2020a;b) that reduces the variance of the zeroth-order
CVaR gradient estimates. We illustrate our method on an
online market problem that we model as a Cournot game
(Allaz & Vila, 1993).

To the best of our knowledge, this is the first work to address
risk-averse learning in online convex games. Note that the
CVaR value of each agent depends on the joint actions of all
agents, hence the proposed risk-averse game is in essence a
time-varying game as the agents update their actions sequen-
tially. All existing literature on learning in games discussed
before considers static games, except for (Duvocelle et al.,
2018), that requires knowledge of whether the game con-
verges and how the Nash equilibrium changes. However, the
time-varying nature of the game considered here is due to
the updates of the other agents and, therefore, it is not possi-
ble to know a prior whether this game will converge or not.
As aresult, the analysis in (Duvocelle et al., 2018) cannot
be applied to analyze the game considered here. In addition,
existing literature that employs zeroth-order techniques to
solve learning problems in games typically relies on con-
structing unbiased gradient estimates of the smoothed cost
functions. Nevertheless, unbiased gradient estimates cannot
be obtained in risk-averse games since it is not possible to
obtain accurate CVaR estimates of the cost functions merely
using finite bandit feedback. Perhaps closest to the method
proposed here is the approach in (Cardoso & Xu, 2019), that
makes a first attempt to analyze risk-averse bandit learning
problems. Using CVaR properties, the authors reformulate
the CVaR optimization problem to an equivalent optimiza-
tion problem of an augmented L function and show that the
reformulated problem converges in the single-agent case.
However, the analysis in (Cardoso & Xu, 2019) cannot be
easily extended to multi-agent problems since minimizing
the L functions is not equivalent to minimizing CVaR values
in multi-agent games.

The rest of the paper is organized as follows. In Section 2,
we define the proposed risk-averse online game and provide
some assumptions. The main algorithm is presented in
Section 3 with corresponding regret analysis. Two variants
of this algorithm with improved regrets are provided in
Section 4. In section 5, we use an online market example
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to illustrate the effectiveness of the proposed algorithms.
Finally, we conclude this work in Section 6.

2. Problem Definition

We consider a repeated game G with N agents. At the be-
ginning of each episode, each agenti € N = {1,..., N}
simultaneously chooses an action z; € R% from a convex
set X; and receives a random cost value that is sampled from
the cost function J;(z;,x_;,&) : X x 2; — R, where z;
is the action of agent ¢, z_; denotes the actions of agents
except for agent i, X = IIY, X; is the joint action space
and &; € E; describes the uncertainty of the cost function.
Here we assume that the diameter of the convex set X is
bounded by D, forall? =1,..., N. For ease of notation,
we sometimes denote the cost function as J;(x, ;), where
x = (z;,2_;) is the concatenated vector of all agents’ ac-
tions.

We use the Conditional Value at Risk (CVaR) as a risk mea-
sure to model the risk-aversion in the agents. Specifically,
suppose that the random variable J;(x, ;) has the CDF
F.(y) = P{Ji(z,&) < y}. We drop the decision variable
x in F, whenever it is clear from the contexts. Then, for a
given risk level a; € [0, 1], the CVaR of the cost function
Ji(x,&;) of agent ¢ at point z is defined as

C,L({E) L= CV&RQ1 [Jl(xﬂé-’b)]
= Ep[Ji(z, &) Ji(2, &) = T,

where J“¢ is the 1 — «; quantile of the distribution, which
is also termed as Value at Risk (VaR). CVaR captures the
average cost under the tail of the distribution of J;(x,&;).
Note that the CVaR value of the random variable J;(z, §;)
is determined its cumulative distribution function F’, hence
we sometimes write CVaR as a function of the CDF, i.e.,
CVaRy, [Ji(z, &)] = CVaR,, [F] for ease of notation.

Here we assume that the agents have no prior knowledge
about this game, i.e, the agents do not know the cost func-
tions J;(x, &; ), and cannot observe the other agents’ actions.
The only information that is available to the agents is the
cost of the selected actions. Moreover, we assume that the
cost function J;(z, &;) of each agent satisfies the following
assumptions.

Assumption 1. The function J;(x;,x_;,&;) is convex in x;
for every &; € E; and bounded by U, i.e., |J;(z,§;)] < U,
foralli=1,... N.

Assumption 2. J;(x,&;) is Lo-Lipschitz continuous in x
forevery & € 25, foralli=1,..., N.

Assumptions 1 and 2 hold in many applications, e.g., the
Cournot game (Shi & Zhang, 2019) and the repeated Kelly
auctions (Duvocelle et al., 2018).

Given Assumptions 1 and 2, the below well known result

characterizes important properties of the CVaR function.
The proof can be found in (Cardoso & Xu, 2019).

Lemma 1. Given Assumptions 1 and 2, we have that
Ci(xi,x—;) is convex in x; and Lo-Lipschitz continuous
inz, foralli =1,...,N.

The objective of each agent 7 is to minimize its cumulative
CVaR functions. Specifically, given a sequence of agents’
actions {2;}_; over T episodes, where Z; = (2;4,%_;)
denotes the agents’ actual played actions at time step ¢, we
define the regret (CVaR-regret) for agent ¢ as

T T
Re, (1) = ZCi(i'i,twffi,t) - iflnel% Ci(@i, B—it),
t=1 t=1
which measures the cumulative loss against a best single
policy in hindsight. Then, our goal in this paper is to design
a no-regret (equivalently, sub-linear regret) algorithm to

Re, (T) _
CT = 0 for all

solve this game, such that lim7_,
agents.

3. A Risk-Averse Learning Algorithm

In this section, we propose a risk-averse learning algorithm
to solve the proposed online convex game. Our algorithm
relies on a novel sampling strategy to estimate the CVaR val-
ues and a one-point zeroth-order estimator of the CVaR gra-
dient. Specifically, since estimation of CVaR values requires
the distribution of the cost functions which is impossible to
compute using a single evaluation of the cost functions per
time step, we assume that the agents can sample the cost
functions multiple times to learn their distributions. For this,
we introduce a practical sampling strategy described below.

During each time step ¢, the agents keep their actions fixed
and draw n; samples of their individual cost functions. Then,
they use these samples to determine their actions for time
step ¢ + 1 and then sample again. The sampling strategy is
defined as

ng = [bU*(T —t +1)*], (1)

where [-] is the ceiling function, T is the time horizon, U is
the cost function bound as in Assumption 1, and a, b € (0, 1)
are parameters to be selected later. The parameters a, b are
assumed to be known by all the agents beforehand so that the
game is synchronous. Moreover, since a < 1, the number of
samples n; will decrease with the iterations and eventually
equal to 1.

The proposed risk-averse learning algorithm for online con-
vex games is illustrated in Algorithm 1. At time step ¢,
the agents randomly perturb their current actions x; ; by an
amount du, ., where u;; € S% is a random perturbation
direction sampled from a unit sphere S% C R% and § is
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Algorithm 1 Risk-averse learning

Require: Initial value x, step size 7, parameters a, b, 3, T,
risk level a;, i =1,--- , N.

1: for episodet =1,...,T do

2: Selectny = [bU(T —t +1)]

3 Each agent samples u; ; € S%,i=1,...,N

4:  EBachagentplay Z;; = x;¢ + du; s, 1 =1,..., N

5. forj=1,...,n;do

6: Let all agents play &;;

7 Obtain J; (2.4, &_i4,&))

8

9

end for
. foragenti=1,...,Ndo
10: Build EDF F} ;(y)
11: Calculate CVaR estimate: CVaR,,, [F} ]
12: Construct gradient estimate
Gip = %CVaRa, [F} 4Juiy

13: Update z: x; 411 PXis (@it —MGit)
14:  end for
15: end for

the size of this perturbation. Then, using the sampling strat-
egy defined above, the agents play their perturbed actions
Z;+ = T+ + 0u; ¢ for ny times, and obtain n; samples of
their cost functions. For agent 7, at time step ¢, we denote
the CDF of the random cost J; (%, &;) that is returned by the
perturbed action Z; as F; (y) = P{J;(Z¢, &) < y}. Since
the agents cannot accurately estimate this continuous CDF
F; (y) using finite samples, they instead construct the EDF
of J;(&4,&;) as

ng

Fu) ==Y WhEe) <y}, @

¢ =

where 1{-} is the indicator function. Then, using this EDF,

the agents construct CVaR estimates of their cost functions

Ji(Z+,&;), denoted as CVaR,, [Fi,t], which they use to fur-

ther construct zeroth-order estimates of their CVaR gradients
as

X di .
Jit = KCVaR% [Fit|wit, €))

where ¢ is the size of the perturbation on the action z; ; de-
fined above. To ensure that the function values at the queried
points during each time step are always feasible, we define
the projection set X = {z; € Aj|dist(w;,0X;) > §}.
Then, the agents perform the following projected gradient-
descent update

Titp1 = Pas (@it — NGit)- €]

To analyze Algorithm 1, we utilize the smoothed approxima-
tion of C;(z) defined as C?(2) = By, B, u_;~s_,; [Ci (i +
dw;, x_; +(5u,i)], where S_; = Hj;éiSj, and B;, S; denote

the unit ball and unit sphere in R%, respectively, and the
size of the perturbation § here serves as a smoothing pa-
rameter that controls how well C9 (') approximates C; ().
For details on zeroth-order optimization methods and their
analysis, see (Nesterov & Spokoiny, 2017). The function
Cf (z) satisfies the following properties. The proof can be
found in Appendix A.1.

Lemma 2. Let Assumptions 1 and 2 hold. Then we have
that

1. Co(zy,w_;) is convex in x;,
2. CY(x) is Lo-Lipschitz continuous in z,

3. |C3(2)-Ci(a)| < SLoVN.

From Lemma C.1 in (Bravo et al., 2018) , we have that

E[%Cz(ft)uzt] = V.C) (), ®)
where V,; denotes the partial derivative with respect to x;.
However, as discussed before, it is not possible to accurately
estimate the CVaR value C;(Z;) using finite samples of the
cost function J;(Z+, &;). Instead, there will exist a CVaR
estimation error, which we define as
€11 = CVaRy, [F 4] — CVaRy, [F) ).
Then, we have that E[g; ;] = E [%(Ci(i’t) + éi,t)uLJ =
Vin(xt) +E [%éi,tuiyt} , which indicates that the CVaR
gradient estimate is biased due to the use of finite samples.
The analysis of the CVaR estimation error &; ; plays a key
role in the whole analysis of the regret of Algorithm 1. To
bound the CVaR estimation error, we first present a lemma
that bounds the difference between the CVaR values for two
different CDFs. The proof of this lemma can be found in
Appendix A.2.

Lemma 3. Let I and G be two CDF's of two random vari-
ables and the random variables are bounded by U. Then
we have that

[CVaR, [F] = CVaR, 6] < - sup |F(y) = Gyl

Lemma 3 states that the distance between two CVaR val-
ues is related to the distance between the corresponding
CDFs. By substituting F' = F; ; and G = FH into Lemma
3 and applying the Dvoretzky—Kiefer—Wolfowitz (DKW)
inequality, we have that

|&i.¢] = |CVaRa, [F1] — CVaRa, [Fi]|

_U e ©
ooy 2ny
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with probability at least 1 — 7. Combining inequality (6)
with the sampling strategy defined in equation (1), the accu-
mulated error of CVaR estimation can be bounded, which is
given in the following lemma whose proof can be found in
Appendix A.3.

Lemma 4. Given a confidence level 5 and the sampling
strategy in equation (1), we have that the following inequal-
ity holds:

T
> gl < By (7)
t=1

with probability at least 1 — ~y, where v = 4T and B; =

(% /2111(2bT/7)T1—g.

The following result provides a generic regret decomposi-
tion of Algorithm 1. The proof can be found in Appendix
A4.

Lemma 5. Let Assumptions 1 and 2 hold. Then, the regret
of Algorithm 1 satisfies

R¢, (T) < Err(ZO) + Err(CVaR),
where Err(Z0) = g—; + digj"T + (4V'N + Q)LooT,
Err(CVaR) = %Bl, Q > 0is a constant that represents
the error from projection P, and B as in (7).

Lemma 5 decomposes the regret into two terms, a zeroth-
order error term and a CVaR estimation error term. By
selecting 77 and § appropriately, we can show that Algorithm
1 is no-regret. In the following theorem, O hides constant
factors and poly-logarithmic factors of 7'. In contrast, the
standard notation O only hides constant factors.

Theorem 1. Let Assumptions 1 and 2 hold and select

3
; Nek
_ IDQ@ n = —YX2L . Suppose that n;
NiT1a;Lo VLoUd;N4T 4

is chosen as in equation (1) with a € (0,1), and the EDF
and the gradient estimate are defined as in equations (2)
and (3), respectively. Then, Algorithm I achieves regret

a

R¢, (T) = O(T'~ %) with probability at least 1 — .

Proof. Substituting 9§, 7 and B; into the regret
bound Err(ZO) + Err(CVaR) in Lemma 5, we ob-
tain that Rg (T) < Err(ZO) + Err(CVaR) =
_1 o ~ o
O(DUd;LoNia; *\/In(T/)T'"%) = O(T'"%).

The proof is complete. O

As shown in Theorem 1, although it is impossible to ob-
tain accurate CVaR values using finite bandit feedback, our
method still achieves sub-linear regret with high probability.
Notice that the choice of the risk level «; can also affect the
regret. Specifically, a lower value for «; can result in higher
regret, since it is harder to get samples under the «; tail of
the distribution.

4. Improving the Algorithm Regret

In this section, we propose two variants of Algorithm 1 that
improve the regret. The first variant reduces the accumulated
error of the CVaR estimates by using samples from the
previous iteration. The second variant employs residual
feedback (Zhang et al., 2020a;b) to reduce the variance of
the CVaR gradient estimates. A relevant analysis is given in
the following two subsections, respectively.

4.1. Improving the CVaR Estimation Accuracy

The accuracy of the CVaR estimation in Algorithm 1 de-
pends on the number of samples of the cost functions at
each iteration according to equation (6); the more samples,
the better the CVaR estimation accuracy. To further improve
the CVaR estimation accuracy, we propose a modification
to Algorithm 1 that reuses samples from the previous itera-
tion, effectively increasing the number of available samples
per iteration while maintaining the number of new samples
the same. First, we make the following assumption on the
variation of the cumulative distribution function.

Assumption 3. Let F;,(y) = P{J;(3,&) < y} and
Fii—1(y) = P{Ji(Z4-1,&) < y}. There exist constants
C4,Cy > 0 such that

sup |F; +(y) — Fip—1(y)| < (C16 + Co) ||we — x¢—1] -
Yy

Assumption 3 states that the variation of the CDF across two
consecutive time steps is bounded by the distance between
the corresponding unperturbed actions. It means that if x; is
close to x;_1, then the corresponding cost function values
Ji(Z+,&;) and J; (241, &;) for every &; should also be close
to each other, and so should be the two CDFs. Note that
the bound in Assumption 3 is also related to the smoothing
parameter J, since the played action is in fact the perturbed
one, i.e., £;. Moreover, note that this bound cannot go to
0 by decreasing the smoothing parameter §, which implies
that the variation in the CDF should be dominated by the
distance between x; and x;_1.

The proposed risk-averse learning algorithm with sample
reuse is illustrated in Algorithm 2 that can be found in Ap-
pendix B. Specifically, assuming that the agents can sample
the cost functions n; times at every time step ¢, for t > 2,
we define a new EDF as

= ng - ng—1 ¢
F; =—F —F; 8
z,t(y) Nt 2,1 + Nt 2,t—1» ( )
where Ny = ny +ny—1. Fort = 1, we set the initial value
as F; 1 = F; 1 and N; = n;. Using this sampling strategy,
we design the CVaR gradient estimate as

_ d; ~
Jit = KCVaRa,; [Fit|wi- &)
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Note that, as in Algorithm 1, this gradient estimate is biased
since the estimation of CVaR uses not only finite samples,
but also samples from the previous iteration. We denote the
CVaR estimation error as

5i,t = CV&R%[Fl,f] — CV&ROA,’ [E,t] (10)
Due to the use of previous samples, the analysis of the CVaR
estimation error in this case becomes more complicated. The

following lemma characterizes the CVaR estimation error
and its the proof can be found in Appendix B.1.

Lemma 6. Given a confidence level v, the following in-

equality holds
. U In(2T
g <L ([ 2RCTY)
Q; 2(ny +1n4-1)

+g <(015+02)diU\/Nn>7 an

26

with probability at least 1 — =, forvVt =2,...,T.
Using the above bound on the CVaR estimation error &; 4,
we are able to show the following result.

Lemma 7. Assume the same values for 6 and m as
VD.Ud;_p-

in Algorithm 1, ie, § =
N4 VaiLo

i and n =

JaiD? "
VLoUd; N1
ists T > 0 such that whenT' > T, we have Zszl |€i¢] <
— NTY =% with probability at least 1 —

. Then, given any constant A > 0, there ex-

Proof. For ease of notation, we let § = ;7% and
3
-~ 2
n = ST %, where &, = VP=Udi 'y, — Va&iDs
N4 VaiLo VL Ud; N1

Summing equation (11) over ¢, we obtain

t=2
_u ET: In(2T/v) (C1.6 + C2)d;UV/ Ny
I 2(ng + ng—1) 20
_u ZT: (2T /7) = (C16 + Cy)d; U/ NnT
- Q; —a 4TLt71 2&1(5
(2T/'7) 17£ CldiU2\/NZ2 1-—3a
S\ TR T
b 2051'
20@21

Adding the first term |£; 1| to both sides of this inequality,

we have that
T
Z |€it| — B1
t=1

<_(Va-1) In(27'/7)

a?b
+ XT84 &

< <—(x/§— 1) 7ln(ifl)/7) + 24> T3

T'=% 4 53T %

3a

+ (83 + &) T

3a
< f(mrt-
where ©5 = M and 3, = % and

)= e ] (13 )

Observe that the function f(7") is monotonically decreasing
in T and approaches negative infinity when 7" — co. Hence
there exists Ty with f(7\) = —A such that when T° >
T\ we have f(T) < —A\, and thus Zthl |€it] — B1 <
AT

(12)

The proof is complete. O

This lemma shows that for the same conﬁdence level 1 — ~,
selecting § = ;7% and n = YT~ in Algorithm 2
results in a bound on the accumulated CVaR estimation error
that is strictly less than that achieved by Algorithm 1. The
proof can be found in Appendix B.2. Similar to Lemma 5,
we can decompose the regret into two sources of errors as
shown below.

Lemma 8. Ler Assumptions 1 and 2 hold. Then, the regret
of Algorithm 2 satisfies

RZ. (T) < Err(ZO)

13)

where Err(ZO) is the zeroth order error term as in Lemma
5.

Recall that the regret achieved by Algorithm 1 is bounded
by Err(ZO) + Err(CVaR) = O(T'~%). In what follows,
we show that the regret achieved by Algorithm 2 is strictly
smaller than the regret bound achieved by Algorithm 1, i.e.,
Err(ZO) + Err(CVaR).

Theorem 2. Let Assumptions 1, 2 and 3 hold, and assume
the same values for § and n as in Algorithm 1, i.e., 6 =
3

v/ . _a \/ ,-DE _3a
%T 1andn = B Suppose that n,
NZ\/QZLO \/L()Udi]\/vZ

is chosen according to equation (1) with a € (0, 1), and the
EDF and the gradient estimate are defined as in equations
(8) and (9), respectively. Then, when T > T\ with T)
as in Lemma 7, Algorithm 2 achieves regret Ra (T) <

Err(Z0) + Err(CVaR) and thus R, (T') = O(T'~%).
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Proof. Recall that Err(CVaR) = %2 B,. Adding and
subtracting Err(CVaR) to the bound in Lemma 8, we have
that

R¢. (T) < Err(ZO)

zt|

HMH

= Err(ZO) + Err(CVaR) +

— By).

Combining this inequality with Lemma 7, and assuming
that T" > T, we obtain that

RZ. (T) < Err(ZO) + Err(CVaR)
= O(v/D,Ud;LoNic; */In (T /)T~ %

which completes the proof. O

Theorem 2 shows that when Assumption 3 holds, the regret
bound achieved by using previous samples is guaranteed to
be smaller than that achieved without using prior informa-
tion.

Note that hybrid sampling strategies are also possible that
initially use samples only from the current iteration and
eventually switch to using samples from the previous itera-
tion too. Assuming that ¢y denotes the switching time after
which previous samples are reused, the EDF is defined as

I th
Fi(y) = )
ﬂf(y) { ngFt+ N Fi7t717

t<to+1

14
P>+ 1 ; (14)

Then, the regret achieved by this hybrid sampling strategy is
analyzed below. The proof can be found in Appendix B.3.

Corollary 1. Let Assumptions 1, 2 and 3 hold, and assume
the same values for § and n as in Algorithm 1, i.e., 6 =
3

V4 ; _a Ja;D2 _3a
~D.Udi g andn = —L2ZE T4, Suppose that ny
NZ\/QiL() \/L()Uvdi]\/vZ

is chosen according to equation (1) with a € (0, 1), and the
EDF and the gradient estimate are defined as in equations
(14) and (9), respectively. Then, there exists T,y > 0
such that when T' > T ,), Algorithm 2 achieves regret
RZ (T) < Err(Z0) + Err(CVaR) and thus R, (T') =
O(T'—4%).

4.2. Reducing the CVaR Gradient Estimation Variance

Algorithm 2 discussed in Section 4.1 reduces the CVaR esti-
mation error by using samples from the previous iteration.
In this section, we propose an alternative variation of Algo-
rithm 1 that uses residual feedback (Zhang et al., 2020a;b)
to reduce the variance of the zeroth-order CVaR gradient
estimates. The risk-averse learning algorithm with residual
feedback is illustrated in Algorithm 3 and can be found
in Appendix C. Specifically, in Algorithm 3, the EDF is

computed the same way as in Algorithm 1, but the gradient
estimate now takes the form

d;
gi,t == ?(CV&RQZ[ i, ] CV&R()M[ i,t— 1])ui,t- (15)

The CVaR gradient estimation is still biased and we can de-
fine the error &;; = CVaRy, [Fi ] — CVaRy, [Fii—1] —
CVaR,, [F;]. Recall the definition of &;, in equation
(10). Substituting in the expression for &; ;, we have that
€1 = &1 —CVaRy, [ i.t—1). Taking the expectation of the
gradient in equation (15) with respect to u; ¢, we have that

di, _
7(€i’t + CVaRai [Fi,t])ui’t]

0

d;
= Vle(fEt) +E 65i,tui,t:|
di
)

diéi,tui,t] , (16)

E[gi¢ = E[

= VZO,Z;(.T,‘) +E (él + — CVaRm[ it— 1]) ui7t:|

= V,C%(x) +E 5

where the last equality is due to the fact that w; , is in-
dependent of Fw_l. Recall that the gradient estimate in
Algorithm 1 satisfies E [g; ;] = V;C?(2;) + E [ € 1U; t}

Therefore, the expectation of the CVaR gradlent estimate
using residual feedback is the same as that in Algorithm
1. The following result analyzes the regret achieved by
Algorithm 3. The proof can be found in Appendix C.

Theorem 3. Let Assumptions 1 and 2 hold, and select n =
i LONTfﬂ = ﬁ% T—4%. Suppose that n; is chosen
according to equation (1) with a € (0, 1), and the EDF and
the gradient estimate are defined as in equatlons (2) and
(15), respectively. Then, when T > (8N ) , Algorithm 3
achieves the regret R¢, (T) = O(T'~ %) with probability

at least 1 — .

More precisely, Algorithm 3 actually achieves the re-
gret R, (T) = O(Dyd; LoNS(a) In(T/5)T*~%), where

S(a) = Zz]\il a%z?
tails. Note that the poly-logarithmic term In(7") in
the regret bound achieved by Algorithm 3 is dominated
by the polynomial term T'~% when T is large. Re-
call also that Algorithm 1 achieves regret R, (T') =

1
O(VD,Ud;LyNia; 2/In(T/)T'~%). Ignoring the
logarithmic dependence in the regret for large 7', we ob-
tain that the regret bound achieved by Algorithm 3 is
strictly less than that achieved by Algorithm 1 when U >
D.d; LoN 2 052 ().

see Appendix C.2 for more de-

5. Numerical Experiments

Consider a Cournot game involving two risk-averse firms
(agents) in the same market with different risk levels «;.
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number of samples
N W A U N

-

0 2500 5000 7500 10000 12500 15000 17500 20000
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Figure 1. The number of samples of Algorithm 1, 2 and 3.
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Figure 2. CVaR values achieved by Algorithm 1 (green and red)
and Algorithm 2 (blue and orange). The solid lines and shades are
averages and standard deviations over 20 runs.

We let ag = 0.5 and oy = 0.3, i.e, firm 1 is more risk
sensitive than firm 0. Suppose that firm 7 supplies the mar-
ket with a quantity z;, and the total supply of both firms
defines the price of the goods in the market. We assume
that the cost function for each firm ¢ € {0, 1} is defined as
Ji = —(2—2]— :vj)xi—&—O.la?i—i—gixi—&—l, where £; ~ U(O, 1)
is a uniform random variable. The cost term &;x; models
the uncertainty in the market, which is proportional to pro-
duction. The goal of each firm is to minimize the CVaR of
their local cost function.

Recall the definition of the regret in Section 2, and note
that it is not possible to compare the performance of Al-
gorithm 1, 2 and 3 in terms of regret, since the baseline
term ming, ¢ x, Zthl C;i(Z;,x_; ) depends on the given
sequence of {z_; ;}1_; and there is no golden rule to help
select this sequence. In addition, computing the analytical
solution to the baseline term is challenging due to the vari-
ational definition of CVaR. Instead, in what follows, we
compare Algorithms 1,2 and 3 in terms of their empirical
performances. Specifically, we run Algorithms 1, 2, and
3 and calculate the CVaR values achieved for each action.
The algorithm with lower CVaR values is preferred since it
achieves better performance in terms of risk-aversion.

The number of samples used by Algorithm 1 is determined
by equation (1) and is shown in Figure 1. We implement
a hybrid sampling strategy for Algorithm 2 and select the

1.000 - —— agent 0, a=0.5, residual
agent 1, a=0.3, residual

—— agent 0, a=0.5

0.950 4 —— agent 1, a=0.3

0.975

0.925 4

Cilx)

0.900 1

0.875

0.850 4

0.825 1

0 2500 5000 7500 10000 12500 15000 17500 20000
episode

Figure 3. CVaR values achieved by Algorithm 1 (green and red)
and Algorithm 3 (blue and orange). The solid lines and shades are
averages and standard deviations over 20 runs.

switching time step as 15000, after which prior samples are
reused as in equation (14). The reason for this choice is
that after 15000 time steps the number of samples becomes
small (less than or equal to 3), which causes large errors
in CVaR estimation. All other parameters in Algorithms
1, 2 and 3 are tuned so that the three algorithms achieve
individually their best performance. Figure 2 compares
empirically the performance of Algorithms 1 and 2. We
observe that both Algorithms 1 and 2 both converge to the
same CVaR values, but Algorithm 2 that reuses samples
converges at a faster speed. Indeed, the learning rates of
both algorithms depend on the number of samples; Algo-
rithm 2 converges faster because sample reuse increases the
effective number of samples per iteration and, as a result, de-
creases the CVaR estimation errors. This allows for a larger
learning rate. Figure 3 shows the variance reduction effect
achieved by Algorithm 3 that employs residual feedback to
estimate the CVaR gradients. Note the very low variance
(almost non-existent) associated with the blue and orange
curves. As with Algorithm 2, residual feedback allows Algo-
rithm 3 to use a larger learning rate and still converge to the
same CVaR values as Algorithm 1. Additional numerical
simulations for different sampling strategies are provided
in Appendix D, where we also discuss convergence to the
Nash equilibrium in practice.

Motivated by the improvements in performance that can
be achieved by reusing prior samples to estimate the CVaR
values (Algorithm 2) and relying on residual feedback to
estimate the CVaR gradients (Algorithm 3), it is of interest to
analyze the combined effect of these methods for risk-averse
learning in online convex games. However, the theoretical
analysis of this method is nontrivial and, for this reason, it
is left for future research.

6. Conclusion

In this work, we proposed a first no-regret algorithm for risk-
averse online convex games. Our algorithm relied on a new
sampling strategy to estimate the CVaR values of the agents’



Risk-Averse No-Regret Learning in Online Convex Games

cost functions, and a zeroth-order estimator of the CVaR
gradients to update the agents’ actions. To further improve
the regret bounds achieved by our algorithm, we proposed
two novel modifications; one that reuses samples from the
previous iteration to better estimate the CVaR values and
another that uses residual feedback to reduce the variance of
the CVaR gradient estimation. We illustrated our proposed
method on an online market example modeled as a Cournot
game.
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A. Proofs of Key Results Supporting Algorithm 1
A.1 Proof of Lemma 2

Proof. 1. From the convexity of C;(x;, 2_;), we can get that C; (0p1 + (1 —0)p2, z—;) < 0C;(p1,2—;)+(1—0)C;i(p2, x—;)
for any py,p2 € X and 6 € [0, 1], . Here we denote Eu,~B,u_,~s_, as E due to space limit. Thus we have

C7(Opr + (1 — O)p2, z_,)
=E[Ci(0p1 + (1 — 0)pz + dwi, x—; + du_;)]
=E[Ci(0(p1 + dw;) + (1 — 0)(p2 + dw;), i + du_;)]
§]E[9Cl-(p1 + 0w, x—; + 0u_y) + (1 — 0)Ci(pa + dw;, x—; + 5u,i)]
=0C? (p1 + dw;, z_;) + (1 — 0)C? (p2 + dw;, z_3),

which completes the proof.

2. According to the definition of C? function, we have |C?(z) — C%(y)| = | Ew;~B;.u_;~s_, [Ci(zi + dwi, w_; + du_;) —
Ci(yi + owi, y—; + 6u_y)]| < Buwsns;u_;~s_; [ Lo ||z — yl|] < Lo ||x — y||. The proof is complete.

3. Since the C; function is Lg-Lipschitz continuous, we have that

|C? (x) — Ci(x)| =[B[Ci(x; + dw;, x_; + du_;)] — Cy(a)]
<Lg ||(dw;, du_)||
< LydV/'N,

where the last inequality is due to the fact that |Jw;|| < 1, |ju;]| < 1. O

A.2 Proof of Lemma 3

Before the proof of Lemma 3, we first give the following result.

Lemma 9. Let F' be the CDF of a non-negative random variable bounded by U, then we have that
U v
BelX ~ vl = [ (1= F@)dy-v+ [ P
0 0

Proof. 1t follows that

Er[X — vy =Er[(X —v)1{X > v}]
=Ep[(X —v)(1 - {X <v})]
=Ep[X] —v+Er[X1{X <v}]+vF(v).

Since a = [ dy = [;° 1{y < a}dy, we obtain that
Ep[X —v]y =Ep[X]—v+vF(v) —Ep {1{)( < 1/}/ 1{y < X}dy]
0

=Er[X]—-v+vF(v)— Pr(y < X <v)dy

S—
8

—Br(X] v ) - [ (F0) - )iy

U v
:/ (1*F(y))dy*V+/ F(y)dy.
0 0
This ends the proof. O

Now we are ready to give the proof of Lemma 3.
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Proof. According to the CVaR property, we have CVaRo[F] = vp+ 21 Ep[X —vp]y, CVaRa[G] = v + 2Eq[X —va] 4
Since v is the value that minimizes the CVaR, [F], we further obtain that

CVaRo[F] — CVaRa[G] < é (Er[X — vals — EalX — vals) . (17)

Using Lemma 9, we can obtain

CVaR,[F] — CVaR4[G]

U vG U ve
Sé(/o (1—F(y))dy—uc+/0 F(y)dy—/0 (1—G(y))dy+yG_/O G(y)dy)
1 4 U vg
SE (/0 (1_F(y))dy—/0 (1—G(y))dy+/0 (F(y)—G(y))dy>
1 U va
. (/0 (G(y)—F(y))dy+/0 (F(y)—G(y))dy)

<< sgplF(y) - G(y)l.

By symmetry, we can bound CVaR,[G] — CVaR,,[F|] as well and the proof is omitted. The proof is complete. O

A.3 Proof of Lemma 4
We first give the DKW inequality, which is helpful in our subsequent analysis.

Lemma 10 (DKW inequality). Let F' be the CDF of a random variable and F be the empirical CDF obtained by n i.i.d.
samples. For a gien constant € > 0, we have

P {sup |F(y) — F(y)| > e} < 22
Y
Now we are ready to show the proof of Lemma 4.

Proof. According to the DKW inequality, we have that

- In(2/%
B sup Fu(y) — Fuel)] = [P | < 5 1s)
Y i
Define the events in (18) as A;. Recall that v = 4T, then the following holds
A In(2T
sup |[F;+(y) — Fi1(y)] < %,Vt: 1,...,T, (19)
Y t

with probability at least 1 — ~ due to the fact that 1 — ]P’{Uz;l A} >1— Zthl P{A} >1-TF>1—-n.

Combining with the sampling strategy defined in equation (1), and applying Lemma 3, the accumulated error of CVaR
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estimation can be bounded as follows

T T T
. U [In(2T/~ U In(27'/~)
Sl <y B ST
o 2ny a; \ 206U2(T —t + 1))
t=1 t=1 t=1
T T
1
_ Z In(27/7) < 1 [In(2T/7) 1+/ 1 gt
-1 (67 2bt@ (6’7 2b t=1 \/i

1 /In(2T 1 a 1 /2In(2T a
RN [TICTVT AU SPRRPRSs WO WY CITICT VP
(07 2b 1—% (67} b

1
1—

where the last inequality holds due to the fact that < 2, which completes the proof. O

T
A.4 Proof of Lemma 5

Proof. We first present an observation.
Observation 1: There exist a constant 2 > 0 such that

T T
min C’f(i‘i, z_;+) < min C’f(i"i, xT_it) + QLyoT.

Z,eX) = Z,€X; =

Proof. Let x} = arg ming, ¢ ys >y C2 (%1, 0_i4), 27 = arg ming, cx, >, C2(Zi,2_;,). According to Lemma 3 in
(Tatarenko & Kamgarpour, 2020), ||x} 2’ = O(9), i.e, there exist a constant {2 > 0 such that H:czl — fo < Q4. Adding
O

x; —
that C?(z;, z_;) is Lo-Lipschitz continuous, we can easily obtain the claim.

Let z5, = ming, ex, Zthl Ci(Z;,w_;+). We have that

*

Hl"z',tﬂ — T,

2 . 2 . 2
= HPXf (Tit — MGit) — x:i H < szt —NGit — wEi

*
= ||wie — a3,

i

2 ~ ~
+ 02 1Giell” = 20(Gie, wie — 23,)- (20)

Since C’f(a:i, x_;) is convex in x;, we have that

. . d;
Cl(wy) — C (2}, 0—i1) < ViCP () (wie — x5,) = EGie, wip — 5,) — E<g

A *
i tUit, Tijt — T5,)

1 % * ~ di A *
< %E( | — mtgiHQ — i1 — =5, 2) + gE [ +E[§ €2l fzs.e — 5]/ ] @D
where the last inequality follows from equation (20).
Taking the sum from ¢t = 1 to T" on both sides of equation (21), we obtain that
T T
; Cl@ipm_iy) — ~£réi§cl; ; CY(Zi w_iy)
leia =5 l*  nnam . 2 ~di ,
ST’ + §]E[Z 1gidll® ] +E[D 5 €iell || ie — 3, ]|]
t=1 t=1

D
<~z

: d L2 d;Dy a R
2 B 13dl*] + =5E[ 3l ] (22)
t=1 t=1
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Algorithm 2 Risk-averse learning with sample reuse

Require: Initial value xq, step size 7, parameters a, b, §, T, risk level o;, i =1,--- | N.
1: for episodet =1,...,T do
2: Selectny = [bU*(T —t + 1)?]

3:  Each agent samples u;; € S%,i=1,...,N

4:  Eachagentplay 2, = x;+ + du; ¢, i =1,..., N
5. forj=1,...,n;do

6: Let all agents play Z; ;

7: Obtain J; (i ¢, &—i ¢, &)

8: end for

9: foragenti=1,...,Ndo

10: Build EDF F; ;(y)
11: Calculate CVaR estimate: CVaR., [F; ()]
12: Construct gradient estimate §; ; = d—CV aR, [Et(y)]u”
13: Update z: @; ¢1+1 < Prs (it — 1Git)
14:  end for '

15: end for

Recalling that |C? () — Ci(z)| < Lov/ N, and C () is Lipschitz continuous, it follows that

T T
RY(T) = ZC (Z¢) — min Ci(Zi,&—i1)
P} T, €X; P}
T T
< ZC’?(%) - ”cn}:'l?( C (%4, 844) + 20LoVNT
t=1 =1
T T
< ZC’?(mt) - xlrgg O (i, i) +40LoVNT.
t=1 t=1

T T
RE(T) < ZC;S(I,‘) - Irnel)l} O (Z4,_i4) + 40 LoV NT

t=1 =1

T T
< C? () — min CO(Zi,x_i4) + QLT + 46 LoV NT
= tz:; ( t) Fiexs ; i zt) 0 0

D2
<3 2 + JE| anmn lemll | +46LoVNT + QLT
t=1

D? clgU2
<z 4 (4 Q) LT, 23
= + 252 VN + 0 (23)

where the last inequality follows from the fact that \CAZ < %CVaRm [sz}uq *

‘<dU

B. Proofs of Key Results Supporting Algorithm 2

B.1 Proof of Lemma 6

Proof. In order to give the formal proof, we need to introduce some new definitions. Define a new random variable
Jit =z i + (1 — 2z¢)Ji—1, where J; ¢, J; 11 are abbreviation of J;(Z¢,&;), Ji(Z1—1,&;), ¢ is an independent Bernoulli
random variable with P{z; = 1} = ”—‘t Define the events By := {#(z = 1) = n; from N, samples of J; ;}, where #



Risk-Averse No-Regret Learning in Online Convex Games

denotes the times that the event occurs. Then we define the conditionaliexpectgtion of JVM given event B; as j” = E[jm | By],
which is still a random variable (Durrett, 2019). Define the CDF of J; ; as F; ;, then we have that

Fii(y) =P{Jiy <y} =P{ziJis + (1 — 2)Ji,p—1 < y|Bi}
N¢—1

n
=P{z = 1|B¢}P{J; s <y} +P{z = 0|B}P{J;1—1 <y} = ﬁtFi,t + TF’i,tfla (24)
t t

where the last equality is obtained by definitions of the random variables 2, J; ¢, J; 1—1. The second last equality is due to
the fact that B, is only related to z;, and z; is independent of J; ;,J; ;1. Then it gives that

sup |Fi+(y) — Fis(y)]
Y

Ty
<sup| == (Fis-1(y) = Fie(v))|
Y t
1
§§ sup [Fie—1(y) — Fie(y)l, (25)
Y

where the last inequality is due to n;—; < n; and thus "]*'\,‘tl < % From the definition of ji,t, we have that Fi,t is an EDF of

F; ;. Applying DKW inequality, we have that, for t > 2

- _ In(2/7) _
P < sup | F; — F; > 07> <7 26
{ 'qp| ,t(y) 7t(y)| 2(nt +nt—1) Y ( )
Define the event in (26) as E;. Then the following holds
- . In(27/)
sup | F; — F; <G| —0———=Vt=2,...,T, 27
yp| 7t(y) zt(y)| Q(nt I ntfl)
with the probability at least 1 — ~ due to the fact that 1 — P{J_, E;} > 1 - 3], P{E} > 1 — (T - 1)L > 1 -~
Together with Assumption 3, the following holds
sup |th(y) — Fi+(y)| =sup |ﬁ‘”(y) - th(y) + Fi,t(y) — Fi+(y)|
y y
<sup|Fii(y) — Fii(y)| + sup |[Fe(y) — Fraly)l
Y Y
n(2/7) 1
D Csup [ Frya(y) - F
2(nt +nt_1) + 9 Sgp| ,t 1(y) 7t(y)|
In(2/% Ci6+C
n(2/7) ! +Ca [ERE—TY (28)

2(7115 +Tlt_1) 2

with probability at least 1 — ~y for V¢t = 2, ..., T. Then, applying Lemma 3, it gives that

_ U ~
€] < o Sup |Fit(y) — Fie(y)]

i Y
U In(2/7) C16 + Cy
< — Ty
ooy ( 2(ng +ng—1) * 2 e =]
B u In(27'/~) n (C16 + C3)d;UV/ Ny 7 (29)
o; 2(ng +ng—1) 26

where the inequality holds due to the fact that ||g; .| = ’ % CVaRa, [E )i s

| < %0 and oy — @]l < 0llail <

M . The proof is complete. :
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B.2 Proof of Lemma 8

Proof. The proof is very similar to the proof of Lemma 5. By substituting g; ¢, £; ; with g; ¢+, £; ¢+, we can obtain the claim.
The detailed proof is omitted. O

B.3 Proof of Corollary 1

Proof. According to the sampling strategy in (1), we have that

t=to+1

< Z'Elt‘ + f“%(]ﬂ—to)l_% = Bl(tO)

When ¢t < tg, since Fi,t = Fi}t, we have that £; , = £; ;. Next we focus on the term Zf:toﬂ |€i.t|- Applying the inequality
3

in (11) and substituting § = —¥2=Ydi _ ) — VaiD: _ into it, we have that
NiTH Voo VIGULNITH

XT: sl < g d In(27/v) n (C10 + 02)d1',U2\/NT}(T —tp)
Mo I o dng_q 20,6
In(27 ) . )
< n(fb/”)(T o)+ S5(T — to)T %+ S6(T — )T %,
o

3 1 1 3 L
C1D2N2d2U2 1
where 5 = GPEN2d7U2 vy CoUN2D,

ZQ%LO% 2
Setp = (IT Tt‘)) then we have T' — to = TP with p € (0, 1). Then, it gives that
T
> [Eisl = Bi(to)
t=1
In(27T _a _3a _a 21n(2T _a
%(T*io)l P 55(T — t)T— % + 36(T — to)T~% — %(T to) 2
1 2T a 3a a
<(1-V?2) %TW—?) £ N TPTE 4 DTS
a In(2T a by
< TP ((1 -V?) n(i%”)ﬁ“‘y’ + g+ 26) : (30)
i 4

Define the function g(T) = (1 — v/2),/2CIAP30-v) 4 % + Y. It can be verified that the function g(7) is
monotonically deceasing in 7" and approaches negative infinity when 17" — oo. Then there must exist 7)) such that
when T' > T)(;,), we have g(T) < —A, and thus ZtT L |&iil = Bi(to) < —ATP~%. Recall that By (to) = >1%, |&is] +

ol \ /721‘15127;/7)( —to)l72 < alt 721“2?/7) (T'=% — (T —ty)'73%) + O}’ 72111(217;/7) (T —tg)' =% = By. By virtue of
Lemma 8, it gives that

RZ,(T) < Err(ZO) +

1t|

HMH

< Err(ZO) + Err(CVaR) + Bi(to))

< Err(ZO) + Err(CVaR) — \TP™%.
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3
By choosing 6 = <1 D, Ud; = Y O”D’i =, the result follows from the same proof as in Theorem 1. The proof is
NITT /o  VLoUdNiT'%
complete. O

C. Proofs of Key Results Supporting Algorithm 3

Algorithm 3 Risk-averse learning with residual feedback

Require: Initial value xzq, step size 7, parameters a, b, §, T, risk level o;, i =1,--- | N.
1: for episodet =1,...,T do
2: Selectny = [bU*(T —t + 1)?]

3:  Each agent samples u;; € S%,i=1,...,N

4:  Eachagentplay Z;,; = x;+ + du; ¢, i =1,..., N
5. forj=1,...,n;do

6: Let all agents play &;;

7: Obtain J; (2 4,7 _it, &)

8: end for

9. foragent:i=1,...,Ndo

10: Build EDF F} ;(y)

11: Calculate CVaR estimate: CVaR,,, [F} ]

12: Construct gradient estimate g; , = @ (CVaRaL[ it — CVaRal[ it 1]) Uit
13: Update z: @; 14+1 < Prs (@it — ngm)

14:  end for '

15: end for

Observe that the zeroth-order CVaR gradient satisfies the following inequality.

Lemma 11.
16d2N?L3 4d?In (2T /) S (c
_—Ilglll op 4 AIET/7)5(a) 1) (31)
- -5 (1—B)bo
where 3 = M?%ﬂ.
C.1 Proof of Lemma 11
Proof. According to the definition of g; ; in (15), it gives that
) 2 2
19i6]* = 55 ((CVaRa, [Fri] = CVaRe, [Fiio1])us)
2 2
< %5 (OVaRa, [Fid] = CVaRe, [Fii-1]) il
d; 2 opa a2 2
< 5 (2(CVaRa, [Fd] = CVaRa, [Fia-a])? + 20600 — &ia-1)? ) s, (32)

where the last inequality is due to the fact that (a +b)? < 2a% + 2b°. Note that even though CVaR,, [F; ] is Lipschitz
continuous, the CVaR,, [F} ;] is not. We can not bound the difference CVaR., [Fi ;] — CVaR,, [E;,;_1] directly. Then, by
virtue of the Lipschitz property of the function C;(x), we have that

(CVaRy, [Fi ;] — CVaRg, [Fi—1])* = (Ci(d¢) — Ci(#4-1))?
< L2 || & — 2a|)® < L2 || — 21 + Oup — Sus—a|)® < L2(2||ay — w1 ||” + 2 ||6ur — dug—q ||?)
< 2L3 [lwe — w1 )|? + 262 (2 [Juel® + 2 lue—1))?) < 2L ||loe — zo1||® + BLENS?, (33)

where the last inequality is because [|u;|* = Z;V:1 i s||> = N. Recall that z; y = Pays (541 — 1:Ji.e—1)» We get that
lwie — xip—1]| = HPX;S (Tit—1 —MGi,t—1) — Pxs (xi,t_l)H < n||gi,t—1]- Substituting this into inequality (33), we have
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that
(CVaRq, [Fii] — CVaRag, [Fye-1])? < 2L30% ||Ge—1||* + 8LEN 2,

where g;_1 is a concatenated vector of §; 11,4 = 1..., N. According to Lemma 4, with probability 1 — -, we have|; ;|* <

g; 111(572/ 1 < U2 2b[l]r‘2((27? [ ;’J)rl) < ln(gT/ ) Applymg this inequality and (33) into (32), it gives that

i

41n(27T'/~)

_ d? _
19i,6l1* < <5 (4L0* 1e—1]* + 16LGNS* + 5 )
d ba;
d2L0n 4d? In(2T /)
16d? N L + 2d; n(21/7)
< 20 g + R T
Summing up this inequality over i = 1,..., N, and setting ) % = S(«), we obtain that
B 4de2Nn2 _ 4df In(27/v)S(«
ol < 2N g, 4 agazvesg 4 AENCTSE)
0 bd
4d?L2Nn? . .. . .
Note that 8 = ——4%——. Telescoping this inequality and rearranging the term, we have that
T
Z 172 < 1 Tk 16d?N2L3 ~ 4d?In(2T/v)S(«)
— =g 1-8 (1 — B)bs2
The proof ends by using ||g; ¢|| < ||g:]|- O
C.2 Proof of Theorem 3

Proof. With the result in (16) and following similar lines as in the proof of Lemma 5, it can be verified that the following
holds

T T
RE,(T) < Z 1:.¢1* ] Z IEi.ell ] + 46 LoVNT + QLodT,
where £; ; as defined in (10). Applying Lemmas 4 and 11 and substituting the bounds into the inequality above, it gives that

T

RS, (T) < + [l 8d?N2L%77+ 2d2In(2T°/~) S ()
< 2 2(1-B) 1-5 (1 - B)bs?
L diD, /2In(2T
5\11[ /) T'"% + 46LovV/NT + QLyoT.
Q;

T-%,6 =27 %, wehave § = %ﬂ —ANZT—2 < 3 when T > (8N'3)a. Therefore, we

Recall thatn =7 L i

have = 6 < 2, and it follows that

2

D? 4d21n(2T/’y)S(a)77
2 (T) <% 16d7N?Lin + — T
R¢, (T) 2 +g1l* n + 16 152
d D,+/2In(2T
BET/Y) it 4 45L0/NT + QLT
a;0Vb

Substituting ¢ and 7 into this inequality and we can get R}, (T') = O(Dyd;LoNS(ar) In(T'/v)T"~%). The proof is
complete. u

D. Additional Numerical Experiments

We provide additional simulation results for different sampling strategies related to different confidence levels . Two
different sampling strategies are shown in Figure 4. Figure 5 shows that Algorithm 1 converges faster if more samples are
collected and large sample size can decrease the variance of the algorithm.
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Figure 4. The different choices of number of samples of Algorithm 1.
1.000 - —— agent 0, @=0.5, less samples 1.000 - —— agent 0, @=0.5, more samples
—— agent 1, a=0.3, less samples —— agent 1, @=0.3, more samples
0.975 —— agent 0, a=0.5 0.975 —— agent 0, a=0.5
0.950 4 agent1, a=0.3 0.950 1 —— agent 1, a=0.3
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Figure 5. CVaR values achieved by Algorithm 1 with different choices of samples. The solid lines and shades are averages and standard
deviations over 20 runs.

Moreover, since risk-neural learning is a special case of risk-averse learning by selecting ; = 1,7 = 1,..., N, our
risk-averse learning algorithms can be also used for risk-neutral games. Although in risk-averse games it is typically hard to
calculate the Nash equilibrium, in risk-neutral games calculating the Nash equilibrium is possible. We define the expected
cost function of agent ¢ as u; = E¢,[J;] = B¢, [—(2 — X2, zj)z; + 0.1z + §i + 1] = —(2— 32, x5)2; +0.6z; + 1, where
& ~ U(0,1). With this expected cost function, this risk-neural game becomes a convex and monotone game. For this class
of games, (Rosen, 1965) has shown that a unique Nash equilibrium exists. Specifically, setting the gradients of the expected
cost function equal to 0, we can calculate the Nash equilibrium as (0.467,0.467). Figure 6 shows that our algorithm

converges to a neighborhood of the Nash equilibrium. This experiment verifies the correctness of our methodology.

action

—— agent 0, a=1
—— agent 1, a=1
0.14 —— Nash Equilibrium

0 2500 5000 7500 10000 12500 15000 17500 20000
episode

Figure 6. Action values for risk-neural agents.



