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Abstract. Robust motion planning entails computing a global motion
plan that is safe under all possible uncertainty realizations, be it in the
system dynamics, the robot’s initial position, or with respect to exter-
nal disturbances. Current approaches for robust motion planning either
lack theoretical guarantees, or make restrictive assumptions on the sys-
tem dynamics and uncertainty distributions. In this paper, we address
these limitations by proposing the robust rapidly-exploring random-tree
(Robust-RRT) algorithm, which integrates forward reachability analysis
directly into sampling-based control trajectory synthesis. We prove that
Robust-RRT is probabilistically complete (PC) for nonlinear Lipschitz
continuous dynamical systems with bounded uncertainty. In other words,
Robust-RRT eventually finds a robust motion plan that is feasible under
all possible uncertainty realizations assuming such a plan exists. Our
analysis applies even to unstable systems that admit only short-horizon
feasible plans; this is because we explicitly consider the time evolution of
reachable sets along control trajectories. To the best of our knowledge,
this is the most general PC proof for robust sampling-based motion plan-
ning, in terms of the types of uncertainties and dynamical systems it can
handle. Considering that an exact computation of reachable sets can be
computationally expensive for some dynamical systems, we incorporate
sampling-based reachability analysis into Robust-RRT and demonstrate
our robust planner on nonlinear, underactuated, and hybrid systems.

Keywords: sampling-based motion planning, reachability analysis, plan-
ning under uncertainty.

1 Introduction

Motion planning algorithms are an integral part of the robotic autonomy stack
and typically entail computing a feasible plan, which satisfies the system dy-
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namics, respects all constraints, avoids obstacles, and reaches the goal. In safety-
critical applications, it is important to ensure feasibility holds under uncertainty,
such as external disturbances and uncertain model parameters.

This paper addresses the task of computing robust motion plans, i.e., motion
plans that can be safely executed under all possible uncertainty realizations
belonging to a bounded set. In particular, we seek the following desiderata in
robust motion planning algorithms:

– Generality: The algorithm should be applicable to a broad class of com-
plex systems (e.g., nonlinear, underactuated, and hybrid systems) with both
epistemic uncertainty (with respect to, e.g., model parameters) and aleatoric

uncertainty (with respect to, e.g., external disturbances) that may only admit
short-horizon feasible plans (e.g., systems that are not stabilizable everywhere
or induce transient loss of control while steering between invariant sets).

– Completeness: The algorithm should return a robust motion plan if there
exists one. In the context of randomized motion planners, it should be proba-

bilistically complete (PC), i.e., it should eventually discover the robust solution
with probability one.

Existing robust motion planners in literature have yet to satisfy these desider-
ata. Some planners strive for theoretically-sound robustness against external dis-
turbances. However, they are typically quite conservative (e.g., by “padding” con-
straints globally, a homotopy class that is robustly feasible for the original prob-
lem could become artificially infeasible for the algorithm), cannot handle epis-
temic uncertainty (e.g., parametric uncertainty induces time correlations along
state trajectories, which are challenging to account for), and are restricted to
specific systems (e.g., linear dynamics). Other planners pursue generality across
system types and uncertainty sources at the cost of theoretical justifications.
Achieving general and complete robust planning remains an open challenge.

Contributions. We present a general-purpose robust motion planning frame-
work, analyze its theoretical properties, and address practical considerations.

1. Robust-RRT: We propose a motion planner that integrates forward reach-
ability analysis with sampling-based control trajectory synthesis, and ac-
counts for both aleatoric and epistemic uncertainty. By directly analyzing
reachable sets, Robust-RRT does not introduce additional conservatism.

2. Probabilistic completeness: We prove that Robust-RRT is PC. By con-
structing a growing funnel in the space of reachable sets, our analysis only
assumes bounded Lipschitz continuous dynamics and bounded uncertain pa-
rameters and disturbances. We also discuss generalizing our arguments to
RRTs with conservative reachable set estimates and other types of sets.

3. Practical solutions: We provide concrete solutions to the practical chal-
lenges of reachable set-based planning. Robust-RRT maintains a single
representative state of each reachable set for tree expansion, which allows
node sampling to be implemented with standard point-based nearest neigh-
bor algorithms. This avoids the costly “nearest sets” computation and retains
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are independent across time) and epistemic uncertainty (e.g., parametric uncer-
tainty intrinsic to the system). When probability distributions over the uncertain
quantities are available, chance-constrained motion planning may be leveraged to
compute plans that satisfy probabilistic constraints [2,15,20,21,22,23,26,34,37].
However, in many applications, only the bounds on the uncertain quantities are
available (e.g., when constructing confidence sets for the parameters of a model
[1]), and one should guarantee safe operation for all uncertainty realizations
within these bounds. This task is referred to as robust motion planning.

Robust motion planning algorithms compute motion plans that ensure con-
straint satisfaction for all possible uncertain quantities within known bounded
sets. A robust plan may take the form of a state or nominal control trajec-
tory and may be tracked with a pre-specified feedback controller during execu-
tion. The controller may be obtained from control synthesis techniques such as
sum-of-squares (SOS) programming [33,35] or Hamilton-Jacobi analysis [4,10]. A
standard approach to robust motion planning consists of computing offline error
bounds (e.g., robust invariant sets), which are subsequently used as robustness
margin for planning at runtime [9,10,25,33]. As these bounds are independent of
the time and state, this procedure is typically conservative and does not allow
for PC guarantees. In addition, such methods would not return feasible solutions
for systems that are not stabilizable, for which no global invariant set exists (see
Section 7). The approach proposed in [24] accounts for uncertainty accumula-
tion over time, but is restricted to linear systems with additive disturbances.
Importantly, all aforementioned approaches do not account for epistemic un-
certainty (e.g., uncertain model parameters). Such uncertainty introduces time
correlations along the state trajectory that are challenging to account for.

We address the aforementioned limitations by tightly integrating forward
reachability analysis with RRT. Reachability analysis characterizes the set of
states a system may reach at any given time1. By constructing an RRT with
reachable sets as nodes, our approach accounts for the time evolution of un-
certainty over trajectories. Constructing a tree of sets to account for aleatoric
uncertainty was previously proposed in [27,29]. However, these approaches per-
form nearest-neighbor search by computing the Hausdorff distance between set
nodes, which is computationally expensive for general set representations. In
practice, the above approaches compute rectangular approximations of the reach-
able sets, which eases the computational burden but introduces conservatism.
We circumvent this limitation by constructing a state-based tree for RRT expan-
sion alongside a reachable set-based tree for planning. Importantly, we prove that
our proposed approach is PC. Finally, we leverage recent advances in sampling-
based reachability analysis and propose a practical implementation: we interface
RRT with RandUP [18,17], which approximates the true reachable sets with
the convex hull of forward dynamics rollouts. RandUP enjoys asymptotic and

1 Our use of reachability analysis (i.e., the set of states that can be reached for a fixed
control trajectory and all possible uncertain parameters) contrasts with reachabil-
ity analysis in deterministic settings [11,32,38], and Hamilton-Jacobi-Isaacs analysis
[4,12], which studies which states can be reached for all possible control inputs.
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finite-sample accuracy guarantees and enables a simple implementation that can
tackle complex systems, is agnostic to the choice of feedback controller used for
tracking at runtime, and accounts for both aleatoric and epistemic uncertainty.

3 Problem Formulation

We consider the problem of planning trajectories for uncertain nonlinear dy-
namical systems navigating in cluttered environments. Specifically, we consider
uncertain dynamics

ẋt =
θf(xt, ut, wt), t ≥ 0, (1)

where xt ∈ X ⊂ R
n denotes the state of the system at time t ≥ 0, ut ∈ U ⊂ R

m

denotes control inputs, θ ∈ Θ ⊂ R
p denotes uncertain parameters, w represents

bounded external disturbances as a stochastic process with bounded total vari-
ation such that wt ∈ W ⊂ R

d for all times t ≥ 0, and θf : Rn × U ×W → R
n is

continuous for all θ ∈ Θ. We assume that the sets of feasible controls U , paramet-
ric uncertainty Θ, and disturbances W are compact: these sets represent prior
knowledge about the system to bound the level of uncertainty. The probability
distributions of θ ∈ Θ and wt ∈ W are unknown, which motivates a robust
problem formulation.

Given a compact set of uncertain initial states X0 ⊂ X , a goal region XG ⊂
R

n and a set of obstacles C ⊂ R
n, the problem consists of computing a piecewise-

constant open-loop control trajectory u : [0, tn] → U such that the system reaches
the goal (xtn ∈ XG) and avoids all obstacles (xt /∈ C for all t ∈ [0, tn]) for all
possible initial states x0 ∈ X0, parameters θ ∈ Θ, and disturbances wt ∈ W .
Restricting the search to piecewise-constant control trajectories is common in
the literature [14,19]. The resulting robust planning problem is stated as follows.

Robust Planning Problem. Compute a control trajectory ut =
∑n−1

i=0 ūi✶[ti,ti+1)(t)
defined by a sequence of n ∈ N constant control inputs and durations {(ū0, τ0), . . .,
(ūn−1, τn−1)} with t0 = 0, ti =

∑i−1
j=0 τj for i = 1, . . . , n such that the corre-

sponding uncertain state trajectory defined from (1) as

θ,wxu
t (x0) ≜ x0 +

∫ t

0

θf (xτ , uτ , wτ ) dτ, (2)

satisfies, for all x0 ∈ X0, all θ ∈ Θ, and all wt∈[0,tn) ∈ W,

θ,wxu
tn

∈ XG, and θ,wxu
t /∈ C for all 0 ≤ t ≤ tn. (3)

Note that θ corresponds to epistemic uncertainty of the system (e.g., uncertain
drag coefficients, see Section 7). This uncertainty is propagated along the entire
state trajectory, which makes it particularly challenging to address. One could
generalize this formulation to allow for time-varying parameters θt and state-
dependent disturbances wt(xt); we leave such extensions to future work. Below,
we discuss generalization to feedback-controlled systems and hybrid systems.

Feedback controllers can be accounted for in the problem formulation above
to reduce uncertainty and improve performance as follows. Given a pre-specified
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feedback controller κ : X ×U → U , planning with the closed-loop dynamics ẋt ≜
θf(xt, κ(xt, ut), wt) enables accounting for the effect of feedback at run-time.
Our formulation and algorithm are general and agnostic to the choice of feedback
controller κ; we refer to Section 7 for examples. In the subsequent sections, we
abstract away κ and denote the closed-loop dynamics with θf(x, u, w).

Hybrid Systems. The planning problem can be generalized to systems with
hybrid dynamics

ẋt =
θf(xt, ut, wt, σt), (xt, ut, wt) ̸∈ θG, (4a)

(

σ+
t , x

+
t

)

= θr(xt, ut, wt, σt), (xt, ut, wt) ∈ θG, (4b)

where σ ∈ Σ denotes the system mode, Σ ⊂ N is a finite set, θG is the zero-
measured set of guards where mode transitions occur, and r is the mode transi-
tion dynamics on the guards. We refer to [38] for further details.

4 Robust-RRT

Solving the robust planning problem requires an algorithm that is capable of
both (1) finding control inputs that steer the system to the goal XG, and (2)
ensuring that all constraints are satisfied for all possible uncertain parameters
and disturbances. To solve this problem, we propose Robust-RRT, an algorithm
that combines sampling-based motion planning and reachability analysis.

Forward reachability analysis is the key technique used in this work to prop-
agate uncertainty along the state trajectory. Given a control trajectory u and a
set of initial states X0, we define the reachable set of (1) at time t ≥ 0 as

Xu
t (X0) ≜ {θ,wxu

t (x0) = (2), θ ∈ Θ, wt ∈ W, x0 ∈ X0}. (5)

Using reachable sets, the robust planning problem is equivalent to finding a
control input and duration sequence {(ū0, τ0), . . . , (ūn−1, τn−1)} such that

Xu
tn
(X0) ⊆ XG, and Xu

t (X0) ∩ C = ∅ for all 0 ≤ t ≤ tn. (6)

We leverage RRT ([16]) to tackle the planning problem. The key data struc-
ture in RRT is a tree T = (V,E), where V = {vi}|T |

i=1 is a set of nodes,
E = {eij→i′

j
}j is a set of directional edges, and each i′th node vi′ is connected to

its unique parent node vi with edge ei→i′ . Each node in an RRT corresponds to
a state vi ≜ {xi}, and edges between nodes represent trajectories obtained for a
choice of control-duration pair (ūi, τi). From the starting root node v0 ≜ {x0},
an RRT grows by randomly selecting nodes in V to extend from with sampled
controls and durations. In this work, we generalize RRT to the robust setting.
We present Robust-RRT in Algorithm 1, and describe its main features below.

Reachable sets as RRT nodes: Instead of individual states, each node vi
of the tree T = (V,E) in Robust-RRT corresponds to a reachable set vi ≜
{

Xu
ti
(X0)

}

. The initial node v0 ≜ {X0} corresponds to all possible initial states
of the system. Each edge ei→i′ is defined by a control input-switching time
pair (ūi, τi) and connects two reachable-set nodes according to (5). A valid
node vi ∈ T should be collision-free, i.e., satisfy vi ∩ C = ∅ in (6); we include
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Algorithm 1 Robust-RRT

Input: imax, X0, XG, C
Output: {(ū0, τ0), . . . , (ūn−1, τn−1)}
1: Initialize T, T̂ with X0 and x̂0 ∈ X0

2: for i = 0 to imax do

3: Xs, x̂s ← sample_node(X , T, T̂ )
4: (ū, τ) ∼ Unif(U)×Unif([0, τmax])

5: x̂new ← x̂s +
∫

τ

0

θ̂f(xτ ′ , ū, ŵτ ′)dτ ′

6: Xnew ← compute_reach_set(Xs, ū, τ)
7: if collision(C, Xnew) or Xnew=∅ then

8: continue

9: Add Xnew, x̂new to T, T̂

10: if Xnew ⊆ XG then

11: return BuildPath(T,Xnew)

12: return ∅

Algorithm 2 sample_node()

Input: X , T , T̂ , ζ
Output: Xs, x̂s

1: Sample xs ∼ Unif(X )
2: d← min

x∈T̂
∥x− xs∥

3: if d > ζ then

4: x̂s ← argmin
x̂∈T̂
∥x̂− xs∥

5: else

6: x̂s∼Unif({x∈ T̂ : ∥x−xs∥≤ ζ})

7: Xs ← X ∈ T corresponding to x̂s

8: return (Xs, x̂s)

this check in Robust-RRT within the collision() subroutine in Algorithm
1. We note that the forward simulation and collision checking (lines 6 and 7)
timestep size may be smaller than τi for improved accuracy. If a reachable-set
node vn = Xu

tn
(X0) is fully contained in the goal region XG, Robust-RRT

terminates and returns a control input and duration sequence that solves the
robust planning problem.

Node selection with a nominal tree: In addition to the reachable set tree
T , Robust-RRT also constructs a nominal tree T̂ = (V̂ , Ê) akin to stan-
dard RRT. Each node v̂i ∈ T̂ corresponds to a nominal state v̂i = {x̂ti},
x̂ti ≜ x̂0 +

∫ ti

0
θ̂f(x̂τ ′ , uτ ′ , ŵτ ′)dτ ′, where the nominal parameters θ̂ ∈ Θ and

disturbances ŵs ∈ W are selected prior to running Robust-RRT. The nominal
tree T̂ is grown in parallel to the robust tree T so that each nominal node v̂i ∈ T̂
uniquely corresponds to a node vi ∈ T . We describe our node selection strategy
in Algorithm 2 and Fig. 1. Given a hyperparameter ζ > 0 (that can be chosen
arbitrarily small), a state xs is first sampled uniformly from the state space X .
Next, we select the nominal state x̂s ∈ T̂ that is the closest to the sample xs

if all distances ∥x̂s − xs∥ are larger than ζ. Otherwise, we randomly choose any
ζ-close nominal state x̂s ∈ T̂ . Then, to extend the robust tree T , we select the
reachable-set node Xs ∈ T that uniquely corresponds to x̂s ∈ T̂ . In contrast to
[27,29], this approach circumvents the need to compute distances to reachable
sets for nearest-neighbor search and still preserves Voronoi bias to some degree
for rapid exploration.

Control and duration selection: For simplicity in proving probabilistic com-
pleteness (PC) but without loss of generality, we sample the control ū and du-
ration τ from independent uniform sampling distributions over U and [0, τmax).

5 Robust-RRT is Probabilistically Complete (PC)

Before providing our main theoretical result, we state our assumptions about the
dynamics of the system. We recall that in the presence of a stabilizing controller,
θf(x, u, w) denotes the closed-loop dynamics of the system, see Section 3.
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Assumption 1 (Lipschitz continuous bounded dynamics). The dynamics in (1)
are Lipschitz continuous and bounded, i.e., there exist two constants K,λ ≥ 0
such that for any w ∈ W, any θ ∈ Θ, any x, y ∈ R

n, and any u, v ∈ U ,

∥θf(x, u, w)− θf(y, v, w)∥≤ K(∥x− y∥+∥u− v∥). (7)

sup
(x,θ,u,w)∈Rn×Θ×U×W

∥θf(x, u, w)∥≤ λ, (8)

Assumption 1 is mild, holds for a wide class of dynamical systems found in
robotics applications, and is required by previous RRT PC proofs, see [14,19].
Lipschitz continuity for all uncertain parameters and disturbances in (7) is a
typical smoothness assumption that ensures the existence and uniqueness of
solutions to the ODE in (1). The boundedness of the dynamics in (8) allows
bounding the evolution of the state trajectory over time. Since f is assumed to
be continuous, (8) is automatically satisfied if the system evolves in a bounded
operating region (i.e., if X is compact), which is a common situation in robotics
applications. We leave the PC proof for hybrid systems to future work.

Next, we make an assumption about the structure of the planning prob-
lem. As computing a safe plan under bounded uncertainty amounts to ensuring
sufficient separation between sets, we use the Hausdorff distance metric dH to
describe distances between any two nonempty compact sets X1, X2 ⊂ X as

dH(X1, X2) ≜ max
{

sup
x1∈X1

inf
x2∈X2

∥x1 − x2∥, sup
x2∈X2

inf
x1∈X1

∥x1 − x2∥
}

.

With this metric, we extend the typical δ-clearance assumption from the sampling-
based motion planning literature [13,14,19] to the robust problem formulation.

Assumption 2 (Existence of a δ-robust solution). There exists a constant δ > 0

and an n-step piecewise-constant control trajectory u∗
t =

∑n−1
i=0 ū∗

i✶[t∗i ,t∗i+1)
(t)

defined by a control input and duration sequence {(ū∗
0, τ

∗
0 ), . . . , (ū

∗
n−1, τ

∗
n−1)} with

t∗0 = 0, t∗i =
∑i−1

j=0 τ
∗
j for i = 1, . . . , n such that the associated reachable set

trajectory Xu∗

t (X0) with t ∈ [0, t∗n] solves the robust planning problem:

Xu∗

t∗n
(X0) ⊆ XG, and Xu∗

t (X0) ∩ C = ∅ for all 0 ≤ t ≤ t∗n. (9)

Moreover, any control trajectory u with associated reachable sets Xu
t (X0) such

that
dH(Xu

σu(t)(X0), X
u∗

t (X0)) ≤ δ for all 0 ≤ t ≤ t∗n (10)

for some time reparameterization σu : [0, t∗n] → [0, tn] also solves the problem:

Xu
σu(tn)

(X0) ⊆ XG, and Xu
σu(t)(X0) ∩ C = ∅ for all 0 ≤ t ≤ t∗n. (11)

This assumption states that there exists a solution u∗ whose associated reachable
sets Xu∗

t is at least δ (Hausdorff) distance away from all obstacles C and δ inside
XG. We highlight the explicit dependency of the reachable sets on u to facilitate
our subsequent proofs. Indeed, by Assumption 1, small differences in control
inputs translate into small Hausdorff distances between reachable sets.
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Lemma 1 (Reachable sets are Lipschitz). Let X1
0 , X

2
0 ⊂ R

n be two nonempty

compact sets and u1, u2 be two control inputs of durations t1, t2 ≥ 0, respectively,

such that ui
t = ūi for all t ∈ [0, ti) with i = 1, 2. Then, under Assumption 1,

there exists a bounded constant L ≥ 0 such that

dH(X
u1

t1
(X1

0 ), X
u2

t2
(X2

0 )) ≤ L(dH(X
1
0 , X

2
0 ) + |t1 − t2|+∥ū1 − ū2∥). (12)

We refer to the Appendix [39] for a proof. With Lemma 1 and Assumption
2, a sufficient condition to proving PC consists of showing that Robust-RRT

eventually finds an n-step piecewise control trajectory u that is close enough
to u∗2. Notably, our results do not require Chow’s condition [7,19] and use an
argument that is similar to [28] but applies to the robust planning problem
setting. Next, we prove that Robust-RRT is PC.

Lemma 2 (Robust-RRT eventually extends from any node with the
right input and duration). Let Tm denote the reachable set tree of Robust-

RRT at iteration m of Algorithm 1, and vi ∈ Tm be any reachable-set node. Let

ϵ > 0, ū∗ ∈ U , and τ∗ ∈ [0, τmax] be arbitrary. Then, almost surely, Robust-

RRT eventually extends from the node vi with an input ū ∈ U and a duration

τ ∈ [0, τmax] such that |τ − τ∗|+∥ū− ū∗∥≤ ϵ.

Proof. Let |Tm|= |T̂m| denote the size of the Robust-RRT trees at iteration
m ∈ N. Denote by Nm the event that Robust-RRT selects the node vi to extend
from, by Cm the event that Robust-RRT samples the control ū and duration
τ such that |τ − τ∗|+∥ū − ū∗∥≤ ϵ, and by Em the event where both Cm and
Nm happen simultaneously, i.e., Em ≜ Cm∩Nm. We denote the event such that
Robust-RRT eventually extends from vi with the desired control-duration pair
(ū, τ) as E ≜

⋃∞
k=0 Em+k. To prove Lemma 2, we show that P (E) = 1.

By our control and duration selection strategy, P(Cm) = c > 0 for some
strictly positive constant c that is independent of m, which follows from using
a uniform distribution over U × [0, τmax] at each iteration m of the algorithm.
Using the definition of sample_node(), we show that P(Nm) ≥ b/|Tm| for some
strictly positive constant b ≜ P(xs ∈ Bζ(x̂i)) > 0, where v̂i = {x̂i} ∈ T̂m is the
nominal node that corresponds to the reachable-set node vi ∈ T . Observe that
under sample_node(), a sufficient condition for choosing to extend from vi is (1)
to sample a state xs that is ζ-close to x̂i, and (2) to select x̂i (after uniform tie-
breaking) among all states in Bζ(xs). The probability of (1) is P(xs ∈ Bζ(x̂i)),
which is strictly positive since the support of the sampling scheme covers X
(Line 1 of Algorithm 2). The probability of (2) is lower bounded by the worst
case scenario where all the nominal nodes v̂ ∈ T̂m belong to Bζ(xs). In the worst

case, sample_node() simply perform uniform selection among the |T̂m|= |Tm|
nominal nodes (Line 6 of Algorithm 2), which is at least 1/|Tm|.

Third, Nm and Cm are independent events, by definition of sample_node()
and since the control-duration pair (ū, τ) is sampled independently. Thus, P(Em)

2 Note that the control length n of the control u∗ in Assumption 2 is unknown to
Robust-RRT. In practice, the algorithm may discover other valid solutions.
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select vi to extend from and some (ūi, τi) such that |τi − τ∗i |+∥ūi − ū∗
i ∥≤ δi.

Using (12), the resulting reachable set Xti+1
satisfies

dH(Xti+1
, X∗

t∗
i+1

) ≤ L(dH(Xti , X
∗
t∗
i
) + |τi − τ∗i |+∥ūi − ū∗

i ∥),≤ L(δi + δi) ≤ δi+1.

Iterating over i = 0, . . . , n− 1, this concludes the proof of Step 1.
Step 2. Consider an n-step control trajectory u such that |τi−τ∗i |+∥ūi−ū∗

i ∥≤
δi for all i = 0, . . . , n − 1, and dH(Xti , X

∗
t∗
i
) ≤ δi for all i = 0, . . . , n. The goal

is to show that this trajectory is feasible for the robust planning problem. From
(12), for all times t ∈ [0, τi), we have

dH(Xu
ti+t(X0), X

u∗

t∗
i
+t(X0)) ≤ L(dH(Xti , X

∗
t∗
i
) + ∥ūi − ū∗

i ∥) ≤ δi+1 ≤ δ.

Thus, Xu
t (X0) satisfy (10) in Assumption 2, and u indeed solves the problem.

Combining Steps 1-2 concludes the proof of Theorem 1.

Extensions to other set-based RRTs. Our PC proof relies on bounding the Haus-
dorff distance between sets via a valid ball of control and duration samples. This
proof technique can be extended to other set-based RRT methods by replac-
ing compute_reach_set() with a set-valued map F (X0, u, t). For instance, in
Robust-RRT, F (X0, u, t) ≜ Xu

t (X0); padding a nominal trajectory x̂u with an
invariant-set Xinv corresponds to F (X0, u, t) ≜ x̂u

t ⊕Xinv. To generalize Theorem
1, one should replace (12) in Lemma 1 with

dH(F (X1
0 , u

1, t1), F (X2
0 , u

2, t2)) ≤ L(dH(X
1
0 , X

2
0 ) + |t1 − t2|+∥ū1 − ū2∥),

and replace (11) in Assumption 2 with the more conservative assumption

F (X0, u, σ
u(t∗n)) ⊆ XG, and F (X0, u, σ

u(t)) ∩ C = ∅ for all 0 ≤ t ≤ t∗n.

Candidate algorithms in literature for this extension include KDF-RRT [36],
polytopic trees [31], FaSTrack+RRT [10], and LQR-Trees [35]. We leave the
details of this proof to future work.

6 Insights and Practical Considerations

To the best of our knowledge, Robust-RRT is the most general PC robust
sampling-based motion planner in the literature. The analysis applies to any
smooth dynamical system affected by bounded aleatoric and epistemic uncer-
tainty. The analysis reveals the following insights:

The growing funnel argument allows for minimal assumptions about
the system, namely bounded and Lipschitz continuous dynamics. Arguing the
discovered solution remains within a fixed-radius funnel around the existing so-
lution is unnecessary, as this approach typically relies on Chow’s condition [19].
Moreover, through explicitly accounting for path and time dependency, the PC
guarantee of Robust-RRT does not require the system of interest to be stabiliz-
able (or more generally, the existence of an invariant set). As long as a finite-time
solution exists under Assumption 2, Robust-RRT will eventually find a feasible
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solution. This contrasts with invariant-set based robust planners in the literature
(see Section 2) that use a global error bound to pad constraints.

Computing the Hausdorff distance between reachable sets for tree ex-
pansion is not necessary. Maintaining a nominal tree used for nearest neigh-
bors search and tree expansion is sufficient for PC. Our approach still preserves
Voronoi bias to some degree for rapid exploration.
RandUP-RRT. Robust-RRT relies on forward reachability analysis to im-
plement the compute_reach_set() subroutine. While exact methods for differ-
ent problem formulations have been proposed in the literature, they typically
rely on a specific parameterization of the dynamical system in (1) (e.g., linear
dynamics with additive disturbances, see [3] for a recent review). In general, com-
puting the reachable sets in (5) remains computationally expensive and requires
approximations for tractability.

As a practical implementation, we propose RandUP-RRT, an algorithm
that leverages a particle-based reachable set approximation algorithm called
randomized uncertainty propagation (RandUP). RandUP consists of sampling
uncertainty values, evaluating their associated reachable states in (2), and taking
the convex hull of the samples to approximate the convex hull of the true reach-
able set at each timestep [18,17]. One may additionally pad the convex hull by a
constant ϵ > 0 to provide finite-sample conservatism guarantees for the approxi-
mation; we refer to this algorithm as ϵ-RandUP [17]. To apply RandUP-RRT

to hybrid systems, we enforce that all states resulting from a control action be-
long to the same dynamic mode under all uncertainty realizations. RandUP

is simple to implement, efficient, and applicable to a wide range of dynamical
systems. While we leave the theoretical guarantees of RandUP-RRT to future
work, we expect PC to hold under a stricter δ-robust feasibility assumption for
the convex hull of the true reachable sets (see Section 5), and that RandUP-

RRT finds a feasible solution with high probability assuming a sufficient number
of samples for RandUP, see [17, Theorem 2].

7 Experiments

We consider 3 challenging robust planning problems. The first is motion planning
for a nonlinear quadrotor with epistemic (parametric) uncertainty. The second
corresponds to box-pushing in a black-box physics simulator with aleatoric dis-
turbances. The third system is a jumping robot hybrid system with unknown
mass and guard surface locations. In all experiments, the robust satisfaction of
collision avoidance and goal reaching constraints are verified using Monte-Carlo
rollouts of the system. We observed that ζ tie breaking (Line 6 of Algorithm 2)
seldom occurs in practice, thus we set ζ = 0 for computational speed. We show
animated results in the accompanying video. Further implementation details are
available in the Appendix [39] and at https://github.com/StanfordASL/randUP_RRT.git.
We report computation time relative to a naive Python RRT implementation
to factor out implementation-specific optimizations.

Nonlinear Quadrotor. We consider a quadrotor navigating in a cluttered pla-
nar environment. The system has a 4-dimensional state space and a fixed but
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mal variants and extensions to uncertainty in state estimation [6,2]. We plan to
validate Robust-RRT on hardware systems where existing motion planners fall
short, such as dexterous robotic manipulation under uncertainty.
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A Proof of Lemma 1: Reachable sets are Lipschitz

Proof. For ease of notations, we only consider uncertain parameters θ ∈ Θ; the
conclusion follows similarly when considering disturbances wt ∈ W . Without
loss of generality, we assume t1 ≤ t2.

We start by applying the triangle inequality (note that the Hausdorff distance
is a metric over the space of nonempty compact sets), which allows decomposing
(12) as follows:

dH(X
u1

t1
, Xu2

t2
) ≤ dH(X

u1

t1
, Xu2

t1
) + dH(X

u2

t1
, Xu2

t2
). (15)

We bound the two terms as follows.
First term: First, we rewrite the left-hand side of the Hausdorff distance

dH(X
u1
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, Xu2

t2
) in (15) as follows:

sup
x1
t∈Xu1

t (X1
0
)

inf
x2
t∈Xu2

t (X2
0
)

∥x1
t − x2

t∥

= sup
θ∈Θ,x1

0
∈X1

0

inf
θ̃∈Θ,x2

0
∈X2

0

∥θxu1

t (x1
0)− θ̃xu2

t (x2
0)∥

≤ sup
θ∈Θ,x1

0
∈X1

0

inf
x2
0
∈X2

0

∥θxu1

t (x1
0)− θxu2

t (x2
0)∥, (16)

since for any θ ∈ Θ and any x1
0, x

2
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Then, by Assumption 1, for any θ ∈ Θ, any two controls u1 and u2 and two
initial conditions x1

0 and x2
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0∥+∥u1 − u2∥), (17)

where t ∈ [0, t2] and Lθ
t ≥ 0 is a bounded constant for any θ ∈ Θ that stems

from Assumption 1 using a standard Lipschitz argument (see Lemma 3 in the
Appendix [39]). Let Lt ≜ supθ∈Θ Lθ

t , which is bounded as Lθ
t and Θ are both

bounded. Then,
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where the last inequality holds since Lt is monotonically increasing in t (see
Lemma 3) and t ≤ t2. By the definition of the Hausdorff distance which is

symmetric, we obtain dH(X
u1
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, Xu2

t1
) ≤ Lt(dH(X

1
0 , X

2
0 ) + ∥u1 − u2∥).
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Second term: From Assumption 1, we have the inequality
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where the last inequality is obtained with the Cauchy-Schwartz Inequality.
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Combining the two terms: Using the last two inequalities, we define L =
max(Lt2 , λ) and conclude using (15).

B Lipschitz trajectories

Lemma 3. Let x1
0, x

2
0 ∈ R

n be two initial states, u1, u2 be two control inputs of

durations t1, t2 ≥ 0, respectively, such that ui
t = ui for all t ∈ [0, ti) with i = 1, 2,

and define
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where i = 1, 2, t ∈ [0, ti], θ ∈ Θ, and w ∈ W.

Then, under Assumption 1, for any t ∈ [0,min(t1, t2)],
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where L : [0,min(t1, t2)] → R≥0 is continuous and monotonically increasing.

Proof. As the parameters and disturbances are fixed, we denote f̄(x, u) = fθ(x, u, w)
for conciseness. We denote xi(t) = xi

t. To prove (17), we proceed as follows:
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where we used the triangular and Cauchy-Schwarz inequalities, Assumption 1,
and (a+ b)2 ≤ 2(a2+ b2). To obtain (17), we apply Grönwall’s inequality so that

∥x1
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t∥2 ≤ 2eK
2t2(∥x1
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where the second equality holds since the control inputs are piecewise constant.
Defining At = max(1, 2t2K2), we obtain
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t∥2≤ 2eK
2t2At(∥x1
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Then, since
√
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a+
√
b, we obtain
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,

where Lt =
√
2Ate

Kt. This concludes the proof.

C Hybrid Adaptations of Robust-RRT

Robust-RRT can be generalized to mode-explicit planning in hybrid systems.
At each extension, the desired dynamic mode is explicitly sampled, and all re-
sulting states must belong to the desired dynamic mode for successful tree ex-
tension. We empirically demonstrate the algorithm’s ability to account for un-
certain guard surface locations in Section 7. We leave the theoretical properties
of Robust-RRT in hybrid systems to future work.

To adapt Robust-RRT (Algorithm 1) to hybrid systems, we replace Line 4
of 1 with Algorithm 3 and perform tree extension with Algorithm 4.

Algorithm 3 sample_control_hyb()

Input: U , τmax, Xs

Output: ū, τ, σ

1: Sample ū ∼ Unif(U)
2: Sample τ ∼ Unif([0, τmax])
3: Sample σ ∼ Unif(Σ(Xs)) ▷ Sample

mode from all possible resulting modes
from Xs

4: return (ū, τ, σ)

Algorithm 4 extend_hybrid()

Input: Xs, x̂s, ū, τ, σs

Output: Xnew, x̂new

1: x̂new ← x̂s +
∫

τ

0
f
θ̂
(xτ ′ , ū, ŵ)dτ ′

2: σ̂new ← r(x̂s, ū, ŵ, τ)
3: if σ̂new ̸= σs then

4: return ∅

5: Xnew←compute_reach_set(Xs, ū, τ)
6: if ∃σnew ̸= σs, ∀(xnew, σnew) ∈ Xnew

then

7: return ∅

8: return (Xnew, x̂new)
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D Implementation Details

All experiments are performed on a laptop computer with an Intel Core i7-
7820HQ CPU (8 threads) and 16GB RAM. For simplicity and computational
speed, the nominal states are computed as the arithmetic mean of all RandUP

particles. This choice does not affect the theoretical guarantees. Bζ can still be
constructed for each nominal state, and one can show that the lower bound on
(13) still holds.

D.1 Nonlinear Quadrotor Setup

Denoting [px, py, vx, vy]
⊤ for the state of the system and [tan(θ), tan(ϕ)]⊤ for

the control input, where θ is the robot’s pitch, ϕ is its roll (ϕ), and τ − g is its
gravity-compensated thrust, the system’s nonlinear dynamics are given by

ẋt = Axt +But + d(xt), t ∈ R, (18)

with

A =

[

02×2 I2×2

02×2 02×2

]

, B =

[

01×2 g 0
01×2 0 −g

]⊤

, d(xt) =









0
0

−αxvx|vx|
−αyvy|vy|









The drag model d(xt) is adapted from [30], α = [αx, αy]
T ∈ R

2 is the uncertain
drag coefficient. Using a zero-order hold over ∆t on the control input, i.e., ut =
utk for all t ∈ [tk, tk + T ), k ∈ N, we discretize the dynamics in (18) with an
approximate two-steps forward Euler scheme

xt+∆t = (I+A(∆t
2 ))2xt + (∆t·I+A(∆t

2 )2)But + Td(xt). (19)

We simulate these discrete-time dynamics in experiments. To reduce uncertainty,
we optimize over open-loop control inputs νt ∈ R

m with associated nominal tra-
jectory µt where µt+∆t = (19)(µt, νt) and apply the linear feedback control law
ut = νt+K(xt−µt) to the true system in (19). This standard approach enables
considering the reduction in uncertainty due to feedback while only searching
for the nominal control inputs νt.

Starting from the origin x0 = 0, the problem consists of reaching a goal
region XG = {(p, v) ∈ R

4 : ∥p − (10, 0)∥≤ 0.7} while avoiding a set of spherical
obstacles of radius 2.3.

For the RandUP-RRT quadrotor experiments, we use 100 RandUP par-
ticles with a sampled fixed value of α. We used (ϵ = 0.3)-padding, as comput-
ing conservative reachable set estimates with RandUP requires an additional
padding step, see [17] for further details. To implement this step, we simply pad
all obstacles by ϵ and shrink the goal region inwards by ϵ.
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D.2 Planar Pusher Setup

The state space for the planner is in R
6. During planning, Robust-RRT samples

a desired state xd ∈ R
6, and a predefined PD feedback controller steers the box

toward xd. The environment shown in Fig. 4 has the following dimensions. The
object has size 2m × 1m. The gap between the obstacles is 2m. The starting
state is at (4, 0, 0, 0, 0, 0). The goal state is at (−15, 0, 0, 0, 0, 0).

The motion of the object is affected by the following attributes: ground fric-
tion with coefficient µg = 1.2, the pushing force control input u, and a random
bounded disturbance w ∈ W = {w | |w|≤ wmax} ⊂ R

2. u is applied at a fixed
location on the long axis of the object. The control input u is subjected to the
friction cone constraints u ∈ U ⊂ R

2, where U is the friction cone in Equation
(20). Here, fN is the normal force at the contact point with the positive direction
pointing into the object, and fT is the tangent force at the contact point. The
friction coefficient is set to µ = 0.5 and is known to the planner. Note that there
is a separate friction coefficient µg between the object and the ground that is
fixed but unknown.

U =
{[

fN
fT

]
∣

∣

∣
fN ≥ 0, |fT |≤ µfN

}

. (20)

Disturbances wt are applied with a zero-order hold at the center of mass of the
object, which therefore do not induce any torque. The value wt is resampled
from W every 1/3 second in simulation time. All RandUP-RRT planning for
the planar pusher is performed with 16 RandUP particles with no ϵ-padding.
The simulation is parallelized across 8 threads.

D.3 Hybrid Jumping Robot Setup

The system is simulated under time step size τ = 0.03s. PD local controllers are
used to stabilize the horizontal position x, and each local controller is held for
7τ . The contact dynamics are given below:

xk+1 = xk + ẋkτ, ẋk+1 = ẋk + uτ,

yk+1 = yk, ẏk+1 = 0.

The flight mode dynamics have modified dynamics on y:

yk+1 = yk + ẏkτ, ẏk+1 = ẏk − gτ.

In total, 100 RandUP particles with no ϵ-padding are used for RandUP-RRT

experiments in the hybrid jumping robot.
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