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Abstract
Stochastic gradient descent (SGD) has been
shown to generalize well in many deep learning
applications. In practice, one often runs SGD with
a geometrically decaying stepsize, i.e., a constant
initial stepsize followed by multiple geometric
stepsize decay, and uses the last iterate as the
output. This kind of SGD is known to be nearly
minimax optimal for classical finite-dimensional
linear regression problems (Ge et al., 2019). How-
ever, a sharp analysis for the last iterate of SGD
in the overparameterized setting is still open. In
this paper, we provide a problem-dependent anal-
ysis on the last iterate risk bounds of SGD with
decaying stepsize, for (overparameterized) linear
regression problems. In particular, for last iterate
SGD with (tail) geometrically decaying stepsize,
we prove nearly matching upper and lower bounds
on the excess risk. Moreover, we provide an ex-
cess risk lower bound for last iterate SGD with
polynomially decaying stepsize and demonstrate
the advantage of geometrically decaying stepsize
in an instance-wise manner, which complements
the minimax rate comparison made in prior works.

1. Introduction
It is widely observed in practice that modern neural net-
works trained by stochastic gradient descent (SGD) often
generalize well (Zhang et al., 2021). In all the successful
applications, two ingredients are crucial: (1) an overparam-
eterized model, where the number of parameter excesses
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the number of training examples (Belkin et al., 2020); and
(2) SGD with the last iterate as output and with a decay-
ing stepsize, e.g., an initially large stepsize, followed by
geometrically decaying stepsizes after every certain number
of iterations (He et al., 2015). Theoretically, however, it
remains largely open to understand the generalization of the
last iterate of SGD (with a decaying stepsize) for learning
overparamerized models, even for the arguably simplest
setting such as overparamerized linear regression.

For linear regression in the classical regime, Ge et al. (2019)
showed that last iterate SGD (with geometrically decaying
stepsize) can achieve nearly minimax optimal excess risk
up to logarithmic factors. However, the results by Ge et al.
(2019) cannot be carried over to the overparameterized set-
ting since their excess risk bounds are dimension-dependent,
which become vacuous when the problem dimension ex-
cesses the sample size. There is a fundamental barrier to
extend the statistical minimax rate to the overparameterized
setting, as the minimax result concerns the worst instance
in the problem class, while apparently SGD cannot general-
ize for certain overparameterized linear regression problem
(e.g., when the data distribution has an identity covariance
and the model parameter is uniformly distributed).

For SGD with iterate averaging, a recent work by Zou et al.
(2021b) proved a tight problem-dependent excess risk bound
for overparameterized linear regression, which can diminish
in the overparameterized setting, provided a sufficiently fast
decaying spectrum of the data covaraiance matrix. While
Zou et al. (2021b) sharply characterized the generalization
of SGD with iterate averaging in the overparameterized
setting, their analysis is tailored to the averaged iterate of
SGD and is not directly applicable to the last iterate of SGD.

In this paper, in order to explain its success in learning
overparameterized models, we provide a tight analysis for
the last iterate of SGD that adapts to both of the least-square
problem instance and the algorithm configuration.

Contributions. Our first main result is a sharp problem-
dependent excess risk bound for the last iterate SGD with
tail geometrically decaying stepsize (see (3), also Algorithm
1) for linear regression. The derived bound does not depend
on the ambient dimension and, instead, depends on the spec-
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Algorithm 1 LAST ITERATE SGD WITH TAIL GEOMET-
RIC DECAYING STEPSIZE
Require: Initial weight w, initial stepsize γ, total sample

size N , first phase length s, decaying phase length K
1: for t = 1, . . . , N do
2: if t > s and (t− s) mod K = 0 then
3: γ ← γ/2
4: end if
5: w← w + γ(y − 〈w,x〉)x, with a fresh data (x, y)
6: end for
7: return w

trum of the data covariance matrix. In particular, the excess
risk bound vanishes as long as the data covariance matrix
has a fast-decay eigenspectrum, despite of a large ambient
dimension in the overparameterized setting. Furthermore,
an excess risk lower bound is proved, which shows the upper
bound is tight up to absolute constant in terms of variance
error, and is nearly tight in terms of bias error. This result
recovers the existing minimax bound in the classical regime
(Polyak & Juditsky, 1992; Bach & Moulines, 2013) ignor-
ing logarithmic factors, and is comparable to the bounds for
SGD with iterate averaging in the overparameterized setting
(Zou et al., 2021b).

Our second main result is a comparison between SGD with
(1) tail geometrically stepsize-decaying scheme and (2) tail
polynomially stepsize-decaying scheme, in an instance-wise
manner. Our result shows that the variance error of SGD
with tail polynomially decaying stepsize is instance-wise
no better than that of SGD with tail geometrically decaying
stepsize, given the same optimization trajectory length (i.e.,
summation of stepsizes). In contrast, the comparison be-
tween these two stepsize schemes made in Ge et al. (2019)
only concerns the worst-case result: the worst-case excess
risk bound achieved by geometrically decaying stepsize is
strictly better than the worst case bound achieved by polyno-
mially decaying stepsize. Thus, their analysis does not rule
out the possibility that for some problem instances, poly-
nomially decaying stepsize can generalize better than the
geometrically decaying one.

Our analysis follows and extends the operator method for
analyzing SGD in linear regression (Dieuleveut et al., 2017;
Jain et al., 2017a;b; Neu & Rosasco, 2018; Ge et al., 2019;
Zou et al., 2021b). Specifically, we develop a novel, multi-
phase analysis for the bias error of the last SGD iterate,
which sharpens existing results (see Section 5). We believe
our proof technique is of broader interest and can be ap-
plied to analyze other variants of SGD such as SGD with
momentum.

Notation. We reserve lower-case letters for scalars, lower-
case boldface letters for vectors, upper-case boldface let-
ters for matrices, and upper-case calligraphic letters for
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Figure 1. Four stepsize decaying examples given by (3) and (4).
γ0 = 1 and N = 4096. EXP DECAY: (3) with s = 0 and
K = dN/ logNe; TAIL EXP DECAY: (3) with s = N/2 and
K = d(N − s)/ log(N − s)e; TAIL POLY DECAY O(1/

√
t): (4)

with s = N/2 and a = 0.5; TAIL POLY DECAY O(1/t): (4) with
s = N/2 and a = 1.

linear operators on symmetric matrices. For two positive-
value functions f(x) and g(x) we write f(x) . g(x) or
f(x) & g(x) if f(x) ≤ cg(x) or f(x) ≥ cg(x) for some
absolute constant c > 0 respectively. For two vectors u
and v in a Hilbert space, their inner product is denoted
by 〈u,v〉 or equivalently, u>v. For a matrix A, its spec-
tral norm is denoted by ‖A‖2. For two matrices A and B
of appropriate dimension, their inner product is defined as
〈A,B〉 := tr(A>B). For a positive semi-definite (PSD)
matrix A and a vector v of appropriate dimension, we write
‖v‖2A := v>Av. The Kronecker/tensor product is denoted
by ⊗. Finally, log(·) refers to logarithm base 2.

2. Related Work
Problem-Dependent Bounds for Linear Regression. We
first discuss a set of dimension-free and problem-dependent
bounds for linear regression that are similar to what we show
in this paper. Bartlett et al. (2020) proved risk bounds of
ordinary least square (OLS) for overparameterized linear
regression in terms of the full eigenspectrum of the data
covariance matrix, and showed that benign overfitting can
occur even when OLS memorizes the training data. Tsigler
& Bartlett (2020) extended the benign overfitting result
of OLS to ridge regression, and proved diminishing risk
bounds for a larger class of least square problems. Zou et al.
(2021b) proved problem-dependent risk bounds for constant-
stepsize SGD with iterate averaging (and tail-averaging) and
compared the algorithmic regularization afforded by SGD
with OLS and ridge regression. Our excess risk upper bound
(Theorem 4.1) for last iterate SGD is comparable to theirs
for SGD with averaging (Theorems 2.1 and 5.1 in Zou et al.
(2021b)). Due to this similarity, the benefits of SGD with
tail-averaging over ridge regression, as discussed in Zou
et al. (2021a), naturally extends to the, more practical, last
iterate SGD studied in this paper.

Nonparamatric Bounds for SGD. We then discuss other
SGD risk bounds for infinite-dimensional/nonparamatric
linear regression (Dieuleveut & Bach, 2015; Lin & Rosasco,
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2017; Mücke et al., 2019; Berthier et al., 2020; Varre et al.,
2021). Dieuleveut & Bach (2015) only discussed linear
regression with data covariance whose spectrum decays
polynomially, in contrast our results apply to general data
covariance. The works by Berthier et al. (2020); Varre
et al. (2021) only dealt with bias error (i.e., they assume no
additive label noise), but we provide both variance and bias
error bounds. Compared to Lin & Rosasco (2017); Mücke
et al. (2019); Berthier et al. (2020); Varre et al. (2021), our
results rely on a different set of assumptions: they assume
a stronger condition on the optimal model parameter (w∗),
which requires ‖H−αw∗‖2 to be finite for some constant
α > 0 where H is the data covariance; though we do not
require this, our assumption on the fourth moment operator
is stronger (see Assumption 3.2).

Last Iterate SGD with Decaying Stepsize in the Classi-
cal Regime. In the finite-dimensional setting, there is a rich
literature considering the last iterate SGD with decaying
stepsize. For example, polynomially decaying stepsizes are
studied in (Dekel et al., 2012; Rakhlin et al., 2011; Lacoste-
Julien et al., 2012; Bubeck, 2014), and geometrically decay-
ing stepsizes are considered in (Davis et al., 2019; Ghadimi
& Lan, 2012; Hazan & Kale, 2014; Aybat et al., 2019;
Kulunchakov & Mairal, 2019; Ge et al., 2019); besides,
a recent work by Pan et al. (2021) explored eigenvalue-
dependent stepsizes. However, the bounds derived in the
aforementioned papers are all dimension-dependent and
therefore cannot be applied to the overparameterized setting.
In this regard, our work can be viewed as a dimension-free,
problem-dependent extension of Ge et al. (2019)’s results
that are limited to finite-dimensional, worst-case scenarios.

Finally, we would like to refer the reader to Table 1 in
Section 4.1 for a detailed comparison between our results
and several existing ones (Ge et al., 2019; Bach & Moulines,
2013; Zou et al., 2021b).

3. Problem Setup and Preliminaries
We now formally set up the problem.

High-Dimensional Linear Regression. Let x be a feature
vector in a Hilbert space that can be d-dimensional or count-
ably infinite dimensional, and y ∈ R be the response. Linear
regression concerns the following objective:

min
w

L(w), where L(w) :=
1

2
E (y − 〈w,x〉)2 , (1)

where w is a weight vector to be learned, and the expectation
is over an unknown joint distribution D of (x, y)1.

SGD. We consider solving (1) using stochastic gradient
descent (SGD). The weight vector is initialized at w0 in the
Hilbert space; then at the t-th iteration, a fresh data (xt, yt)

1Unless otherwise noted, all expectations in this paper are taken
with respect to the joint distribution of (x, y).

is drawn independently from the distribution, and the weight
vector is updated according to

wt = wt−1+γt(yt−〈wt−1,xt〉)xt, t = 1, 2, . . . , N, (2)

where γt > 0 is the stepsize at step t. Our main focus in
this paper is last iterate SGD with decaying stepsize, which
uses a sequence of properly decaying stepsize (γt)

N
t=1, and

outputs the last iterate wN . For example, one can use tail
geometrically decaying stepsize (see also Algorithm 1):

γt =

{
γ0, 0 ≤ t ≤ s;
γ0/2

`, s < t ≤ N, ` = b(t− s)/Kc , (3)

where the stepsize is kept as a constant in the first s steps,
and is then divided by a factor of 2 every K steps. Figure 1
shows two examples of such stepsize decay schemes. We
note that (3) captures the widely used stepsize decaying
scheduler in deep learning (He et al., 2015): the stepsize is
epoch-wise a constant, and decays geometrically after every
certain number of epochs.

Another widely studied variant of SGD is constant-stepsize
SGD with averaging. More specifically, it updates the iterate
according to (2) with a constant stepsize, i.e., γt = γ, and its
final output is an averaging of all iterates ( 1

N

∑N−1
t=0 wt) or

only the tail iterates ( 1
N−s

∑N−1
t=s wt). Compared with last

iterate SGD, SGD with averaging is less practical but more
theoretically favorable. For a few examples, the risk bounds
of SGD with averaging have been studied in both the clas-
sical underparameterized regime (Bach & Moulines, 2013;
Dieuleveut et al., 2017; Jain et al., 2017a;b; Neu & Rosasco,
2018) and the overparameterized setting (Dieuleveut &
Bach, 2015; Zou et al., 2021b).

Next we review a set of assumptions for our analysis.

Assumption 3.1 (Regularity conditions). Denote H :=
E[xx>], and assume that H is (entry-wisely) finite and
tr(H) is finite. For convenience, we further assume that H
is strictly positive definite and that L(w) admits a unique
global optimum, denoted by w∗ := arg minw L(w).

The condition H � 0 is only made for simple presenta-
tion; if H has zero eigenvalues, one can choose w∗ =
arg min{‖w‖2 : w ∈ arg minL(w)}, and our results still
hold. This argument also holds in a reproducing kernel
Hilbert space (Schölkopf et al., 2002).

Assumption 3.2 (Fourth moment conditions). Assume that
the fourth moment of x is finite and:

A There is a constant α > 0, such that for every PSD
matrix A, we have

E[xx>Axx>] � α · tr(HA) ·H.

Clearly, it must hold that α ≥ 1.
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B There is a constant β > 0, such that for every PSD
matrix A, we have

E[xx>Axx>]−HAH � β · tr(HA) ·H.

To give an example, if H−
1
2 x satisfies Gaussian distribution,

then Assumption 3.2 holds with α = 3 and β = 1. More
generally, Assumption 3.2A holds for data distributions with
a bounded kurtosis along every direction (Dieuleveut et al.,
2017), i.e., there is a constant κ > 0 such that

for every v, E[〈v,x〉4] ≤ κ 〈v,Hv〉2 . ( 3.2A’)

One can verify that condition ( 3.2A’) (hence Assumption
3.2A) is weaker than assuming a sub-Gaussian tail for
the distribution of H−

1
2 x (see Lemma A.1 in Zou et al.

(2021b)), where the latter condition is typically made in
regression analysis (Hsu et al., 2014; Bartlett et al., 2020;
Tsigler & Bartlett, 2020). On the other hand, Assumption
3.2A is stronger than the condition E[xx>xx>] � R2H
for some constant R2 > 0, as often assumed in many SGD
analysis (Bach & Moulines, 2013; Dieuleveut et al., 2017;
Jain et al., 2017a;b; Neu & Rosasco, 2018; Ge et al., 2019).
We refer the reader to Appendix A for more examples for
Assumption 3.2.

Assumption 3.3 (Noise condition). Denote

Σ := E[(y − 〈w∗,x〉)2xx>], σ2 :=
∥∥H− 1

2 ΣH−
1
2

∥∥
2
,

and assume Σ and σ2 are finite.

Here Σ is the covariance matrix of the gradient noise at
the optimal w∗, and σ2 characterizes the noise level in that
Σ � σ2H. Assumption 3.3 allows the additive noise to be
mis-specified (Dieuleveut et al., 2017; Jain et al., 2017b);
and in particular, Assumption 3.3 is directly implied by
the following Assumption 3.3’ for a well-specified linear
regression model.

Assumption 3.3’ (Well-specified noise). Assume the re-
sponse is generated by

y = 〈w∗,x〉+ ε, ε ∼ N (0, σ2),

where ε is independent with x.

Additional Notation. Denote the eigen decomposition
of the Hessian by H =

∑
i λiviv

>
i , where (λi)i≥1 are

eigenvalues in a non-increasing order and (vi)i≥1 are
the corresponding eigenvectors. We denote Hk∗:k† :=∑
k∗<i≤k† λiviv

>
i , where 0 ≤ k∗ ≤ k† are two integers,

and we allow k† =∞. For example,

H0:k =
∑

1≤i≤k

λiviv
>
i , Hk:∞ =

∑
i>k

λiviv
>
i .

Similarly, we denote Ik∗:k† :=
∑
k∗<i≤k† viv

>
i .

4. Main Results
In this section, we present our main results.

4.1. An Upper Bound

We begin with an excess risk upper bound for last iterate
SGD with tail geometrically decaying stepsize.
Theorem 4.1 (An upper bound). Consider last iterate SGD
with stepsize scheme (3). Suppose Assumptions 3.1, 3.2A
and 3.3 hold. Let K := d(N − s)/ log(N − s)e. Suppose
γ0 < 1/(3α tr(H) log(s+K)). Then we have

E[L(wN )− L(w∗)] ≤ BiasError + VarianceError,

where

BiasError .

∥∥(I− γ0H)s+K(w0 −w∗)
∥∥2
I0:k∗

γ0K
+∥∥(I− γ0H)s+K(w0 −w∗)

∥∥2
Hk∗:∞

+ log(s+K) ·(‖w0 −w∗‖2I
0:k†

γ0(s+K)
+ ‖w0 −w∗‖2H

k†:∞

)
· deff
K

,

and

VarianceError ≤ 8σ2

1− αγ0 tr(H)
· deff
K

.

Here k∗, k† are arbitrary indexes, and the effective dimen-
sion is defined by

deff := k∗ + γ0K
∑

k∗<i≤k†
λi + γ20K(s+K)

∑
i>k†

λ2i .

Moreover, the bound is minimized for k∗ := max{k : λk ≥
1/(γ0K)} and k† := max{k : λk ≥ 1/(γ0(s+K))}.

The excess risk bound in Theorem 4.1 consists a bias error
term that stems from the incorrect initialization w0−w∗ 6=
0, and a variance error term that stems from the presence
of additive noise y− 〈w∗,x〉 6= 0. Our bound is dimension-
free and problem-dependent: instead of depending on the
ambient dimension d, it depends on the effective dimension
deff, which is jointly determined by the problem and the
algorithm. In particular, when the eigenspectrum of the data
covariance decays fast, the effective dimension deff could
be much smaller than the ambient dimension d (and sample
size N ) to enable generalization in the overparameterized
scenarios.

For example, let us consider s = N/2 and K =
N/(2 log(N/2)), which corresponds to SGD that starts de-
caying stepsize after seeing half of the samples. Then the
excess risk bound vanishes provided that deff = o(K) , or
in other words,

k∗ = o

(
N

log(N)

)
,
∑

k∗<i≤k†
λi = o(1),

∑
i>k†

λ2i = o
( 1

N

)
.
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Table 1. A comparison between our result and several existing results. See Section 4.1 for more details.

Bach & Moulines (2013) Ge et al. (2019) Zou et al. (2021b) Ours

output averaged iterate last iterate averaged iterate last iterate

initial
stepsize γ . 1 γ . 1 γ . 1 γ . 1/ log(N)

effective
number of

steps (Neff)
N

N

log(N)
N

N

log(N)

effective
dimension

(deff)
d d k∗ + γ2N2

∑
i>k∗ λ

2
i k∗ + γ2Neff

2∑
i>k∗ λ

2
i

effective
noise
(σ2

eff)
σ2 σ2

σ2+

‖w∗‖2I0:k∗
γNeff

+ ‖w∗‖2Hk∗:∞

σ2 + log(N)·(‖w∗‖2I0:k∗
γNeff

+ ‖w∗‖2Hk∗:∞

)
effective
bias error
(Biaseff)

‖w∗‖22
γNeff

d‖w∗‖22
γNeff

‖w∗‖2
H−1

0:k∗

γ2Neff
2 + ‖w∗‖2Hk∗:∞

‖(I− γH)Neffw∗‖2I0:k∗
γNeff

+‖(I− γH)Neffw∗‖2Hk∗:∞

unified
risk bound Biaseff + σ2

eff ·
deff
Neff

Theorem 4.1 allows the last iterate of SGD to generalize
even in the overparameterized regime (d > N ). Several
concrete examples are presented in Corollary 1.

Corollary 1 (Example data distributions). Under the same
conditions as Theorem 4.1, suppose that s = N/2, K =
N/(2 log(N/2)), γ0 = 1/(4α tr(H) log(N))), and ‖w0 −
w∗‖2 is finite. Recall the eigenspectrum of H is (λk)k≥1.

1. If λk = k−(1+r) for some constant r > 0, then the
excess risk is O

(
N
−r
1+r · log

r−1
1+r (N)

)
.

2. If λk = k−1 log−r(k + 1) for some constant r > 1,
then the excess risk is O

(
log−r(N)

)
.

3. If λk = 2−k, then the excess risk is O
(
N−1 log2(N)

)
.

These examples are from Corollary 2.3 in Zou et al. (2021b)
for SGD with iterate-averaging (one can verify that their
Corollary 2.3 also holds for constant-stepsize SGD with
tail-averaging with s = N/2). Comparing our Corollary 1
with Corollary 2.3 in Zou et al. (2021b), we can see that the
excess risk bounds of last iterate SGD is inferior to that of
SGD with averaging by at most polylogarithmic factors.

Reduction to the Classical Regime. It is worthy noting
that Theorem 4.1 nearly recovers the minimax optimal
bounds (Polyak & Juditsky, 1992; Bach & Moulines, 2013)

in the classical regime when d = o(N). In particular, let
us set k∗ = k† = d, s = 0 and K = N/ log(N), then
Theorem 4.1 implies:

BiasError .
‖w0 −w∗‖22 log(N)

γ0N

(
1 +

d log2(N)

N

)
,

VarianceError .
σ2d log(N)

N
.

Now choose γ0 = 1/(4α tr(H) log log(N)) and recall d =
o(N), then both the bias and variance errors match the
statistical minimax rates (Polyak & Juditsky, 1992; Bach &
Moulines, 2013) up to some logarithmic factors.

Comparison with Existing Bounds. Table 1 presents a
detailed comparison between our result and several existing
results, including Ge et al. (2019) for last iterate SGD and
Bach & Moulines (2013); Zou et al. (2021b) for SGD with
iterate averaging. To unify notations, we use γ, N , d, w∗,
σ2 to denote the (initial) stepsize, the total number of steps,
the ambient dimension, the optimal model parameter and
the noise level, respectively. We also use effective number
of steps as the number of equivalently steps when using con-
stant stepsize (or can be understood as the total optimization
length). The effective dimension can be understood as the
number of useful dimensions (discovered by the algorithm)
that contribute to the problem. We also assume all algo-
rithms are initialized from zero (w0 = 0), without lose of
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generality. To be consistent with the algorithmic setting of
Ge et al. (2019), we restrict our result to geometric decaying
stepsize scheduler (s = 0), which decreases the effective
number of steps in our result. Table 1 shows that our result
generalizes that in Ge et al. (2019) for last iterate SGD to
high dimensional setting, and is comparable to that in Zou
et al. (2021b) for SGD with iterate averaging ignoring some
logarithmic factors.

4.2. A Lower Bound

We complement the above upper bound with a lower bound.

Theorem 4.2 (A lower bound). Consider last iterate SGD
with stepsize scheme (3). Suppose Assumptions 3.1, 3.2B
and 3.3’ hold. Let K = (N − s)/ log(N − s). Suppose
K ≥ 10 and γ0 < 1/λ1. Then we have

E[L(wN )−L(w∗)] =
1

2
BiasError+

1

2
VarianceError,

where

BiasError ≥
∥∥(I− γ0H)s+2K(w0 −w∗)

∥∥2
H

+

β

1200
· ‖w0 −w∗‖2H

k†:∞
· deff
K

,

and

VarianceError ≥ σ2

400
· deff
K

.

Here k∗ := max{k : λk ≥ 1/(γ0K)}, k† := max{k :
λk ≥ 1/(γ0(s + K))}, and the effective dimension is de-
fined by

deff := k∗ + γ0K
∑

k∗<i≤k†
λi + γ20K(s+K)

∑
i>k†

λ2i .

Theorem 4.2 provides a problem-dependent lower bound
for last iterate SGD in the well-specified linear regression
model. It shows that our variance error bound is tight up
to constant; however, for our bias error bound, there is a
gap (1/(γ0K) vs. (I − γ0H)KH0:k∗) between the upper
and lower bounds in the first term, and is missing a factor
of ‖w0 −w∗‖2H

0:k†
and a log(s+K) factor in the second

term. These gaps are due to some technical difficulties to
obtain an accurate bias bound on the last iterate of SGD. We
leave it as a future work to close these gaps.

4.3. Comparison with Polynomially Decaying Stepsize

In terms of the statistical minimax rate, it is proved by Ge
et al. (2019) that the last iterate of SGD performs better
with geometrically decaying stepsize than with polynomi-
ally decaying stepsize. Nonetheless, their comparison is in
terms of the worst-case performance, and Ge et al. (2019)
did not rule out the possibility that there could exist some

linear regression problems such that SGD generalizes bet-
ter with polynomially decaying stepsize. Thanks to our
sharp problem-dependent bounds on SGD with (tail) ge-
ometrically decaying stepsize, we are able to compare its
performance with that of SGD with (tail) polynomially de-
caying stepsize, in an instance-wise manner. The (tail)
polynomially decaying stepsize is formally defined by

γt =

{
γ0, 0 ≤ t ≤ s;
γ0/(t− s)a, s < t ≤ N, (4)

for some a ∈ [0, 1]. We then present a problem-dependent
excess risk lower bound for the last iterate of SGD with
stepsize scheme (4). Due to the space limit, the following
theorem focuses on a ∈ [0, 1); the full version for a ∈ [0, 1]
is stated as Theorem E.3 in Appendix E.

Theorem 4.3 (A lower bound for poly-decaying stepsizes).
Consider last iterate SGD with stepsize scheme (4). Sup-
pose Assumptions 3.1, 3.2B and 3.3’ hold. Suppose γ0 <
1/(4λ1), sγ0 ≥

∑
t>s γt, and a ∈ [0, 1). Then we have

E[L(wN )−L(w∗)] =
1

2
BiasError+

1

2
VarianceError,

where

BiasError &
∥∥(I− γ0H)s+

2N1−a

1−a · (w0 −w∗)
∥∥2
H

+ β · ‖w0 −w∗‖2H
k†:∞
· deff
N

,

and

VarianceError & σ2 · deff
N

.

Here k∗ := max{k : γ0λk ≥ (1 − a)/(2(N − s)1−a)},
k† := max{k : γ0λk ≥ 1/(2s)}, and the effective dimen-
sion is defined by

deff :=
∑
i≤k∗

max{N1−aγ0λi, a log(N)}

+ γ0N
∑

k∗<i≤k†
λi + γ20sN

∑
i>k†

λ2i .

Comparing Theorem 4.3 for tail polynomially decaying step-
size with Theorem 4.1 for tail geometrically decaying step-
size, the main difference is in the definition of the effective
dimension deff. This is due to the different algorithmic regu-
larization effects afforded by the different stepsize decaying
schemes. With this difference in hand, our next theorem
provides an instant-wise risk inflation (Dhillon et al., 2013)
comparison between (the last iterate of SGD with) these two
stepsize decaying schemes.

Theorem 4.4 (An instance-wise risk comparison). Suppose
Assumptions 3.1, 3.2 and 3.3’ all hold. Suppose γ0 <
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1/(3α tr(H) log(s + K)). Let N be the sample size, and
set s = N/2. Let wexp

N and wpoly
N be the last iterate of SGD

with stepsize scheme (3) and (4), respectively. Then there is
a constant C > 0 such that

E[L(wexp
N )− L(w∗)] ≤

C ·
(
1 + log(N) ·R(N)

)
· E[L(wpoly

N )− L(w∗)]

for every problem-algorithm instance (H,w∗, γ0). Here

R(N) :=
‖w −w∗‖2I

0:k†
/(γ0N) + ‖w −w∗‖2H

k†:∞

σ2

for k† := max{k : λk ≥ 1/(γ0N)}.

The choice of s = N/2 in Theorem 4.4 is for ensuring that
the two SGD variants have the same optimization trajectory
length, i.e.,

∑N
i=1 γi = Θ(Nγ0). This rules out the trivial

optimization difference in the bias error between the two
SGD variants, so Theorem 4.4 reveals only the statistical
difference between the two stepsize schemes.

Let us assume log(N) ·R(N) ≤ 1 for now. Then Theorem
4.4 reads that, for every problem instance, with the same ini-
tial stepsize, the excess risk of SGD with tail geometrically
decaying stepsize is no worse than that of SGD with tail
polynomially decaying stepsize, upto constant factors. This
suggests that for the last iterate of SGD, a tail geometrically
decaying stepsize is always as good as a tail polynomially
decaying stepsize in terms of generalization.

We now discuss the quantity log(N) · R(N) in Theorem
4.4. First of all, this quantity is rooted from the log(s+K)
factor in the bias error upper bound in Theorem 4.1. There-
fore, the log(N) ·R(N) factor in Theorem 4.4 might be an
artifact that can be removed given a tighter bias analysis (we
conjecture that Theorem 4.1 is not tight with the log(s+K)
factor). Moreover, we argue that log(N) · R(N) itself is
small in many scenarios so that the comparison in Theorem
4.4 is still meaningful. To see this, note that

R(N) ≤ ‖w −w∗‖22/(γ0Nσ2)

by the definition of k†. Thus, we have log(N) · R(N) =
O (1) so long as ‖w0 −w∗‖22 = O

(
σ2γ0N/ log(N))

)
.

Figure 2 provides further empirical verification to our com-
parison of the two stepsize schemes for the last iterate of
SGD. We see from Figure 2 that the last iterate of SGD gen-
eralizes significantly better with tail geometrically decaying
stepsize than with tail polynomially decaying stepsize.

5. Overview of the Proof Techniques
We now sketch the proof of Theorem 4.1 and highlight
the key proof techniques. A complete proof is deferred to

Appendix C. For simplicity, let us denote L := log(N − s)
and K := (N − s)/L, and assume they are integers.

Bias-Variance Decomposition. We follow the well-known
operator viewpoint for analyzing SGD iterates (Bach &
Moulines, 2013; Dieuleveut et al., 2017; Jain et al., 2017a;b;
Neu & Rosasco, 2018; Ge et al., 2019; Zou et al., 2021b).
In particular, the excess risk can be decomposed into bias
error and variance error (see Lemma B.2 in the appendix):

E[L(wN )− L(w∗)] ≤ 〈H,BN 〉+ 〈H,CN 〉,

where BN and CN refer to the last bias iterate and the last
variance iterate in the matrix space, respectively. More
precisely, they are recursively defined by2{

Bt = (I − γtTt) ◦Bt−1, t ≥ 1;

B0 = (w0 −w∗)(w0 −w∗)>,
(5){

Ct = (I − γtTt) ◦Ct−1 + γ2tΣ, t ≥ 1;

C0 = 0.
(6)

Here I := I ⊗ I, M := E[x ⊗ x ⊗ x ⊗ x] and Tt :=
H⊗ I + I⊗H−γtM are operators on symmetric matrices
(see Appendix B for their precise definitions). One can
verify that for symmetric matrix A,

(I − γtTt) ◦A = E[(I− γtxx>)A(I− γtxx>)].

We next bound 〈H,BN 〉 and 〈H,CN 〉 separately.

5.1. Bias Upper Bound

We first bound the bias error. Recall that the stepsize scheme
(3) splits the total N iterations into L = log(N − s) fixed-
stepsize phases: in the first phase, SGD is initialized from
B0, and runs with constant stepsize γ0 for s+K steps; and
in the `-th phase for 2 ≤ ` ≤ L, SGD is initialized from
Bs+K(`−1), and runs with stepsize γ0/2`−1 for K steps.

Main Challenges and Proof Techniques. The key dif-
ficulty here is to obtain a sharp characterization of each
bias iterate (i.e., Bt), instead of their summation

∑N
t=1 Bt.

Therefore, existing techniques for SGD with averaging (Jain
et al., 2017b; Zou et al., 2021b) are not sufficient. In partic-
ular, Zou et al. (2021b) only gave a constant upper bound
on the bias iterate (see Eq. (D.3) in their Lemma D.4, which
is already sufficient for their purpose). To obtain a tight and
vanishing bound on each bias iterate, we need to carefully
utilize the (I − γT̃ )i decaying factor in the bias expansion
(see (8)). Our proof is motivated by this idea and handle
the decaying factor with an inequality (1− γx)t ≤ 1/(γx)
(see (9)). Based on this we get a (relatively loose) vanishing

2One can think of the bias iterates as SGD iterates on the data
without additive label noise, and the variance iterates as SGD
iterates with initialization w∗.
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0 1000 2000 3000 4000
Sample Size

0.00

0.01

0.02

0.03

0.04

0.05

Ex
ce

ss
 R

isk

Tail average
Exp decay
Tail exp decay
Tail poly decay

(e) λi = i−2,w∗[i] = i−1
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Figure 2. Excess risk comparison between SGD variants. The problem dimension is d = 256 and the linear regression model is well-
specified with noise variance σ2 = 1. TAIL AVERAGE: constant-stepsize SGD with tail averaging (s = N/2); EXP DECAY: SGD with
geometrically decaying stepsize (s = 0 and K = dN/ log(N)e); TAIL EXP DECAY: SGD with tail geometrically decaying stepsize
(s = N/2 and K = dN/(2 log(N/2))e); TAIL POLY DECAY: SGD with tail polynomially decaying stepsize (s = N/2 and a = 1). We
consider 6 combinations of 2 different covariance matrices and 3 different true model parameters. For each algorithm and each sample
size, we do a grid search and report the best excess risk achieved by γ0 ∈ {10−4, 2× 10−4, 5× 10−4, 7× 10−4, 10−3, 2× 10−3, 5×
10−3, 0.01, 0.02, 0.03, 0.05, 0.075, 0.1, 0.2, 0.3, 0.5, 0.8, 1.0}. The plots are averaged over 20 independent runs.

bound on each Bt. We further sharpen this upper bound
with a multi-phase strategy: (1) splitting the entire bias iter-
ates into multiple phases; (2) deriving an upper bound for
each phase; and (3) carefully combining them to get the
final result. Details are explained below.

One Phase Analysis. We first investigate the decreasing
effect of the bias error within one phase. For simplicity, with
a slight abuse of notation, we use γ, n and Bt to denote
the constant stepsize, the number of steps and the t-th bias
iterate (0 ≤ t ≤ n) within one phase, respectively. Assume
that γ < 1/(3α tr(H) log n). Clearly H⊗H � 0, therefore

T̃ := H⊗ I + I⊗H− γH⊗H

= T + γM− γH⊗H ≤ T + γM. (7)

Plug (7) into (5), and apply Assumption 3.2A, we obtain:

Bt � (I − γT̃ ) ◦Bt−1 + αγ2 〈H,Bt−1〉H, t ≥ 1.

Solving this recursion yields

Bt � (I−γT̃ )t◦B0+αγ2
t−1∑
i=0

(I−γT̃ )t−1−i◦H·〈H,Bi〉 .

(8)
In (8), we apply

(I − γT̃ )t−1−i ◦H = (I− γH)2(t−1−i)H � I

γ(t− i)

and take the inner product with H, so we have

〈H,Bt〉 ≤
〈
(I − γT̃ )t ◦H,B0

〉
+αγ tr(H)

t−1∑
i=0

〈H,Bi〉
t− i︸ ︷︷ ︸

(�)

.

(9)
By recursively calling (9), one can observe that term (�) is
self-governed (this trick first appears in Varre et al. (2021) to
our knowledge), which leads to the following upper bound
(see Lemma C.4 in the appendix):

(�) .
〈 t−1∑
i=0

(I − γT̃ )i ◦H

t− i , B0

〉
.

Substituting the above bound into (9) leads to

〈H,Bt〉 .
〈

(I − γT̃ )t ◦H +

t−1∑
i=0

(I − γT̃ )i ◦H

t− i ,B0

〉
.
〈 1

γt
I0:k∗ + Hk∗:∞, B0

〉
, (10)

where the second inequality holds by bounding the
summation

∑
0≤i<t(·) separately for

∑
0≤i<t/2(·) and∑

t/2≤i<t(·) (see Lemma C.4 in the appendix for more
details). Here k∗ can be arbitrary. From (10), we can see a
decreasing effect of the bias error within one phase.
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Combining Multiple Phases. Next we discuss how to com-
bine the decreasing effect of multiple phases. In this part,
we use B(`) to denote the bias iterate output by the `-th
phase (a.k.a., the input of the (`+ 1)-th phase).

In the first phase, a bound on B(1) is obtained by setting
k∗ = k† and γ = γ0 in (10), and substituting (10) into (8)
with t = s+K (see Lemma C.7 in the appendix):

B(1) . (I − γT̃ )s+K ◦B0 + γ20(s+K) log(s+K)·〈 I0:k†

γ0(s+K)
+ Hk†:∞,B0

〉
·
( I0:k†

γ0(s+K)
+ Hk†:∞

)
.

(11)
In the second phase, setting γ = γ0/2 and t = K in (10),
we obtain

〈H,B(2)〉 .
〈 1

γt
I0:k∗ + Hk∗:∞, B(1)

〉
. (12)

Plugging (11) into (12) shows that B(2) already achieves
the desired bias bound in Theorem 4.1. The remaining effort
is to combine the effect from the third to the L-th phase,
which leads to (see Lemma C.8 in the appendix):

〈H,B(L)〉 ≤ e · 〈H,B(2)〉.

This completes the proof for the bias error.

5.2. Variance Upper Bound

Main Challenges and Proof Techniques. Note that we
are considering the variance error of the last SGD iterate,
thus we cannot utilize the effect of iterate averaging to de-
crease the variance error (Bach & Moulines, 2013; Jain
et al., 2017a;b; Zou et al., 2021b). Instead, to achieve a
vanishing variance bound on the last iterate, we need to
consider the effect of stepsize decaying. More details are
provided below.

We first observe a uniform but crude upper bound on the
variance iterates (see Lemma C.1 in the appendix, and also
Lemma 5 in Ge et al. (2019)):

Ct �
γ0σ

2

1− αγ0 tr(H)
I, t = 1, 2, . . . , N. (13)

Then we will plug this crude bound on Ct into (6) to further
improve the upper bound of Ct (see Theorem C.2 and its
proof in the appendix):

CN �
σ2

1− γ0R2

N∑
t=1

γ2t

N∏
i=t+1

(I− γiH)2H︸ ︷︷ ︸
(∗)

.

The remaining effort is to control term (∗). Intuitively,
though (∗) is a summation of N terms, (∗) could vanish
as N increases thanks to the appropriate decaying stepsize

scheme (3): for large t, the t-th term in the summation is
small as γt is small; as for small t where γt is large, the
t-th term in the summation is also small since the product∏N
i=t+1(I − γiH)2H is small (note the subsequent γi’s

are at least γt/2 according to (3)). More precisely, our
analysis (see Lemmas C.3 and D.2 in the appendix) shows
that, ignoring constant factors,

(∗) h 1

K
H−10:k∗ + γ0Ik∗:k† + γ20(s+K)Hk†:∞

for the optimally chosen k∗ and k† in Theorems 4.1 and 4.2.
In this way, we can establish a tight upper bound on CN .
Finally, taking inner product with H yields the variance
upper bound (see Theorem C.2 in the appendix).

6. Concluding Remarks
In this work, we provide a problem dependent excess risk
bound for the last iterate of SGD with decaying stepsize
for linear regression. The derived bound is dimension-free
and can be applied to the overparamerized setting where
the problem dimension excesses the sample size. A nearly-
matching, problem-dependent lower bound is also proved.
We further compare the excess risk bounds of last iterate
SGD with tail geometric-decaying stepsize and that with
tail polynomial-decaying stepsize, and show that the for-
mer outperforms the latter, instance-wisely. We believe the
developed theoretical framework can also be used to find
better stepsize schemes, or even the optimal one, which is
left as a future work.
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A. More Examples for Assumption 3.2
Proposition A.1 (Examples for Assumption 3.2A). Assumption 3.2A holds for data distributions with a bounded kurtosis
along every direction (Dieuleveut et al., 2017), i.e., there is a constant α > 0 such that

for every v, E[〈v,x〉4] ≤ α 〈v,Hv〉2 .

In particular, the above is satisfied when z := H−
1
2 x has sub-Gaussian or sub-exponential tail.

Proof. For a PSD matrix A, with eigenvalues (µi)i≥1 and eigenvectors (vi)i≥1, and a vector u, we have

u>E[xx>Axx>]u = E[x>Ax · 〈x,u〉2]

=
∑
i

µi · E[〈x,vi〉2 · 〈x,u〉2]

≤
∑
i

µi ·
√

E[〈x,vi〉4] · E[〈x,u〉4] (by Cauchy-Schwarz inequality)

≤ α ·
∑
i

µi · 〈vi,Hvi〉 · 〈u,Hu〉 (by bounded kurtosis condition)

= α · 〈A,H〉 · 〈u,Hu〉.

Since the above holds for every vector u, we conclude that

E[xx>Axx>] � α · 〈A,H〉 ·H,

which proves Assumption 3.2A.

Proposition A.2 (Examples for Assumption 3.2B). Denote z := H−
1
2 x =: (z1, . . . , zd)

>. Then Assumption 3.2B holds if:

1. the distribution of z is spherically symmetric, with a stochastic representation z = r ·u where r and u are independent,
r > 0 and u obeys the uniform distribution on the unit sphere Sd−1;

2. E[r2] = d and E[r4] ≥ β · d(d+ 2) for a constant β ≥ 0.5.

Proof. We refer the reader to Fang et al. (2018) for the moments calculation of spherically symmetric distributions.

Note that E[z] = 0 and E[zz>] = I. Let e1 be the first standard basis, then for every unit vector a = (a1, . . . , ad)
>,

E[(e>1 z)2 · (a>z)2] = E[z21 · (a>z)2]

= a21 · E[z41 ] +
d∑
j=2

a2j · E[z21z
2
j ]

= a21 · E[r4] · 3

d(d+ 2)
+

d∑
j=2

a2j · E[r4] · 1

d(d+ 2)

≥ 3β · a21 + β ·
d∑
j=2

a2j ≥ a21 + β

= (e>1 a)2 + β.

By the spherical symmetricity the above condition is equivalent to:

for every unit vectors a and b, E[(a>z)2 · (b>z)2] ≥ (a>b)2 + β.

Then for every PSD matrix A, with eigen decomposition A =
∑d
i=1 µiaia

>
i , and every unit vector b, it holds that

b>E[zz>Azz>]b =

d∑
i=1

µi · E[(a>i z)2 · (b>z)2]
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≥
d∑
i=1

µi · ((a>i b)2 + β)

= b>Ab + β · tr(A),

which implies that E[zz>Azz>] � A + β · tr(A) · I for every PSD matrix A. Finally, applying x = H
1
2 z we obtain

E[xx>Axx>] = H
1
2E[zz>H

1
2 AH

1
2 zz>]H

1
2

� H
1
2

(
H

1
2 AH

1
2 + β tr(H

1
2 AH

1
2 )I
)
H

1
2

= HAH + β tr(AH)H,

which proves Assumption 3.2B.

B. Preliminaries
For two matrices A ∈ Rd×d and B ∈ Rd×d, their tensor product is defined by

A⊗B :=

a11B . . . a1nB
...

. . .
...

an1B . . . annB

 ∈ Rd
2×d2 ,

where aij is the entry of A in the i-th row and j-th column. We can also understand A⊗B as a linear matrix operator, in
which case we write

(A⊗B) ◦C := (A⊗B) · vector(C),

where C ∈ Rd×d is a matrix and vector(C) ∈ Rd2 converts C into a vector in the canonical manner.

Operators. We first summarize the linear operators (on symmetric matrices) to be used in the proof:

I := I⊗ I, M := E[(xx>)⊗ (xx>)], M̃ = H⊗H,

Tt := H⊗ I + I⊗H− γtM, T̃t = H⊗ I + I⊗H− γtH⊗H.

With a slight abuse of notations, we write Tt (resp. T̃t) as T (resp. T̃ ) when the corresponding stepsize γt in its definition is
written as γ. We use the notation O ◦A to denotes the operator O acting on a symmetric matrix A. One can verify the
following rules for these operators acting on a symmetric matrix A (Zou et al., 2021b):

I ◦A = A, M◦A = E[(x>Ax)xx>], M̃ ◦A = HAH,

(I − γT ) ◦A = E[(I− γxx>)A(I− γxx>)], (I − γT̃ ) ◦A = (I− γH)A(I− γH).
(14)

For the linear operators we have the following technical lemma from Zou et al. (2021b).

Lemma B.1 (Lemma B.1, Zou et al. (2021b)). An operator O defined on symmetric matrices is called PSD mapping, if
A � 0 implies O ◦A � 0. Then we have

1. M and M̃ are both PSD mappings.

2. I − γT and I − γT̃ are both PSD mappings.

3. M−M̃ and T̃ − T are both PSD mappings.

4. If 0 < γ < 1/λ1, then T̃ −1 exists, and is a PSD mapping.

5. If 0 < γ < 1/(α tr(H)), then T −1 ◦A exists for PSD matrix A, and T −1 is a PSD mapping.

Proof. See proof of Lemma B.1 in Zou et al. (2021b).
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We then prove the bias-variance decomposition.

Lemma B.2 (Bias-variance decomposition). Suppose Assumptions 3.1 and 3.3 hold. Then the excess risk could be
decomposed as

E[L(wN )− L(w∗)] ≤
〈
H,BN

〉
+
〈
H,CN

〉
.

Proof. The proof has appeared in prior works (Jain et al., 2017b; Ge et al., 2019). For completeness, we provide a simplified
(but not fully rigorous) proof here. Consider the centered SGD iterates ηt := wt −w∗, where wt is given by (2), then the
centered iterates are updated by

ηt = (I− γtxtx>t )ηt−1 + γtξtxt, t = 1, 2, . . . , N,

where ξt := yt − 〈w∗ − xt〉 is the additive noise. With a slight abuse of probability spaces, one can view the centered SGD
iterates as the sum of two random processes,

ηt = ηbias
t + ηvariance

t , t = 1, 2, . . . , N, (15)

where {
ηbias
t = (I− γtxtx>t )ηbias

t−1 ;

ηbias
0 = w0 −w∗,

{
ηvariance
t = (I− γtxtx>t )ηvariance

t−1 + γtξtxt;

ηvariance
0 = 0.

Then one can verify that E[ηvariance
t ] = 0, and moreover,

Bt = E[ηbias
t ⊗ ηbias

t ], Ct = E[ηvariance
t ⊗ ηvariance

t ],

where Bt and Ct are defined in (5) and 6. Finally, the lemma is proved by

E[L(wN )− L(w∗)] =
1

2
〈H,E[ηN ⊗ ηN ]〉

=
1

2

〈
H,E[(ηbias

N + ηvariance
N )⊗ (ηbias

N + ηvariance
N )]

〉
≤
〈
H,E[ηbias

N ⊗ ηbias
N ]

〉
+
〈
H,E[ηvariance

N ⊗ ηvariance
N ]

〉
=
〈
H,BN

〉
+
〈
H,CN

〉
,

where the inequality is because: for two vectors u and v, (u + v)(u + v)> � 2(uu> + vv>).

Lemma B.3 (Bias-variance decomposition, lower bound). Suppose Assumptions 3.1 and 3.3’ hold. Then the excess risk
could be decomposed as

E[L(wN )− L(w∗)] =
1

2

〈
H,E[ηN ⊗ ηN ]

〉
=

1

2

〈
H,BN

〉
+

1

2

〈
H,CN

〉
.

Proof. The first equality is clear from definitions. The second equality is due to (15) and the following fact (by Assumption
3.3’): E[ηvariance

t |ηbias
t ] = 0.

C. Proof of Upper Bound
C.1. Variance Upper Bound

In this part we replace Assumption 3.2B with the following relaxed Assumption 3.2’. It is clear that Assumption 3.2B
implies Assumption 3.2’ with R2 = α tr(H).

Assumption 3.2’ (Fourth moment condition, relaxed version). There exists a constantR > 0 such that E[xx>xx>] � R2H.

The following lemma is from Ge et al. (2019).

Lemma C.1 (Lemma 5 in Ge et al. (2019)). Suppose Assumptions 3.1, 3.2’ and 3.3 hold. Consider (6). Suppose γ0 < 1/R2.
Then for every t we have

Ct ≤
γ0σ

2

1− γ0R2
I.
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Proof. The original proof has appeared in Ge et al. (2019) and Jain et al. (2017a). We present a proof here for completeness.
We proceed with induction. For t = 0 we have C0 = 0 � γ0σ

2

1−γ0R2 I. We then assume that Ct−1 � γ0σ
2

1−γ0R2 I, and exam Ct

based on (6):

Ct = (I − γtTt) ◦Ct−1 + γ2tΣ

= (I − γtH⊗ I− γtI⊗H) ◦Ct−1 + γ2tM◦Ct−1 + γ2tΣ

� γ0σ
2

1− γ0R2
· (I− 2γtH) + γ2t ·

γ0σ
2

1− γ0R2
·R2H + γ2t σ

2H

=
γ0σ

2

1− γ0R2
· I− (2γtγ0 − γ2t ) · σ2

1− γ0R2
H

� γ0σ
2

1− γ0R2
· I.

This completes the induction.

Theorem C.2 (A variance bound). Suppose Assumptions 3.1, 3.2’ and 3.3 hold. Consider (6). LetK = (N−s)/ log(N−s).
Suppose s ≥ 0, K ≥ 1 and γ0 < 1/R2. We have

〈H,CN 〉 ≤
8σ2

1− γ0R2

(
k∗

K
+ γ0

∑
k∗<i≤k†

λi + γ20(s+K)
∑
i>k†

λ2i

)
,

where k∗ and k† can be arbitrary.

Proof. From (6) we have

Ct � (I − γtT̃t) ◦Ct−1 + γ2tM◦Ct−1 + γ2t σ
2H

� (I − γtT̃t) ◦Ct−1 + γ2t ·
γ0σ

2

1− γ0R2
·R2H + γ2t σ

2H (use Lemma C.1)

= (I − γtT̃t) ◦Ct−1 +
γ2t σ

2

1− γ0R2
H.

Solving the recursion yields

CN �
σ2

1− γ0R2

N∑
t=1

γ2t

N∏
i=t+1

(I − γiT̃i) ◦H

=
σ2

1− γ0R2

N∑
t=1

γ2t

N∏
i=t+1

(I− γiH)2H

� σ2

1− γ0R2

N∑
t=1

γ2t

N∏
i=t+1

(I− γiH)H︸ ︷︷ ︸
(∗)

. (16)

Now recalling (3), we have

(∗) = γ20

s+K∑
i=1

(
I− γ0H

)s+K−i L−1∏
j=1

(
I− γ0

2j
H
)K

H

+

L−1∑
`=1

(γ0
2`

)2 K∑
i=1

(
I− γ0

2`
H
)K−i L−1∏

j=`+1

(
I− γ0

2j
H
)K

H

= γ0

(
I−

(
I− γ0H

)s+K) L−1∏
j=1

(
I− γ0

2j
H
)K
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+

L−1∑
`=1

γ0
2`

(
I−

(
I− γ0

2`
H
)K) L−1∏

j=`+1

(
I− γ0

2j
H
)K

, (17)

where we understand
∏L−1
j=L(·) = 1. Define a scalar function

f(x) := x ·
(

1−
(
1− x

)s+K) · L−1∏
j=1

(
1− x

2j
)K

+

L−1∑
`=1

x

2`
·
(

1−
(
1− x

2`
)K) · L−1∏

j=`+1

(
1− x

2j
)K
,

then applying f(·) to γ0H in each diagonal entry, and using Lemma C.3, we have

f(γ0H) � 8

K
I0:k∗ + 2γ0Hk∗:k† + 2γ20(s+K)H2

k†:∞,

for arbitrary k∗ and k†. Now using (16) and (17), we obtain

CN �
σ2

1− γ0R2
· f(γ0H) ·H−1 � 8σ2

1− γ0R2

(
1

K
H−10:k∗ + γ0Ik∗:k† + γ20(s+K)Hk∗:∞

)
,

and consequently,

〈H,CN 〉 ≤
8σ2

1− γ0R2

k∗
K

+ γ0
∑

k∗<i≤k†
λi + γ20(s+K)

∑
i>k†

λ2i

 ,

where k∗ and k† can be arbitrary.

Lemma C.3. Suppose s ≥ 0,K ≥ 1 and x ∈ (0, 1]. For the scalar function

f(x) := x ·
(

1−
(
1− x

)s+K) · L−1∏
j=1

(
1− x

2j
)K

+

L−1∑
`=1

x

2`
·
(

1−
(
1− x

2`
)K) · L−1∏

j=`+1

(
1− x

2j
)K
,

we have

f(x) ≤ min

{
2(s+K)x2, 2x,

8

K

}
.

Proof. We show each upper bound separately.

• For x ∈ (0, 1], we have (1− x)s+K ≥ 1− (s+K)x and (1− x)K ≥ 1−Kx, which lead to

f(x) ≤ x · (s+K)x · 1 +

L−1∑
`=1

x

2`
· Kx

2`
· 1 ≤ 2(s+K)x2.

• Clearly, for x ∈ (0, 1] we have: f(x) ≤ x · 1 · 1 +
∑L−1
`=1

x
2`
· 1 · 1 ≤ 2x.

• For x ∈ (0, 2/K), by the previous bound we have f(x) ≤ 2x ≤ 4/K.

As for x ∈ [2/K, 1], there is an
`∗ := blog(Kx)c − 1 ∈ [0, L− 1),

such that
2`
∗+1/K ≤ x < 2`

∗+2/K.

by which and the definition of f(x) we obtain:

f(x) ≤ x · 1 ·
L−1∏
j=1

(
1− x

2j
)K

+

L−1∑
`=1

x

2`
· 1 ·

L−1∏
j=`+1

(
1− x

2j
)K



Last Iterate Risk Bounds of SGD with Decaying Stepsize for Overparameterized Linear Regression

=

`∗∑
`=0

x

2`
·
L−1∏
j=`+1

(
1− x

2j
)K

+

L−1∑
`=`∗+1

x

2`
·
L−1∏
j=`+1

(
1− x

2j
)K

≤
`∗∑
`=0

x

2`
·
(
1− x

2`+1

)K
+

L−1∑
`=`∗+1

x

2`
· 1

≤
`∗∑
`=0

2`
∗−`+2

K
·
(

1− 2`
∗−`

K

)K
+

L−1∑
`=`∗+1

2`
∗−`+2

K
· 1

≤ 4

K
·
`∗∑
`=0

2`
∗−` · e−2`

∗−`

+
4

K

≤ 4

K
· 1 +

4

K
=

8

K
.

In sum we have f(x) ≤ 8/K holds for every x ∈ (0, 1].

C.2. Preparation: Bias Upper Bound in a Single Phase

In this section we consider running bias iterates with constant stepsize γ for n steps. We note this process corresponds to
SGD in one phase with constant stepsize. For simplicity we denote the initial bias iterate as B0. Then the bias iterates are
updated according to

Bt = (I − γT ) ◦Bt−1, t = 1, 2, . . . , n. (18)

For simplicity, let us define

Ĥt :=
1

γt
I0:k∗ + Hk∗:∞, t ≥ 1, (19)

where k∗ ≥ 0 could be any integer.

From (18) we have

Bt � (I − γT̃ ) ◦Bt−1 + γ2M◦Bt−1

� (I − γT̃ )t ◦B0 + γ2
t−1∑
i=0

(I − γT̃ )t−1−i ◦M ◦Bi

� (I − γT̃ )t ◦B0 + αγ2
t−1∑
i=0

(I − γT̃ )t−1−i ◦H · 〈H,Bi〉

= (I − γT̃ )t ◦B0 + αγ2
t−1∑
i=0

(I− γH)2(t−1−i)H · 〈H,Bi〉 , (20)

where the inequality also holds for t = 0 with the understanding that
∑−1
i=0 · = 0.

The following lemma provides a crude upper bound on 〈H,Bn〉.
Lemma C.4. Suppose Assumptions 3.1 and 3.2 hold. Consider (18). Suppose n ≥ 1 and γ < 1/(2α tr(H) log n). We have

〈H,Bn〉 ≤
2

1− 2αγ tr(H) log n
·
〈

1

γn
I0:k∗ + Hk∗:∞,B0

〉
,

where k∗ can be arbitrary.

Proof. Notice (1− x)t ≤ 1/((t+ 1)x) for x ∈ (0, 1), then (I− γH)2tH � 1
γ(t+1)I. Inserting this into (20) and setting

t = n, we obtain

Bt � (I − γT̃ )t ◦B0 + αγ

t−1∑
i=0

〈H,Bt〉
t− i · I, t ≥ 1, (21)
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and thus

〈H,Bt〉 ≤
〈

(I − γT̃ )t ◦H,B0

〉
+ αγ tr(H)

t−1∑
i=0

〈H,Bt〉
t− i

=
〈
(I− γH)2tH,B0

〉
+ αγ tr(H)

t−1∑
i=0

〈H,Bt〉
t− i , n ≥ 1. (22)

Recursively applying (22) to each 〈H,Bt〉, we obtain

n−1∑
t=0

〈H,Bt〉
n− t ≤

〈n−1∑
t=0

(I− γH)2tH

n− t ,B0

〉
+ αγ tr(H)

n−1∑
t=0

t−1∑
i=0

〈H,Bi〉
(n− t)(t− i)

=

〈n−1∑
t=0

(I− γH)2tH

n− t ,B0

〉
+ αγ tr(H)

n−2∑
i=0

〈H,Bi〉
n− i

n−1∑
t=i+1

(
1

n− t +
1

t− i

)

≤
〈n−1∑
t=0

(I− γH)2tH

n− t ,B0

〉
+ 2αγ tr(H) log n ·

n−1∑
i=0

〈H,Bi〉
n− i ,

which implies that for γ < 1/(2α tr(H) log n), we have

n−1∑
t=0

〈H,Bt〉
n− t ≤

1

1− 2αγ tr(H) log n
·
〈n−1∑
t=0

(I− γH)2tH

n− t︸ ︷︷ ︸
(∗)

, B0

〉
. (23)

We would like to acknowledge Varre et al. (2021), from where we learn the trick to reach (23). Furthermore, we can bound
(∗) as follows:

(∗) =

n/2−1∑
t=0

(I− γH)2tH

n− t +

n−1∑
t=n/2

(I− γH)2tH

n− t

≤ 2

n

n/2−1∑
t=0

(I− γH)2tH + (I− γH)nH

n−1∑
t=n/2

1

n− t

≤ 2 · I− (I− γH)n

γn
+ log n · (I− γH)nH

≤ 2 log n ·
(

I− (I− γH)n

γn
+ (I− γH)nH

)
. (24)

Finally, inserting (23) and (24) into (22), we obtain

〈H,Bn〉 ≤
〈
(I− γH)2nH,B0

〉
+

2αγ tr(H) log n

1− 2αγ tr(H) log n

〈
I− (I− γH)n

γn
+ (I− γH)nH,B0

〉
≤ 1

1− 2αγ tr(H) log n
·
〈

I− (I− γH)n

γn
+ (I− γH)nH,B0

〉
≤ 2

1− 2αγ tr(H) log n
·
〈

1

γn
I0:k∗ + Hk∗:∞,B0

〉
,

where the last inequality is because

I− (I− γH)n

γn
� 1

γn
I0:k∗ + Hk∗:∞, (I− γH)nH � 1

γn
I0:k∗ + Hk∗:∞. (25)
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The following lemma provides an upper bound for Bn.

Lemma C.5. Suppose Assumptions 3.1 and 3.2 hold. Consider (18). Suppose n ≥ 2 and γ < 1/(2α tr(H) log n). We have

Bn � (I− γH)n ·B0 · (I− γH)n +
3αγ2n log n

1− 2αγ tr(H) log n
·
〈
Ĥn,B0

〉
· Ĥn.

Proof. We bring Lemma C.4 into (20) to obtain

Bn � (I − γT̃ )n ◦B0 + αγ2(I− γH)2(n−1)H · 〈H,B0〉

+ αγ2
n−1∑
t=1

(I− γH)2(n−1−t)H · 〈H,Bt〉

� (I − γT̃ )n ◦B0 + αγ2 (I− γH)2(n−1)H · 〈H,B0〉︸ ︷︷ ︸
(∗)

+
2αγ2

1− 2αγ tr(H) log n
·
n−1∑
t=1

(I− γH)2(n−1−t)H ·
〈
Ĥt,B0

〉
︸ ︷︷ ︸

(∗∗)

, (26)

where
Ĥt :=

1

γt
I0:k∗ + Hk∗:∞, t ≥ 1.

For term (∗∗), we bound it by

(∗∗) =

n/2−1∑
t=1

(I− γH)2(n−1−t)H ·
〈
Ĥt,B0

〉
+

n−1∑
t=n/2

(I− γH)2(n−1−t)H ·
〈
Ĥt,B0

〉

�
n/2−1∑
t=1

(I− γH)nH ·
〈
Ĥt,B0

〉
+

n−1∑
t=n/2

(I− γH)n−1−tH ·
〈
Ĥn/2,B0

〉

= (I− γH)nH ·
〈n/2−1∑

t=1

Ĥt,B0

〉
+

I− (I− γH)n/2

γ
·
〈
Ĥn/2,B0

〉
� (I− γH)nH ·

〈
n(log n− 1) · Ĥn,B0

〉
+ 2 · I− (I− γH)n

γ
·
〈
Ĥn,B0

〉
� n(log n− 1) · Ĥn ·

〈
Ĥn,B0

〉
+ 2 · Ĥn ·

〈
Ĥn,B0

〉
(use (25))

= (n log n− n+ 2) ·
〈
Ĥn,B0

〉
· Ĥn.

In order to bound (∗), notice that for n ≥ 2,

(I− γH)2(n−1)H � 1

2γ(n− 1)
I0:k∗ + Hk∗:∞ � Ĥn,

then we have

(∗) � Ĥn · 〈H,B0〉 � n · Ĥn ·
〈
Ĥn,B0

〉
,

where the last inequality is because γ < 1/ tr(H) implies λ1, . . . , λk∗ < 1/γ for every k∗.

Finally, bring the bounds on (∗) and (∗∗) into (26), we obtain

Bn � (I − γT̃ )n ◦B0 + αγ2 · n · Ĥn ·
〈
Ĥn,B0

〉
+

2αγ2

1− 2αγ tr(H) log n
· (n log n− n+ 2) ·

〈
Ĥn,B0

〉
· Ĥn
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� (I − γT̃ )n ◦B0 +
3αγ2n log n

1− 2αγ tr(H) log n
·
〈
Ĥn,B0

〉
· Ĥn.

Applying the definition of T̃ completes the proof.

C.3. Bias Upper Bound

Let us denote the bias iterate at the end of each stepsize-decaying phase by

B(`) :=

{
B0, ` = 0;

Bs+K∗`, ` = 1, 2, . . . , L.
(27)

According to (3) and the above definition, we can interpret the SGD iterates (5) as follows: in phase ` = 1, SGD is initialized
from B0 and runs for s + K steps with constant stepsize γ(1) := γ, and output B(1); in phase ` ≥ 2, SGD is initialized
from B(`−1) and runs for K steps with constant stepsize

γ(`−1) :=
γ0

2`−1
,

and output B(`); the final output is B(L) = BN .

We now build an upper bound for bias error based on results obtained in Section C.2.

Lemma C.6. Suppose Assumptions 3.1 and 3.2 hold. Consider (27) and (5). Suppose γ0 < 1/(3α tr(H) log(s+K)). We
have

for ` = 1,
〈
H,B(1)

〉
≤ 6 ·

〈 1

γ0(s+K)
I0:k∗ + Hk∗:∞, B0

〉
;

for ` ≥ 2,
〈
H,B(`)

〉
≤ 6 ·

〈 1

γ(`−1)K
I0:k∗ + Hk∗:∞, B(`−1)

〉
,

where k∗ can be arbitrary.

Proof. For
〈
H,B(1)

〉
, we apply Lemma C.4 with γ → γ0 and n→ s+K, and use the condition that αγ tr(H) log(s+K) ≤

1/3.

For
〈
H,B(`)

〉
with ` ≥ 2, we apply Lemma C.4 with γ → γ(`−1), n→ K and B0 → B(`−1), and use the condition that

αγ tr(H) log(K) ≤ 1/3.

Lemma C.7. Suppose Assumptions 3.1 and 3.2 hold. Consider (27) and (5). Suppose γ0 < 1/(3α tr(H) log(s+K)). We
have

for ` = 1, B(1) � (I− γ0H)s+K ·B0 · (I− γ0H)s+K +

9αγ20(s+K) log(s+K) ·
〈 1

γ0(s+K)
I0:k∗ + Hk∗:∞, B0

〉
·
( 1

γ0(s+K)
I0:k† + Hk†:∞

)
,

for ` ≥ 2, B(`) � (I− γ(`−1)H)K ·B(`−1) · (I− γ(`−1)H)K +

5α(γ(`−1))2K logK ·
〈 1

γ(`−1)K
I0:k∗ + Hk∗:∞, B(`−1)

〉
·
( 1

γ(`−1)K
I0:k† + Hk†:∞

)
,

where k∗ and k† can be arbitrary.

Proof. For B(1), we apply Lemma C.5 with γ → γ0 and n→ s+K, and use the condition that αγ0 tr(H) log(s+K) ≤ 1/3.

For B(`) with ` ≥ 2, we apply Lemma C.5 with γ → γ(`−1), n → K and B0 → B(`−1), and use the condition that
αγ(`−1) tr(H) log(K) ≤ αγ0 tr(H) log(s+K)/2 ≤ 1/6.
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Lemma C.8. Suppose Assumptions 3.1 and 3.2 hold. Consider (27) and (5). Suppose γ0 < 1/(3α tr(H) log(s+K)). We
have 〈

H,BN

〉
=
〈
H,B(L)

〉
≤ e ·

〈
H,B(2)

〉
.

Proof. Let ` ≥ 2. In Lemma C.7 choosing k∗ = 0 and k† =∞ we obtain

B(`) � (I− γ(`−1)H)K ·B(`−1) · (I− γ(`−1)H)K + 5αγ(`−1) logK ·
〈
H,B(`−1)〉 · I

� B(`−1) + 5αγ(`−1) logK ·
〈
H,B(`−1)〉 · I,

which implies that 〈
H,B(`)

〉
≤
(
1 + 5αγ(`−1) tr(H) logK

)
·
〈
H,B(`−1)〉.

The above inequality provides us with a recursion about the bias iterates that would not blow up:

〈
H,B(L)

〉
≤

L∏
`=3

(
1 + 5αγ(`−1) tr(H) logK

)
·
〈
H,B(2)

〉
≤ e

∑L
`=3 5αγ(`−1) tr(H) logK ·

〈
H,B(2)

〉
≤ e ·

〈
H,B(2)

〉
,

where the last inequality is because
∑L
`=3 γ

(`−1) ≤ γ0/2 and αγ0 tr(H) logK < 1/3.

Lemma C.9. Suppose Assumptions 3.1 and 3.2 hold. Consider (27) and (5). Suppose γ0 < 1/(3α tr(H) log(s+K)). We
have 〈

H,B(2)
〉
≤ 12 ·

〈 1

γ0K
I0:k∗ + Hk∗:∞, (I− γH)2(s+K)B0

〉
+

108α log(s+K) ·
〈 1

γ0(s+K)
I0:k† + Hk†:∞,B0

〉
·
(k∗
K

+ γ0
∑

k∗≤i<k†
λi + γ20(s+K)

∑
i>k†

λ2i

)
,

where k∗ and k† can be arbitrary.

Proof. According to Lemma C.6, we have〈
H,B(2)

〉
≤ 6 ·

〈 1

γ(1)K
I0:k∗ + Hk∗:∞,B

(1)
〉
≤ 12 ·

〈 1

γ0K
I0:k∗ + Hk∗:∞,B

(1)
〉
.

On the other hand, in Lemma C.7 choosing k∗ = k†, we have

B(1) ≤ (I− γ0H)s+K ·B0 · (I− γ0H)s+K +

9αγ20(s+K) log(s+K) ·
〈 1

γ0(s+K)
I0:k† + Hk†:∞,B0

〉
·
( 1

γ0(s+K)
I0:k† + Hk†:∞

)
.

Combining these two inequalities yields:〈
H,B(2)

〉
≤ 12 ·

〈 1

γ0K
I0:k∗ + Hk∗:∞, (I− γ0H)2(s+K)B0

〉
+

108αγ20(s+K) log(s+K) ·
〈 1

γ0(s+K)
I0:k† + Hk†:∞,B0

〉
×〈 1

γ0K
I0:k∗ + Hk∗:∞,

1

γ0(s+K)
I0:k† + Hk†:∞

〉
︸ ︷︷ ︸

(∗)

.

The proof is completed by noting that

(∗) ≤ k∗

γ20K(s+K)
+

1

γ0(s+K)

∑
k∗<i≤k†

λi +
∑
i>k†

λ2i .

where k† ≥ k∗ and k∗ and k† are otherwise arbitrary.
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Theorem C.10 (A bias upper bound). Suppose Assumptions 3.1 and 3.2 hold. Consider (5). Suppose γ0 <
1/(3α tr(H) log(s+K)). We have

〈H,BN 〉 ≤ 12e ·
〈 1

γ0K
I0:k∗ + Hk∗:∞, (I− γ0H)2(s+K)B0

〉
+

108eα log(s+K) ·
〈 1

γ0(s+K)
I0:k† + Hk†:∞,B0

〉
·
(k∗
K

+ γ0
∑

k∗≤i<k†
λi + γ20(s+K)

∑
i>k†

λ2i

)
,

where k∗ and k† can be arbitrary.

Proof. This is by Lemmas C.8 and C.9.

C.4. Proof of Theorem 4.1

Proof of Theorem 4.1. This is by combining Lemma B.2, Theorems C.2 and C.10, and set R2 = α tr(H).

C.5. Proof of Corollary 1

Proof of Corollary 1. For all these examples one can verify that tr(H) h 1. Therefore γ0 h 1/ logN .

According to the optimal choice of k∗ and k†, we can verify that∥∥(I− γ0H)s+K(w0 −w∗)
∥∥2
I0:k∗

γ0K
+
∥∥(I− γ0H)s+K(w0 −w∗)

∥∥2
Hk∗:∞

.

∥∥(w0 −w∗)
∥∥2
2

γ0K
.

log2N

N
,

and that

log(s+K) ·
(‖w0 −w∗‖2I

0:k†

γ0(s+K)
+ ‖w0 −w∗‖2H

k†:∞

)
. logN ·

∥∥(w0 −w∗)
∥∥2
2

γ0(s+K)
.

log2N

N
,

therefore in Theorem 4.1 we have

ExcessRisk ≤ BiasError + VarianceError

.
log2N

N
+

log2N

N
· (∗) + (∗)

. max
{ log2N

N
, (∗)

}
,

where

(∗) =
k∗

K
+ γ0

∑
k∗<i≤k†

λi + γ20(s+K)
∑
i>k†

λ2i

h
k∗ logN

N
+

1

logN
·
∑

k∗<i≤k†
λi +

N

log2N
·
∑
i>k†

λ2i .

We next exam the order of log2N/N vs. (∗).

1. By definitions we have

k∗ h
(

N

log2N

) 1
1+r

, k† h
(

N

logN

) 1
1+r

,

therefore we have

(∗) h
(

N

log2N

) 1
1+r

· logN

N
+

1

logN
·
(

N

log2N

) −r
1+r

+
N

log2N
·
(

N

logN

)−1−2r
1+r

h (logN)
r−1
1+r ·N −r

1+r + (logN)
−1
1+r ·N −r

1+r h (logN)
r−1
1+r ·N −r

1+r .

This implies that ExcessRisk . (logN)
r−1
1+r ·N −r

1+r .
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2. By definitions we have
k∗ h N · (logN)−2−r, k† h N · (logN)−1−r,

therefore we have

(∗) h (logN)−1−r +
1

logN
· (log k∗)1−r +

N

log2N
·
(
(k†)−1 · (log k†)−2r

)
h (logN)−1−r + (logN)−r + (logN)−1−r h (logN)−r.

This implies that ExcessRisk . (logN)−r.

3. By definitions we have
k∗ h logN, k† h logN,

therefore we have

(∗) h log2N

N
+

1

logN
· 2−k∗ +

N

log2N
· 2−2k† h log2N

N
.

This implies that ExcessRisk . log2N/N.

D. Proof of Lower Bound
D.1. Variance Lower Bound

Theorem D.1 (A variance lower bound). Suppose Assumptions 3.1 and 3.3’ hold. Consider (6). LetK = (N−s)/ log(N−
s). Suppose s ≥ 0, K ≥ 10 and γ0 < 1/λ1. We have

〈H,CN 〉 ≥
σ2

400

k∗
K

+ γ0
∑

k∗<i≤k†
λi + γ20(s+K)

∑
i>k†

λ2i

 ,

where k∗ := max {k : λk ≥ 1/(γ0K)} and k† := max {k : λk ≥ 1/(γ0(s+K))}.

Proof. Notice that

Ct = (I − γtT̃t) ◦Ct−1 + γ2t (M−M̃) ◦Ct−1 + γ2t σ
2H

� (I − γtT̃t) ◦Ct−1 + γ2t σ
2H.

Solving the recursion we obtain

CN � σ2
N∑
t=1

γ2t

N∏
i=t+1

(I − γiT̃i) ◦H

= σ2
N∑
t=1

γ2t

N∏
i=t+1

(I− γiH)2H

� σ2
N∑
t=1

γ2t

N∏
i=t+1

(I− 2γiH)H︸ ︷︷ ︸
(∗)

. (28)

Now recalling (3), we have

(∗) = γ20

s+K∑
i=1

(
I− 2γ0H

)s+K−i L−1∏
j=1

(
I− γ0

2j−1
H
)K

H
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+

L−1∑
`=1

(γ0
2`

)2 K∑
i=1

(
I− γ0

2`−1
H
)K−i L−1∏

j=`+1

(
I− γ0

2j−1
H
)K

H

=
γ0
2

(
I−

(
I− 2γ0H

)s+K)( L−1∏
j=1

(
I− γ0

2j−1
H
))K

+

L−1∑
`=1

γ0
2`+1

(
I−

(
I− γ0

2`−1
H
)K)( L−1∏

j=`+1

(
I− γ0

2j−1
H
))K

≥ γ0
2

(
I−

(
I− 2γ0H

)s+K)(
I− 2γ0H

)K
+

L−1∑
`=1

γ0
2`+1

(
I−

(
I− γ0

2`−1
H
)K)(

I− γ0
2`−1

H
)K

, (29)

where we understand
∏L−1
j=L(·) = 1, and the last inequality is because for every ` ≥ 0,

L−1∏
j=`+1

(
I− γ0

2j−1
H
)
≥ I−

L−1∑
j=`+1

γ0
2j−1

H ≥ I− γ0
2`−1

H,

where we understand
∑L−1
j=L(·) = 0. Define a scalar function

f(x) :=
x

2
·
(

1−
(
1− 2x

)s+K) · (1− 2x
)K

+

L−1∑
`=1

x

2`+1
·
(

1−
(
1− x

2`−1
)K) · (1− x

2`−1
)K
,

and apply it to γ0H entry-wisely, then according to Lemma D.2, we have

f(γ0H) � 1

400K
I0:k∗ +

γ0
40

Hk∗:k† +
γ20(s+K)

40
H2
k†:∞,

where k∗ := max {k : λk ≥ 1/(γ0K)} and k† := max {k : λk ≥ 1/(γ0(s+K))}. Now using (28) and (29) we obtain

CN � σ2 · f(γ0H) ·H−1 � σ2

400

(
1

K
H−10:k∗ + γ0Ik∗:k† + γ20(s+K)Hk†:∞

)
,

and as a consequence,

〈H,CN 〉 ≥
σ2

400

k∗
K

+ γ0
∑

k∗<i≤k†
λi + γ20(s+K)

∑
i>k†

λ2i

 ,

where k∗ := max {k : λk ≥ 1/(γ0K)} and k† := max {k : λk ≥ 1/(γ0(s+K))}.

Lemma D.2. Suppose s ≥ 0, K ≥ 10 and x ∈ (0, 1]. For the scalar function

f(x) :=
x

2
·
(

1−
(
1− 2x

)s+K) · (1− 2x
)K

+

L−1∑
`=1

x

2`+1
·
(

1−
(
1− x

2`−1
)K) · (1− x

2`−1
)K
,

we have

f(x) ≥


(s+K)x2/40, 0 < x < 1/(s+K);

x/40, 1/(s+K) ≤ x < 1/K;

1/(400K), 1/K ≤ x ≤ 1.

Proof. We prove each part of the lower bound separately.
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• For x ∈ (0, 1/(s + K)) and K ≥ 10, we have (1 − 2x)s+K ≤ (1 − x)s+K ≤ 1 − (s + K)x/2 and (1 − 2x)K ≥
(1− 2/(s+K))K ≥ (1− 2/K)K ≥ (1− 2/10)10 ≥ 1

10 , which yield

f(x) ≥ x

2
· (s+K)x

2
· 1

10
=

(s+K)x2

40
.

• For x ∈ [1/(s + K), 1/K) and K ≥ 10, we have (1 − 2x)s+K ≤ (1 − 2/(s + K))s+K ≤ 1/e2 and (1 − 2x)K ≥
(1− 2/K)K ≥ (1− 2/10)10 ≥ 1

10 , which yield

f(x) ≥ x

2
·
(
1− 1

e2
)
· 1

10
≥ x

40
.

• For x ∈ [1/K, 1], there is an `∗ := blog(Kx)c ∈ [0, L), such that 2`
∗
/K ≤ x < 2`

∗+1/K, which yields

f(x) ≥
L−1∑
`=0

x

2`+1
·
(

1−
(
1− x

2`−1
)K) · (1− x

2`−1
)K

(since s+K ≥ K)

≥ x

2`∗+1
·
(

1−
(
1− x

2`∗−1
)K) · (1− x

2`∗−1
)K

≥ 1

2K
·
(

1−
(
1− 2

K

)K) · (1− 4

K

)K
≥ 1

2K
·
(

1− 1

e2

)
·
(

1− 4

10

)10
≥ 1

400K
. (since K ≥ 10)

D.2. Bias Lower Bound

We now build a lower bound for the bias error.

Theorem D.3. Suppose Assumptions 3.1, 3.2 and 3.3’ hold. Consider (5). Let K = (N − s)/ log(N − s). Suppose s ≥ 0,
K ≥ 10 and γ0 < 1/λ1. We have

〈H,BN 〉 ≥
〈
H, (I− γ0H)2(s+2K)B0

〉
+

β

1200
· 〈Hk†:∞,B0〉 ·

k∗
K

+ γ0
∑

k∗<i≤k†
+γ20(s+K)

∑
i>k†

λ2i

 ,

where k∗ := max {k : λk ≥ 1/(γ0K)} and k† := max {k : λk ≥ 1/(γ0(s+K))}.

Proof. Starting from (5), we have

Bn = (I − γnT̃n) ◦Bn−1 + γ2n(M−M̃) ◦Bn−1

� (I − γnT̃n) ◦Bn−1 + βγ2n ·H · 〈H,Bn−1〉 (30)

� (I − γnT̃n) ◦Bn−1,

recursively solving this, we obtain a crude lower bound on Bn:

Bn �
n∏
t=1

(I − γtT̃t) ◦B0 �
N∏
t=1

(I − γtT̃t) ◦B0, for n = 1, . . . , N.

This gives us a crude lower bound on 〈H,Bn〉 for n = 1, . . . , N :

〈H,Bn〉 ≥
〈 N∏
t=1

(I − γtT̃t) ◦H, B0

〉
=
〈 N∏
t=1

(I− γtH)2H, B0

〉
.
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Bring this into (30), we have

Bn � (I − γnT̃n) ◦Bn−1 + βγ2n ·H ·
〈 N∏
t=1

(I− γtH)2H, B0

〉
, for n = 1, . . . , N,

recursively solving which yields:

BN �
n∏
t=1

(I − γtT̃t) ◦B0 + β
〈 N∏
t=1

(I− γtH)2H, B0

〉
·
N∑
t=1

γ2t

N∏
i=t+1

(I − γiT̃i) ◦H︸ ︷︷ ︸
(∗)

. (31)

Noting that here the term (∗) in (31) is exactly the term (∗) appeared in (28) in Theorem D.1, therefore by repeating the
analysis in Theorem D.1 we know that

(∗) � 1

400

(
1

K
H−10:k∗ + γ0Ik∗:k† + γ20(s+K)Hk†:∞

)
,

where k∗ := max {k : λk ≥ 1/(γ0K)} and k† := max {k : λk ≥ 1/(γ0(s+K))}. As a consequence we have

〈H, (∗)〉 ≥ 1

400

k∗
K

+ γ0
∑

k∗<i≤k†
+γ20(s+K)

∑
i>k†

λ2i

 . (32)

Back to (31), taking inner product with H yields

〈H,BN 〉 ≥
〈 N∏
t=1

(I − γtT̃t) ◦H, B0

〉
+ β ·

〈 N∏
t=1

(I− γtH)2H, B0

〉
· 〈H, (∗)〉

=
〈 N∏
t=1

(I− γtH)2H︸ ︷︷ ︸
(∗∗)

, B0

〉
+ β ·

〈 N∏
t=1

(I− γtH)2H︸ ︷︷ ︸
(∗∗)

, B0

〉
· 〈H, (∗)〉 . (33)

We next bound (∗∗). Recall (3), we have

(∗∗) = (I− γ0H)2(s+K) ·
L−1∏
`=1

(
I− γ0

2`
H
)2K ·H

� (I− γ0H)2(s+K) ·
(
I−

L−1∑
`=1

γ0
2`

H
)2K ·H

� (I− γ0H)2(s+K) ·
(
I− γ0H

)2K ·H
= (I− γ0H)2(s+2K)H, (34)

Noticing that for K ≥ 10 and x ∈ (0, 1/(s+K)),

(1− x)2(s+2K) ≥ (1− x)s+K ≥
(

1− 1

s+K

)s+K
≥
(
1− 1

10

)10 ≥ 1

3
,

we can further lower bound (∗∗) with k† := max {k : λk ≥ 1/(γ0(s+K))}:

(∗∗) � (I− γ0H)2(s+2K)H � 1

3
Hk†:∞ (35)

Bringing (32), (34) and (35) into (33) completes the proof:

〈H,BN 〉 ≥
〈
H, (I− γ0H)2(s+2K)B0

〉
+

β

1200
· 〈Hk†:∞,B0〉 ·

k∗
K

+ γ0
∑

k∗<i≤k†
+γ20(s+K)

∑
i>k†

λ2i

 ,

where k∗ := max {k : λk ≥ 1/(γ0K)} and k† := max {k : λk ≥ 1/(γ0(s+K))}.
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D.3. Proof of Theorem 4.2

Proof of Theorem 4.2. This is by combining Lemma B.3, Theorems D.1 and D.3.

E. Proof for Polynomially Decaying Stepsize
Recall that the polynomially decaying stepsize satisfies the following rule:

γt =

{
γ0, 1 ≤ t ≤ s;
γ0/(t− s)a, s < t ≤ N. (36)

E.1. Proof of the Lower Bound of Variance Error

Lemma E.1. Suppose γ0 < 1/(4λ1) and apply polynomially decaying stepsize, then it holds that

Case 1: 0 ≤ a < 1. Let k∗ = max{k : γ0λk ≥ (1− a)/[2(N − s)a−1]} and k† = max{k : γ0λk ≥ 1/(2s)}, we have

〈H,CN 〉 ≥ σ2 ·
( ∑
i≤k∗

(1− a) · γ0λi
Na

∨ (1− a)2a log(N)

16eN
+

∑
k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ2λ2i
2e2

)
.

Case 2: a = 1. Let k∗ = max{k : γ0λk ≥ 1/(2 + 2 log(N − s− 1))} and k† = max{k : γ0λk ≥ 1/(2s)}, we have

〈H,CN 〉 ≥ σ2 ·
( ∑
i≤k∗

γ2λ2i
N4γ0λi

+
∑

k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ2λ2i
2e2

)
.

Proof. Consider Ct defined in (6), we have

CN = (I − γN T̃ ) ◦CN−1 + γ2N (M−M̃) ◦CN−1 + γ2Nσ
2H

� (I − γN T̃ ) ◦CN−1 + γ2Nσ
2H

� σ2
N∑
t=1

γ2t

N∏
i=t+1

(I − γiT̃ ) ◦H, (37)

where in the last inequality we use the fact that C0 = 0. Then using the fact that H is a PSD matrix, it holds that

〈H,CN 〉 ≥ σ2 ·
N∑
t=1

γ2t ·
〈 N∏
i=t+1

(I − γiT̃ ) ◦H,H

〉

= σ2 ·
N∑
t=1

γ2t ·
〈 N∏
i=t+1

(I− γiH)2H,H

〉

= σ2
∑
j

N∑
t=1

γ2t ·
N∏

i=t+1

(1− γiλj)2λ2j ,

where the second equality follows from the definition of T̃ and the fact that T̃ ◦A is commute to H for any A that is
commute to H. Then it suffices to consider the following scalar function:

f(x) : =

N∑
t=1

γ2t

N∏
i=t+1

(1− γix)2x2

= γ2
s∑
t=1

N∏
i=t+1

(1− γix)2x2︸ ︷︷ ︸
:=f1(x)

+

N∑
t=s+1

γ2t

N∏
i=t+1

(1− γix)2x2︸ ︷︷ ︸
:=f2(x)

(38)
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where we explicitly decompose the function f(x) into the summation of two functions f1(x) and f2(x) according to the
length of iterations that use stepsize γ.

Lower bound of f1(x). We first provide a lower bound of f1(x). Note that f1(x) can be rewritten as

f1(x) = γ2 ·
s∑
t=1

(1− γx)2(s−t) ·
N∏

i=s+1

(1− γix)2x2

= γ2 ·
N∏

i=s+1

(1− γix)2x2 ·
s−1∑
t=0

(1− γx)2t.

Then note that for any i ≥ s+ 1, we have γi = γ/(i− s)a. Applying the fact that (1−γx)2 ≥ (1−2γx) for any γx ≤ 1/2,
it follows that

f1(x) ≥ γ2 ·
N−s∏
i=1

(
1− γx

ia

)2

x2 ·
s−1∑
t=0

(1− 2γx)t

=
γx

2
·
[
1− (1− 2γx)s] ·

N−s∏
i=1

(
1− γx

ia

)2

.

Moreover, note that γx ≤ 1/2 implies that (1− γx/ia) ≥ e−2γx/ia for any i ≥ 1, we further have

f1(x) ≥ γx

2
·
[
1− (1− 2γx)s] · e−4γx·

∑N−s
i=1 i−a

. (39)

Note that

N−s∑
i=1

i−a = 1 +

N−s∑
i=2

i−a ≤ 1 +

∫ N−s−1

1

z−adz =

{
1 + (N−s−1)1−a−1

1−a , 0 ≤ a < 1;

1 + log(N − s− 1), a = 1.
(40)

Therefore, plugging (40) into (39), it holds that

f1(x) ≥
{
γx
2 ·
[
1− (1− 2γx)s] · e−4γx·(N−s)1−a/(1−a), 0 ≤ a < 1

γx
2 ·
[
1− (1− 2γx)s] · e−4γx·[1+log(N−s)], a = 1.

• Case of 0 ≤ a < 1. For the case of 0 ≤ a < 1, assume s = Ω((N − s)1−a), let k∗ = max{k : γ0λk ≥
(1− a)/[2(N − s)1−a]} and k† = max{k : γ0λk ≥ 1/(2s)}, where it can be verified that k∗ ≤ k†). Then note that
for any k ≤ k†, we have

1− (1− 2γx)s ≥ 1− (1− 1/s)s ≥ 1/2

and for any k ≥ k† + 1,

1− (1− 2γx)s ≥ 1− e−2sγx ≥ 1− (1− sγx) ≥ sγx

where the second inequality holds since e−x ≤ 1− x/2 for any x ∈ [0, 1]. Besides, we also have for any k ≥ k∗ + 1,

e−4γx·(N−s)
1−a/(1−a) ≥ e−2.

Besides, note that the g(x) = xe−cx first increases and then decreases as x increases, then for any for any x ∈[
(1− a)/[2(N − s)1−a], a(1− a) log(N)/[4(N − s)1−a]

]
, we have

f1(x) ≥ min
{
f1
(
(1− a)/[2(N − s)1−a]

)
, f1
(
a(1− a) log(N)/[4(N − s)1−a]

)}
= min

{
1− a

4e2(N − s)1−a ,
a(1− a) log(N)

8(N − s)1−a · e−a log(N)

}
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=
a(1− a) log(N)

8N
.

Therefore, we can further define k′ = max{k : γ0λk ≥ a(1−a) log(N)/[4(N−s)a−1]} such that for any k′ < k ≤ k∗,
it holds that

f1(λk) ≥ γ0λk
4
· e−a log(N) =

a(1− a) log(N)

8N

Combining these bounds we can obtain that

∑
i

f1(λi) ≥
∑
i>k′

f1(λi) ≥
∑

k′<i≤k∗

a(1− a) log(N)

8N
+

∑
k∗<i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ2λ2i
2e2

. (41)

• Case of a = 1. Similarly, when a = 1, we can redefine k∗ as k∗ = max{k : γ0λk ≥ 1/(2 + 2 log(N − s− 1))} and
then similarly, it holds that

∑
i

f1(λi) ≥
∑

k≥k∗+1

f1(λi) ≥
∑

k∗<i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ2λ2i
2e2

. (42)

Lower bound of f2(x). Plugging the formula of the polynomially decaying stepsize, we have

f2(x) =

N∑
t=s+1

γ2t

N∏
i=t+1

(1− γix)2x2

=

N∑
t=s+1

γ2

(t− s)2a ·
N∏

i=t+1

(
1− γx

(i− s)a
)2

x2

=

N−s∑
t=1

γ2

t2a
·
N−s∏
i=t+1

(
1− γx

ia

)2

x2

Similarly, for any γx ≤ 1/2, we have (
1− γx

ia

)2

≥ 1− 2γx

ia
≥ e−4γx/ia .

Then it follows that

f2(x) ≥
N−s∑
t=1

γ2x2

t2a
· e−4γx·

∑N−s
i=t+1 i

−a

. (43)

• Case of 0 ≤ a < 1

We first consider the case of 0 ≤ a < 1, where two cases will be studied separately: (1) γx ≤ (1− a)/[2(N − s)a−1]
and (2) γx > (1− a)/[2(N − s)a−1]. For the first case, it is clear that

4γx ·
N−s∑
i=t+1

i−a ≤ 4γx ·
N−s∑
i=1

i−a ≤ 2(1− a)

(N − s)1−a ·
(N − s)a
(1− a)

= 2,

which implies that

f2(x) ≥ e−2 · γ2x2 ·
N−s∑
t=1

t−2a ≥ [1 + (N − s)1−2a]γ2x2

2e2
. (44)
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Then we can move to the case

4γx ≥ 2(1− a)

(N − s)1−a . (45)

Let t∗ be the index satisfying

N−s∑
i=t∗+1

i−a ≤ 1

4γx
≤
N−s∑
i=t∗

i−a. (46)

Note that we have
N−s∑
i=t∗+1

i−a ≥
∫ N−s

t∗+1

z−adz =
(N − s)1−a − (t∗ + 1)1−a

1− a
N−s∑
i=t∗

i−a ≤
∫ N−s

t∗−1
z−adz =

(N − s)1−a − (t∗ − 1)1−a

1− a .

Plugging the above inequality into (46) gives

(N − s)1−a − (t∗ + 1)1−a

1− a ≤ 1

4γx
≤ (N − s)1−a − (t∗ − 1)1−a

1− a ,

which implies that

t∗ ∈
[(

(N − s)1−a − 1− a
4γx

) 1
1−a

− 1,

[
(N − s)1−a − 1− a

4γx

] 1
1−a

+ 1

]
.

Note that [
(N − s)1−a − 1− a

4γx

] 1
1−a

= (N − s) ·
[
1− 1− a

4γx(N − s)1−a
] 1

1−a

≤ (N − s)− (1− a) · (N − s)a
4γx

,

where the inequality follows from (45) and the fact that 1/(1− a) ≥ 1. Therefore, it holds that

t∗ ≤ (N − s)− (1− a) · (N − s)a
4γx

+ 1. (47)

Therefore, applying the above inequality to (43) gives

f2(x) ≥
N−s∑
t=1

γ2x2

t2a
· e−4γx·

∑N−s
i=t+1 i

−a

.

≥
N−s∑
t=t∗

γ2x2

t2a
· e−4γx·

∑N
i=t+1 i

−a

(i)

≥
N−s∑
t=t∗

γ2x2

N2a
· e−4γx·

∑N−s
i=t∗+1

i−a

(ii)

≥ (N − s− t∗ + 1) · γ2x2

(N − s)2a · e
−1

(iii)

≥ (1− a) · γx
4e ·Na

, (48)

where the (i) holds since t ∈ [t∗, N − s], (ii) follows from the fact that
∑N−s
i=t∗+1 i

−a ≤ 1, and (iii) follows from (47).
Then combining (44) and 48 and set k∗ := max{k : γ0λk ≥ (1− a)/(2(N − s)1−a), we can get∑

i

f2(λi) ≥
∑
i≤k∗

(1− a) · γ0λi
4e ·Na

+
∑

i≥k∗+1

[1 + (N − s)1−2a]γ2λ2i
2e2

(49)
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• Case of a = 1. Then considering the case of a = 1, where it holds that

N−s∑
i=t+1

i−a ≤
∫ N−s

t

z−adz = log(N − s)− log(t).

Then the following holds according to (43),

f2(x) ≥
N−s∑
t=1

γ2x2

t2
· e−4γx·

∑N−s
i=t+1 i

−a

≥
N−s∑
t=1

γ2x2

t2
· e−4γx·

[
log(N−s)−log(t)

]

≥
N−s∑
t=1

γ2x2

t2
·
(

t

N − s

)4γx

.

Then note that for any 4γx < 1,

N−s∑
t=1

γ2x2

t2
·
(

t

N − s

)4γx

=
γ2x2

(N − s)4γx ·
N−s∑
t=1

1

t2−4γx
≥ γ2x2

(N − s)4γx ,

which implies that

∑
i

f2(λi) ≥
∑
i

γ20λ
2
i

(N − s)4γ0λi
. (50)

Now we can combine the derived lower bounds for f1(x) and f2(x) in (41), (42) (49), and (50), and obtain

• Case of 0 ≤ a < 1. Let k∗ = max{k : γ0λk ≥ (1 − a)/[2(N − s)a−1]} and k† = max{k : γ0λk ≥ 1/(2s)}, we
have

〈H,CN 〉 ≥ σ2 ·
∑
i

[f1(λi) + f2(λi)]

≥ σ2 ·
( ∑
i≤k∗

(1− a) · γ0λi
Na

∨ (1− a)2a log(N)

16eN
+

∑
k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ20λ
2
i

2e2

)
,

where we use the fact that

(1− a)γ0λi
Na

≥ (1− a)2a log(N)

16eN

for all i ≤ k′ (please refer to (41) for the definition of k′).

• Case of a = 1. Let k∗ = max{k : γ0λk ≥ 1/(2 + 2 log(N − s− 1))} and k† = max{k : γ0λk ≥ 1/(2s)}, we have

〈H,CN 〉 ≥ σ2 ·
∑
i

[f1(λi) + f2(λi)]

≥ σ2 ·
( ∑
i≤k∗

γ20λ
2
i

N4γ0λi
+

∑
k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ20λ
2
i

2e2

)
.
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E.2. Proof of the Lower Bound of Bias Error

Lemma E.2. If applying polynomially decaying stepsize with γ < 1/(4λ1), then it holds that

• Case 1: 0 ≤ a < 1. Let k∗ = max{k : γ0λk ≥ (1 − a)/[2(N − s)a−1]} and k† = max{k : γ0λk ≥ 1/(2s)}, we
have

〈H,BN 〉 ≥
∥∥(I− γH)s+2N1−a/(1−a) · (w0 −w∗)

∥∥2
H

+ e−4β〈Hk†:∞,B0〉 ·
( ∑
i≤k∗

(1− a) · γ0λi
Na

+
∑

k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ20λ
2
i

2e2

)
.

• Case 2: a = 1. Let k∗ = max{k : γ0λk ≥ 1/(2 + 2 log(N − s− 1))} and k† = max{k : γ0λk ≥ 1/(2s)}, we have

〈H,BN 〉 ≥
∥∥(I− γH)s+2 log(N) · (w0 −w∗)

∥∥2
H

+ e−4β〈Hk†:∞,B0〉 ·
( ∑
i≤k∗

γ20λ
2
i

N4γ0λi
+

∑
k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ20λ
2
i

2e2

)
.

Proof. The proof of Lemma E.2 follows a similar idea of the proof of Thoerem D.3. In particular, by (31), we have

BN �
n∏
t=1

(I − γtT̃t) ◦B0 + β
〈 N∏
t=1

(I− γtH)2H, B0

〉
·
N∑
t=1

γ2t

N∏
i=t+1

(I − γiT̃i) ◦H. (51)

Then we focus on the scalar function g(x) =
∏N
t=1(1 − γtx)2x for all x ≤ 1/(2γ). Specifically, using the inequality

(1− γtx)2 ≥ e−4γtx, we have

g(x) ≥ e−4x·
∑N

t=1 γt ≥ e−8sγx,

where we use the assumption that sγ ≥∑s
t=s+1 γt. Then let k† := max{k : γ0λk ≥ 1/(2s)}, we have

N∏
t=1

(I− γH)2H � e−4 ·Hk†:∞.

Plugging the above inequality into (51) and multiplying by H on both sides, we have

〈H,BN 〉 �
〈
H,

N∏
t=1

(I − γtT̃t) ◦B0

〉
+ e−4β〈Hk†:∞,B0〉 ·

〈
H,

N∑
t=1

γ2t

N∏
i=t+1

(I − γiT̃i) ◦H
〉

︸ ︷︷ ︸
(∗)

.

Regarding (∗), we can define the function f(x) as did (38), it is clear that (∗) =
∑
i f(λi) so that the results of Lemma E.2

can be directly applied. Moreover, note that

N∏
t=1

(1− γtx)2 ≥ (1− γx)2s · e−4γx
∑N−s

t=1 t−a ≥
{

(1− γx)2s · e−4γxN1−a/(1−a), 0 ≤ a < 1

(1− γx)2s · e−4γx log(N), a = 1.

Then combining the above results and applying the fact that B0 = (w0 −w∗)(w0 −w∗)>, we have

• Case 1: 0 ≤ a < 1. Let k∗ = max{k : γ0λk ≥ (1 − a)/[2(N − s)a−1]} and k† = max{k : γ0λk ≥ 1/(2s)}, we
have

〈H,BN 〉 ≥
∥∥(I− γH)s+2N1−a/(1−a) · (w0 −w∗)

∥∥2
H

+ e−4β〈Hk†:∞,B0〉 ·
( ∑
i≤k∗

(1− a) · γ0λi
Na

+
∑

k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ20λ
2
i

2e2

)
.
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• Case 2: a = 1. Let k∗ = max{k : γ0λk ≥ 1/(2 + 2 log(N − s− 1))} and k† = max{k : γ0λk ≥ 1/(2s)}, we have

〈H,BN 〉 ≥
∥∥(I− γH)s+2 log(N) · (w0 −w∗)

∥∥2
H

+ e−4β〈Hk†:∞,B0〉 ·
( ∑
i≤k∗

γ20λ
2
i

N4γ0λi
+

∑
k∗+1≤i≤k†

γ0λi
4e2

+
∑

i≥k†+1

sγ20λ
2
i

2e2

)
.

This completes the proof.

E.3. Proof of Theorem 4.3

Here we state the full version of Theorem 4.3 and provide its proof.

Theorem E.3 (A lower bound for poly-decaying stepsizes). Consider last iterate SGD with stepsize scheme (4). Suppose
Assumptions 3.1, 3.2B and 3.3’ hold. Suppose γ0 < 1/(4λ1) and sγ0 ≥

∑N
t=s+1 γt, then for any constant a ∈ [0, 1],

E[L(wN )− L(w∗)] =
1

2
BiasError +

1

2
VarianceError.

Moreover:

• If 0 ≤ a < 1, then

BiasError ≥
∥∥(I− γ0H)s+

2N1−a

1−a · (w0 −w∗)
∥∥2
H

+
(1− a)2β

e4
· ‖w0 −w∗‖2H

k†:∞
· deff
N

,

and

VarianceError ≥ (1− a)2σ2 · deff
N

.

Here k∗ := max{k : γ0λk ≥ (1− a)/(2(N − s)1−a)}, k† := max{k : γ0λk ≥ 1/(2s)}, and the effective dimension is
defined by

deff :=
∑
i≤k∗

max{N1−aγ0λi,
a log(N)

16e
}+

∑
k∗<i≤k†

Nγ0λi
4e2

+
∑
i>k†

sNγ20λ
2
i

2e2
.

• If a = 1, then

BiasError ≥
∥∥(I− γ0H)s+2 log(N) · (w0 −w∗)

∥∥2
H

+
β

e4
· ‖w0 −w∗‖2H

k†:∞
· deff
N

,

and

VarianceError ≥ σ2 · deff
N

.

Here k∗ := max{k : γ0λk ≥ 1/(2 + 2 log(N − s− 1))} k† := max{k : γ0λk ≥ 1/(2s)}, and the effective dimension
is defined by

deff :=
∑
i≤k∗

N1−4γ0λiγ20λ
2
i +

∑
k∗<i≤k†

Nγ0λi
4e2

+
∑
i>k†

sNγ20λ
2
i

2e2
.

Proof. The proof is a simple combination of Lemmas B.3, E.2, and E.1.
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E.4. Proof of Theorem 4.4

Proof. The proof will be focusing showing that the upper bound for geometrically decaying stepsize (Theorem 4.1) is
smaller than the lower bound for polynomially decaying stepsize (Theorem 4.3) up to some constant factors.

First, note that I0:k∗/γ0K � H0:k∗ , if setting k∗ = max{k : γ0λk ≥ 1/K}, then the first term of the bias error upper
bound in Theorem 4.3 can be further relaxed as∥∥(I− γ0H)s+K(w0 −w∗)

∥∥2
I0:k∗

γ0K
+
∥∥(I− γ0H)s+K(w0 −w∗)

∥∥2
Hk∗:∞

≤
∥∥(I− γ0H)s+K(w0 −w∗)

∥∥2
H0:k∗

+
∥∥(I− γ0H)s+K(w0 −w∗)

∥∥2
Hk∗:∞

= ‖(I− γH)s+K(w −w∗)‖2H.

Moreover, note that we have set s = N/2, it is clear that sγ ≥ ∑t=s+1 γt for polynomially decaying stepsize so that
Theorem 4.3 holds. Then it can be shown that the length of each phase in SGD with geometrically decaying stepsize is
K = (N − s)/ log(N − s) = Θ(N/ log(N)) = ω(N1−a ∨ log(N)). Therefore, we have

‖(I− γH)s+K(w −w∗)‖2H ≤
{
‖(I− γH)s+

2N1−a

1−a (w −w∗)‖2H, for any constant a ∈ [0, 1);

‖(I− γH)s+2 log(N)(w −w∗)‖2H, a = 1.

Note that the second term in the bias error bound has a quite similar form as the variance bound. Then we will consider the
variance error and the results can be directly applied to the second term in the bias error bound. By looking at the upper
bound in Theorems 4.1 and 4.3, we can compare the variance error along different dimensions separately.

Case 1: a ∈ [0, 1) For the case a ∈ [0, 1), we define k∗1 = max{k : γ0λk ≥ (1− a)/[2(N − s)1−a]} = max{k : γ0λk ≥
Θ(1/N1−a)}, k∗2 = max{k : γ0λk ≥ 1/K} = max{k : γ0λk ≥ Θ(log(N)/N)}, and k† = max{k : γ0λk ≥ Θ(1/N)},
we have

VarianceErrorexp . σ2 ·
( ∑
i≤k∗1

log(N)

N
+

∑
k∗1<i≤k∗2

log(N)

N
+

∑
k∗2<i≤k†

γ0λi +
∑
i>k†

Nγ20λ
2
i

)

and

VarianceErrorpoly & σ2 ·
( ∑
i≤k∗1

γ0λi
Na
∨ log(N)

N
+

∑
k∗1<i≤k∗2

γ0λi +
∑

k∗2<i≤k†
γ0λi +

∑
i>k†

Nγ20λ
2
i

)
.

Then it suffices to consider the case k∗1 < i ≤ k∗2 . In particular, according to the definition of k∗1 and k∗2 , it is clear that for
any k∗1 < i ≤ k∗2 ,

γ0λi ≥
1

K
= Θ

(
log(N)/N

)
.

This implies that VarianceErrorexp . VarianceErrorpoly. Then we can go back to the second term of the bias error
bounds, which have a similar formula of the variance error bound. Applying the definitionR(N) = (‖w−w∗‖2I

0:k†
/(γ0N)+

‖w −w∗‖H
k†:∞

)/σ2, we can conclude that

E[L(wgeo
N )− L(w∗)] ≤ C · [1 + log(N) ·R(N)] · E[L(wpoly

N )− L(w∗)]

Case 2: a = 1. Similarly, we can now define k∗1 := max{k : γ0λk ≥ 1/(2 + 2 log(N − s − 1))} = max{k : γ0λk ≥
Θ(1/ log(N))} and get

VarianceErrorpoly & σ2 ·
( ∑
i≤k∗1

γ20λ
2
i

N4γ0λi
+

∑
k∗1<i≤k∗2

γ0λi +
∑

k∗2<i≤k†
γ0λi +

∑
i≥k†+1

Nγ20λ
2
i

)
.
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Note that we have assumed 4γ0λi < 1, then we have for all i ≤ k∗1
γ20λ

2
i

N4γ0λi
≥ N−4γ0λi/ log2(N) = Ω(log(N)/N).

Additionally, for any k∗1 < i ≤ k∗2 , we also have

γ0λi ≥
1

K
= Θ

(
log(N)/N

)
.

Then combining the bias error and variance bounds, we can also conclude that

E[L(wgeo
N )− L(w∗)] ≤ C · [1 + log(N) ·R(N)] · E[L(wpoly

N )− L(w∗)]

where R(N) = (‖w −w∗‖2I
0:k†

/(γ0N) + ‖w −w∗‖H
k†:∞

)/σ2. This completes the proof.


