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Preface

Welcome to the proceedings of the 17th European Conference on Technology Enhanced
Learning (EC-TEL 2022) - one of the flagship events of the European Association
of Technology Enhanced Learning (EATEL). Due to the restrictions imposed by the
COVID-19 pandemic, EC-TEL 2020 and 2021 were held in an online format. However,
EC-TEL 2022 was able to be held in person in Tolouse, France, and was hosted by the
Institut de Recherche en Informatique de Toulouse during September 12-16, 2022.

In addition to the restrictions of hosting EC-TEL 2022 as an in-person event, the
COVID-19 pandemic generated further challenges concerning technology-enhanced
learning. In order to avoid the spread of the virus, many educational institutions rapidly
shifted to remote learning activities. This derived to an intensive use of educational
technologies without necessarily having the required capacities. Still, best practices and
lessons learned can be captured by looking back to what happened during that period of
time. In this context, researchers and practitioners who are involved in the design and
implementation of technology enhanced learning (TEL) not only have the responsibility
of understanding the consequences of the pandemic in terms of TEL adoption, but also
the opportunity to evaluate and improve the learning processes at an institutional level.

In this context, the conference topic for EC-TEL 2022 was “Educating for a new
future: Making sense of technology-enhanced learning adoption”. In the past two
decades, many educational technologies emerged and evolved along with the grow-
ing attention for ‘the Web’ and ‘the Internet’. Throughout this road, researchers and
practitioners have designed and implemented different types of strategies, tools, ser-
vices, and devices to improve learning for a wide range of students. Many studies have
been carried out by our community to describe promising technologies, which under-
pin and benefit multiple educational contexts around the world. However, never before
have we seen the increased mainstream adoption of educational technologies observed
since the outbreak of the COVID-19 pandemic. The current context gives rise to several
questions such as: What is the purpose of education in the current context of societal
transformation? How do learning technologies support this new purpose? How do we
ensure that technology is a means to make education more inclusive? In case of another
similar situation, will institutions, teachers and students be more prepared for this rapid
shift to full digital situation (electronic administration, teaching, etc.)? In that sense, this
EC-TEL conference provides us with an opportunity to search for answers to some of
these questions, and to explore different topics concerning the future of education.

For EC-TEL 2022, 109 research paper contributions were received. All papers were
reviewed by at least three members of the TEL community in a double-blind review
process, followed by discussions and a meta-review provided by a senior TEL member.
As a result, 30 research papers (27.5%) were accepted and presented at the conference.
In addition, 21 posters and 10 demos were presented during the conference to fuel the
discussions among the researchers. Research, poster, and demo papers can be found in
this volume. In addition, the conference offered seven workshops over two days and a
doctoral consortium.
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ticularly authors who submitted their contributions to the conference. Thanks also to the
members of the Program Committee who provided reviews on papers, discussed them
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shop chairs, Sergey Sosnovsky and Patricia Santos; the dissemination chair, Yizhou Fan;
the doctoral consortium chairs, Mikhail Fominykh, Ioana Jivet, Jan Schneider, Daniele
Di Mitri, and Zacharoula Papamitsiou; and the steering committee representative, Ralf
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Julien Broisin, for their hard and excellent work for EC-TEL 2022.

July 2022 Isabel Hilliger
Pedro J. Mufioz-Merino

Tinne De Laet

Alejandro Ortega-Arranz

Tracie Farrell



Organization

General Chair

Tinne De Laet KU Leuven, Belgium

Program Committee Chairs

Isabel Hilliger Pontificia Universidad Catélica de Chile, Chile
Pedro J. Muflioz-Merino Universidad Carlos III de Madrid, Spain

Poster/Demo Chairs

Alejandro Ortega-Arranz Universidad de Valladolid, Spain
Tracie Farrell The Open University, UK

Workshop Chairs

Sergey Sosnovsky Utrecht University, The Netherlands
Patricia Santos Universitat Pompeu Fabra, Spain

Dissemination Chair

Yizhou Fan The University of Edinburgh, UK

Doctoral Symposium Chairs

Mikhail Fominykh Norwegian University of Science and Technology,
Norway

Toana Jivet DIPF, Germany

Jan Schneider DIPF, Germany

Daniele Di Mitri DIPF, Germany

Zacharoula Papamitsiou SINTEF, Norway

Local Organization Chairs

Mar Pérez Sanagustin Institute Recherche Technology de Toulouse,
France
Julien Broisin Institute Recherche Technology de Toulouse,

France



viii Organization

Steering Committee Representative

Ralf Klamma

Program Committee

Mohsin Abbas
Marie-Helene Abel
Andrea Adamoli

Nora’ Ayu Ahmad Uzir
Carlos Alario-Hoyos
Hamed Alavi

Patricia Albacete

Laia Alb6

Vincent Aleven

Liaqat Ali

Cristina Alonso-Ferndndez
Ainhoa Alvarez

Héctor Amado-Salvatierra
Ishari Amarasinghe
Roberto Araya

Maria Aristeidou
Juan I. Asensio-Pérez
Nikolaos Avouris
Antonio Balderas
Nicolas Ballier
Jordan Barria-Pineda
Sabine Barthold
Jason Bernard

Anis Bey

Lars Birch

Geoffray Bonnin
Miguel L. Bote-Lorenzo
Francgois Bouchet
Yolaine Bourda

Anne Boyer

Bert Bredeweg
Andreas Breiter

Gert Breitfuss

Julien Broisin
Armelle Brun

Ilona Buchem

RWTH Aachen University, Germany

The Open University, The Netherlands

Université de Technologie de Compiegne, France

Universita della Svizzera italiana, Italy

Universiti Teknologi MARA, Malaysia

Universidad Carlos IIT de Madrid, Spain

University of Amsterdam, The Netherlands

University of Pittsburgh, USA

Universitat Pompeu Fabra, Spain

Carnegie Mellon University, USA

Simon Fraser University, Canada

Universidad Complutense de Madrid, Spain

University of the Basque Country, UPV/EHU,
Spain

Universidad Galileo, Guatemala

Universitat Pompeu Fabra, Spain

Universidad de Chile, Chile

The Open University, UK

Universidad de Valladolid, Spain

University of Patras, Greece

University of Cadiz, Spain

Université de Paris Cité, France

University of Pittsburgh, USA

TU Dresden, Germany

McMaster University, Canada

Annaba University, Algeria

Aalborg University, Denmark

Université de Lorraine, France

Universidad de Valladolid, Spain

Sorbonne Université - LIP6, France

CentraleSupélec, France

University of Lorraine, France

University of Amsterdam, The Netherlands

Universitit Bremen, Germany

evolaris next level GmbH, Austria

Université Toulouse 3 Paul Sabatier, France

Université de Lorraine, France

Beuth University, Germany



Daniela Caballero

Manuel Caeiro Rodriguez

Agustin Caminero

Lorenzo Cantoni
Manuel Castro

Teresa Cerratto-Pargman

Mohamed Chatti
Pankaj Chejara
Henrique Chevreux
Sunhea Choi
Irene-Angelica Chounta
Ruth Cobos

Miguel Angel Conde
John Cook

Audrey Cooke
Catalina Cortazar
Mayela Coto

Mutlu Cukurova
Mihai Dascalu
Sophia Daskalaki
Tinne De Laet

Felipe de Morais
Inge de Waard

Carlos Delgado Kloos
Stavros Demetriadis
Carrie Demmans Epp
Michael Derntl
Philippe Dessus
Daniele Di Mitri

Darina Dicheva
Yannis Dimitriadis
Vania Dimitrova
Monica Divitini

Chaitali Diwan

Juan Manuel Dodero
Hendrik Drachsler

Organization ix

McMaster University, Canada

University of Vigo, Spain

Universidad Nacional de Educacién a Distancia,
Spain

Universita della Svizzera italiana, Italy

Universidad Nacional de Educacion a Distancia,
Spain

Stockholm University, Sweden

University of Duisburg-Essen, Germany

Tallinn University, Estonia

Universidad Austral de Chile, Chile

University of Southampton, UK

University of Duisburg-Essen, Germany

Universidad Auténoma de Madrid, Spain

University of Ledn, Spain

Frankfurt University, Germany

Curtin University, Australia

Pontificia Universidad Catolica de Chile, Chile

Universidad Nacional, Costa Rica

University College London, UK

University Politehnica of Bucharest, Romania

University of Patras, Greece

Katholieke Universiteit Leuven, Belgium

Unisinos, Brazil

EIT InnoEnergy, Belgium

Universidad Carlos III de Madrid, Spain

Aristotle University of Thessaloniki, Greece

University of Alberta, Canada

University of Tiibingen, Germany

LaRAc, Université Grenoble Alpes, France

Leibniz Institute for Research and Information in
Education, Germany

Winston-Salem State University, USA

University of Valladolid, Spain

University of Leeds, UK

Norwegian University of Science and Technology,
Norway

International Institute of Information Technology
Bangalore, India

Universidad de Cadiz, Spain

Leibniz Institute for Research and Information in
Education, Germany



X Organization

Benedict du Boulay
Anastasios Economides
Erkan Er

Maka Eradze

Alejandro Ferndndez
Baltasar Ferndndez-Manjon
Rafael Ferreira

Angela Fessl

Anna Filighera

Olga Firssova

Mikhail Fominykh

Rolf Fricke

Thomas Gaillat

Félix J. Garcia Clemente
Francisco J. Garcia Pefialvo

Jests Miguel Garcia-Gorrostieta

Javier Garcia-Zubia
Dragan Gasevié¢
Sheridan Gentili
Sébastien George
Michail Giannakos

Carlo Giovannella
Eduardo Gémez-Sanchez
Samuel Gonzailez-Loépez

Julian Ifiaki Gofii
Bernhard Goschlberger
Sabine Graf

Monique Grandbastien
Wolfgang Greller
David Griffiths

Julio Guerra

Nathalie Guin
Franziska Giinther
Nicolés Felipe Gutiérrez Paez
Christian Giitl

Gabriel Gutu-Robu
Joerg Haake

Bastiaan Heeren

University of Sussex, UK

University of Macedonia, Greece

Middle East Technical University, Turkiye

University of Foggia, Italy

Universidad Nacional de La Plata, Argentine

Universidad Complutense de Madrid, Spain

Cesar School, Brazil

Graz University of Technology, Austria

Technical University of Darmstadt, Germany

Open University of the Netherlands,
The Netherlands

Norwegian University of Science and Technology,
Norway

Condat AG, Germany

Université de Rennes 2, France

Universidad de Murcia, Spain

University of Salamanca, Spain

Universidad de la Sierra, Mexico

Universidad de Deusto, Spain

Monash University, Australia

University of South Australia, Australia

Le Mans Université, France

Norwegian University of Science and Technology,
Norway

University of Tor Vergata, Italy

Universidad de Valladolid, Spain

Technological University of Nogales, Sonora,
Meéxico

Pontificia Universidad Catélica de Chile, Chile

Research Studios Austria, Austria

Athabasca University, Canada

Universite de Lorraine, France

Vienna University of Education, Austria

UNIR-iTED, Spain

University of Pittsburgh, USA

LIRIS - Université de Lyon, France

TU Dresden, Germany

Universitat Pompeu Fabra, Spain

Graz University of Technology, Austria

University Politehnica of Bucharest, Romania

FernUniversitaet in Hagen, Germany

Open University, The Netherlands



Valeria Henriquez

Eelco Herder

Angel Hernandez-Garcia
Davinia Hernandez-Leo
Ana Isabel Hibert

Isabel Hilliger Carrasco
Tore Hoel

Teresa Holocher-Ertl
Peter Holtz

Adrian Holzer
Sharon Hsiao
Pasquale Iero
Francisco Iniesto
Andri Ioannou
Halszka Jarodzka

Johan Jeuring

Toana Jivet

Srecko Joksimovic
Pedro Jose Muifioz Merino
Jelena Jovanovic

Rogers Kaliisa

Marco Kalz

Anastasios Karakostas
Reet Kasepalu
Mohammad Khalil
Zaheer Khan

Michael Kickmeier-Rust
Ralf Klamma

Styliani Kleanthous

Roland Klemke

Tomaz Klobucar
Anders Kluge
Kiilli Kori
Panagiotis Kosmas
Vitomir Kovanovic
Dominik Kowald

Milos Kravcik

Organization

Universidad Austral de Chile, Chile
Utrecht University, The Netherlands
Universidad Politécnica de Madrid, Spain
Universitat Pompeu Fabra, Spain
The University of Edinburgh, UK
Pontificia Universidad Catdlica de Chile, Chile
Oslo Metropolitan University, Norway
Centre for Social Innovation, Austria
Leibniz Insitut fiir Wissensmedien Tiibingen,
Germany
University of Neuchatel, Switzerland
Santa Clara University, USA
The Open University, UK
The Open University, UK
Cyprus University of Technology, Cyprus
Open University of the Netherlands,
The Netherlands
Utrecht University, The Netherlands
Goethe University Frankfurt & DIPF, Germany
University of South Australia, Australia
Universidad Carlos III de Madrid, Spain
University of Belgrade, Serbia
University of Oslo, Norway
Heidelberg University of Education, Germany
Aristotle University of Thessaloniki, Greece
Tallinn University, Estonia
University of Bergen, Norway
University of the West of England Bristol, UK
Graz University of Technology, Austria
RWTH Aachen University, Germany

Open University of Cyprus and CYENS Centre of

Excellence, Cyprus
Open University of the Netherlands,
The Netherlands
Jozef Stefan Institute, Slovenia
University of Oslo, Norway
Tallinn University, Estonia
University of Nicosia, Cyprus
The University of South Australia, Australia
Know-Center, Graz University of Technology,
Austria
DFKI GmbH, Germany

Xi



xii Organization
Karel Kreijns
Birgit Krogstie

Agnes Kukulska-Hulme
Mart Laanpere

Elise Lavoué

Marie Lefevre
Dominique Lenne

Marina Lepp
Tobias Ley
Amna Liaqat
Paul Libbrecht
Andreas Lingnau

Martin Llamas-Nistal
Aurelio Lépez-Lopez
Domitile Lourdeaux
Margarida Lucas
Vanda Luengo

Piret Luik

Kris Luyten

George Magoulas
Katherine Maillet

Nils Malzahn

Estefania Martin
Alejandra Martinez-Monés
Iratxe Menchaca

Agathe Merceron
Vasileios Mezaris

Christine Michel
Konstantinos Michos
Alexander Mikroyannidis
Constanza Miranda
Tanja Mitrovic

Riichiro Mizoguchi

Miguel Morales
Anders Morch

Open Universiteit/Fontys University of Applied
Sciences, The Netherlands

Norwegian University of Science and Technology,
Norway

The Open University, UK

Tallinn University, Estonia

Université Jean Moulin Lyon 3, LIRIS, France

LIRIS - Université Lyon 1, France

Heudiasyc, Université de Technologie de
Compiegne, France

University of Tartu, Estonia

Tallinn University, Estonia

University of Toronto, Canada

IUBH Fernstudium, Germany

Ruhr West University of Applied Science,
Germany

University of Vigo, Spain

INAOE, Mexico

CNRS, France

University of Aveiro, Portugal

Sorbonne Université, France

University of Tartu, Estonia

Hasselt University, Belgium

Birkbeck College, University of London, UK

Institut Polytechnique de Paris, Télécom
SudParis, France

Rhine-Rubhr Institute for Applied System
Innovation e.V., Germany

Universidad Rey Juan Carlos, Spain

Universidad de Valladolid, Spain

University of Deusto, Spain

Berliner Hochschule fiir Technik, Germany

Centre for Research and Technology Hellas,
Greece

Techne, France

University of Zurich, Switzerland

The Open University, UK

Johns Hopkins University, USA

University of Canterbury, New Zealand

Japan Advanced Institute of Science and
Technology, Japan

Universidad Galileo, Guatemala

University of Oslo, Norway



Pedro Manuel Moreno-Marcos
Jorge Muiioz-Gama

Juan A. Muiioz-Cristébal

Rob Nadolski

Stavros Nikou
Nicolae Nistor

Alexander Nussbaumer
Xavier Ochoa

Alejandro Ortega-Arranz
Viktoria Pammer-Schindler
Sofia Papavlasopoulou

Abelardo Pardo
Ronald Pérez-Alvarez
Mar Pérez-Sanagustin
Yvan Peter

Niels Pinkwart

Gerti Pishtari

Hans Podldoja

Elvira Popescu

Eyal Rabin

Juliana Elisa Raffaghelli
Eric Ras

Marc Rittberger

Tiago Roberto Kautzmann
Gregorio Robles
Covadonga Rodrigo

M. Fernanda Rodriguez Palma
M. Cristina Rodriguez-Sanchez
José A. Ruipérez Valiente
Nikol Rummel

Merike Saar

Demetrios Sampson

Teresa Sancho-Vinuesa

Olga C. Santos

Patricia Santos

Organization xiii

Universidad Carlos III de Madrid, Spain

Pontificia Universidad Catdlica de Chile, Chile

Universidad de Valladolid, Spain

Open University of the Netherlands,
The Netherlands

University of Strathclyde, UK

Ludwig Maximilian University of Munich,
Germany

Graz University of Technology, Austria

New York University, USA

Universidad de Valladolid, Spain

Graz University of Technology, Austria

Norwegian University of Science and Technology,
Norway

University of South Australia, Australia

Universidad de Costa Rica, Costa Rica

Université Paul Sabatier Toulouse III, France

Université de Lille, France

Humboldt-Universitéit zu Berlin, Germany

University for Continuing Education Krems,
Austria

Tallinn University, Estonia

University of Craiova, Romania

The Open University of Israel, Israel

University of Padua, Italy

Luxembourg Institute of Science and Technology,
Luxembourg

Leibniz Institute for Research and Information in
Education, Germany

Universidade do Vale do Rio dos Sinos, Brazil

Universidad Rey Juan Carlos, Spain

Universidad Nacional de Educacién a Distancia,
Spain

Universidad Finis Terrae, Chile

Universidad Rey Juan Carlos, Spain

University of Murcia, Spain

Ruhr-Universitit Bochum, Germany

Tallinn University, Estonia

Curtin University, Australia

Universitat Oberta de Catalunya, Spain

Universidad Nacional de educacion a Distancia,
Spain

Universitat Pompeu Fabra, Spain



Xiv Organization

Mohammed Saqr
Petra Sauer
Maren Scheffel
Daniel Schiffner

Andreas Schmidt

Marcel Schmitz
Jan Schneider

Ulrik Schroeder

Yann Secq

Karim Sehaba

Audrey Serna

Sergio Serrano-Iglesias
Shashi Kant Shankar
Kshitij Sharma

Bernd Simon
Andrzej M. J. Skulimowski

Maxim Skyrabin
Alan Smeaton
Sergey Sosnovsky
Marcus Specht
Srinath Srinivasa

Tim Steuer

Alexander Streicher
Bernardo Tabuenca
Stefano Tardini

Ali Tarhini

Marco Temperini

Stefan Thalmann
Paraskevi Topali

Richard Tortorella

Stefan Trausan-Matu
Andrea Viazquez-Ingelmo
Guillermo Vega-Gorgojo
J. Angel Velazquez-Iturbide
Rémi Venant

Olga Viberg

University of Eastern Finland, Finland

Beuth University of Applied Sciences, Germany

Ruhr University Bochum, Germany

Leibniz Institute for Research and Information in
Education, Germany

Karlsruhe University of Applied Sciences,
Germany

Zuyd Hogeschool, The Netherlands

Leibniz Institute for Research and Information in
Education, Germany

RWTH Aachen University, Germany

Université de Lille, France

LIRIS CNRS, France

LIRIS, INSA Lyon, France

Universidad de Valladolid, Spain

Tallinn University, Estonia

Norwegian University of Science and Technology,
Norway

Knowledge Markets Consulting, Austria

AGH University of Science and Technology,
Poland

Skryabin.PRO, Russia

Dublin City University, Ireland

Utrecht University, The Netherlands

Delft University of Technology, The Netherlands

International Institute of Information Technology
Bangalore, India

Technical University of Darmstadt, Germany

Fraunhofer IOSB, Germany

Universidad Politécnica de Madrid, Spain

Universita della Svizzera italiana, Italy

Sultan Qaboos Univeristy, Oman

Sapienza University of Rome, Italy

University of Graz, Austria

Universidad de Valladolid, Spain

University of North Texas, USA

University Politehnica of Bucharest, Romania

University of Salamanca, Spain

Universidad de Valladolid, Spain

Universidad Rey Juan Carlos, Spain

Le Mans Université, France

KTH Royal Institute of Technology, Norway



Markel Vigo
Ignacio Villagran
Massimo Vitiello
Joshua Weidlich

Denise Whitelock
Fridolin Wild
Jacqueline Wong

Organization XV

The University of Manchester, UK

Pontificia Universidad Catdlica de Chile, Chile

Graz University of Technology, Austria

Leibniz Institute for Research and Information in
Education, Germany

The Open University, UK

Open University, The Netherlands

TU Delft, The Netherlands



Contents

Who are My Peers? Learner-Controlled Social Comparison

in a Programming COUISe . ... .........uuuuuuun e
Kamil Akhuseyinoglu, Aleksandra Klasnja Milicevic,
and Peter Brusilovsky

A Dashboard to Support Teachers During Students’ Self-paced

Al-Supported Problem-Solving Practice ......................oiiii...
Vincent Aleven, Jori Blankestijn, LuEttaMae Lawrence,
Tomohiro Nagashima, and Niels Taatgen

Pyrates: A Serious Game Designed to Support the Transition
from Block-Based to Text-Based Programming ............................
Matthieu Branthome

Privacy-Preserving and Scalable Affect Detection in Online Synchronous
Learning ... ..ottt
Felix Bottger, Ufuk Cetinkaya, Daniele Di Mitri, Sebastian Gombert,
Krist Shingjergji, Deniz Iren, and Roland Klemke

Video-Assisted Self-Regulated Learning (SRL) Training: COVID-19

Edition .. ...
Guy Cohen, Afrah Assi, Anat Cohen, Alla Bronshtein, Danny Glick,
Hagit Gabbay, and Orit Ezra

An Empirical Study of the Effects of Virtual Currency on Learners in Out

of Class PractiCing . .. ... ...t
Darina Dicheva, Lillian Cassel, Robert Styer, Christo Dichev,
Breonte Guy, and Keith Irwin

Effects of Course, Gender, and Remediation on both Success Rate
and Realism of Undergraduates on Pre-requisites Testing ....................
Julien Douady, Christian Hoffmann, and Nadine Mandran

Enhancing Instructors’ Capability to Assess Open-Response Using

Natural Language Processing and Learning Analytics .......................
Rafael Ferreira Mello, Rodrigues Neto, Giuseppe Fiorentino,
Gabriel Alves, Verenna Arédes, Jodo Victor Galdino Ferreira Silva,
Taciana Pontual Falcdo, and Dragan Gasevic¢



Xviii Contents

Exploring the Connections Between the Use of an Automated Feedback
System and Learning Behavior in a MOOC for Programming ................ 116
Hagit Gabbay and Anat Cohen

Integrating Podcasts into MOOCs: Comparing Effects of Audio-

and Video-Based Education for Secondary Content ......................... 131
Daniel Koehler, Sebastian Serth, Hendrik Steinbeck,
and Christoph Meinel

The Digitalization of Teaching Practices in K-12 Education: Insights

from Teachers’ Perspective . ............uiiiiiineet i 145
Panagiotis Kosmas, Demos Michael, Efi Nisiforou,
and Charalambos Vrasidas

Representation-Driven Mixed Initiative in Computer Supported

Collaborative Learning in Secondary Education ............................ 159
Marco Kragten, Monique Pijls, Emile Jaspar, Malou Sprinkhuizen,
and Bert Bredeweg

When and How to Update Online Analytical Models for Predicting
Students Performance? ............ ... .. 173
Chahrazed Labba and Anne Boyer

Computational Thinking: Focus on Pattern Identification .................... 187
Marielle Léonard, Yvan Peter, Yann Secq, and Cédric Fluckiger

Towards Modelling the Technology Integration in Elementary School.

A Diachronic Study of Teachers’ Digital Practices During and After

Covid-19 Lockdown . ... 201
Christine Michel and Laétitia Pierrot

Learning to Give a Complete Argument with a Conversational Agent:
An Experimental Study in Two Domains of Argumentation .................. 215
Behzad Mirzababaei and Viktoria Pammer-Schindler

Video Segmentation and Characterisation to Support Learning ............... 229
Abrar Mohammed and Vania Dimitrova

Assessing the Quality of Student-Generated Short Answer Questions

Using GPT-3 ... 243
Steven Moore, Huy A. Nguyen, Norman Bier, Tanvi Domadia,
and John Stamper



Contents

Designing Playful Intelligent Tutoring Software to Support Engaging

and Effective Algebra Learning ............ ..ottt
Tomohiro Nagashima, John Britti, Xiran Wang, Bin Zheng, Violet Turri,
Stephanie Tseng, and Vincent Aleven

Towards Generalized Methods for Automatic Question Generation

in Educational Domains ..............oiiiiiii i e
Huy A. Nguyen, Shravya Bhat, Steven Moore, Norman Bier,
and John Stamper

Learners’ Strategies in Interactive Sorting Tasks ...........................
Norbert Noster, Arnon Hershkovitz, Michal Tabach,
and Hans-Stefan Siller

Adapting Learning Analytics Dashboards by and for University Students ......
Katia Oliver-Quelennec, Francois Bouchet, Thibault Carron,
Kathy Fronton Casalino, and Claire Pingcon

The Evaluation of One-to-One Initiatives: Exploratory Results

from a Systematic Review . ............. .
Gerti Pishtari, Edna Milena Sarmiento-Mdrquez, Kairit Tammets,
and Jaan Aru

Designing a Moodle Plugin for Promoting Learners’ Self-regulated

Learning in Blended Learning .................uuuuuuiiiiiiiann..
Mar Pérez-Sanagustin, Ronald Pérez-Alvarez,
Jorge Maldonado-Mahauad, Esteban Villalobos, and Cédric Sanza

Uncovering Student Temporal Learning Patterns ...........................
Daniela Rotelli, Anna Monreale, and Riccardo Guidotti

The Disciplinary Learning Companion: The Impact of Disciplinary

and Topic-Specific Reflection on Students’ Metacognitive Abilities

and Academic Achievement ........ ... ... .. i i
Elien Sijmkens, Mieke De Cock, and Tinne De Laet

Medical Students’ Perception of a Serious Game (ECOGAME)

of Simulating an OSCE Station: Case of Mohammed VI University

of Health Sciences (UMOSS) . ... i e
Marouane Talaa, Mohammed Chahbouni, Mounir Sadigq,
Mohamed Radid, and Ghizlane Chemsi

Xix



XX Contents

Integrating Digital Learning Resources in Classroom Teaching: Effects

on Teaching Practices and Student Perceptions ...........................

Kairit Tammets, Edna Milena Sarmiento-Mdrquez, Manisha Khulbe,
Mart Laanpere, and Tobias Ley

Privacy-Preserving Synthetic Educational Data Generation ................

Jill-Jénn Vie, Tomas Rigaux, and Sein Minn

Supporting Self-regulated Learning in BL: Exploring Learners’ Tactics

and STrateICs . ...t v ittt

Esteban Villalobos, Mar Pérez-Sanagustin, Cédric Sanza, André Tricot,
and Julien Broisin

Promoting Universal Design for Learning Through Digital Assistive Tools

iInGamesHUB . ... ...

Lionel Alvarez, Aous Karoui, Thierry Geoffre, Mireille Rodi,
and Nathalie Dherbey-Chapuis

iTeachApp, A Teaching Analytics Tool for Providing Self-assessment

and Recommendations to Teachers ........... ... ... ...

Ibtissem Bennacer, Rémi Venant, and Sébastien Iksal

Deliberate Practice of Handwriting: Supervision Under the Ghost

of an BXpert ... ...

Olivier Dikken, Bibeg Limbu, and Marcus Specht

CHEST: A Linked Open Data-based Application to Annotate and Carry

Out Learning Tasks About Cultural Heritage ............................

Pablo Garcia-Zarza, Miguel L. Bote-Lorenzo, Guillermo Vega-Gorgojo,
and Juan 1. Asensio-Pérez

Towards an Automated Adaptive Learning Web Platform Through

Personalization of Language Learning Pathways .........................

Aous Karoui, Lionel Alvarez, Thierry Geoffre, Nathalie Guin,
Marie Lefevre, Valentin Lachand-Pascal, and Mario Ramalho

Miranda: A Chatbot for Supporting Self-regulated Learning ...............

Jorge Maldonado-Mahauad, Mar Pérez-Sanagustin,
Juan Carvallo-Vega, Edwin Narvaez, and Mauricio Calle

Superpowers in the Classroom: Hyperchalk is an Online Whiteboard

for Learning Analytics Data Collection ..................c.ooiiiiaia....

Lukas Menzel, Sebastian Gombert, Daniele Di Mitri,
and Hendrik Drachsler



Contents

An Educational Conversational Agent for GDPR ...........................
Behzad Mirzababaei and Viktoria Pammer-Schindler

e-FeeD4Mi: Automating Tailored LA-Informed Feedback in Virtual

Learning Environments . ... ............uuuuueuiii i
Alejandro Ortega-Arranz, Paraskevi Topali, Juan I. Asensio-Pérez,
Sara L. Villagrd-Sobrino, Alejandra Martinez-Monés,
and Yannis Dimitriadis

“Digital? Sicher!” — An Educational Game to Build Digital Competences ... ...
Kathrin Marie Otrel-Cass, Stefan Thalmann,
Viktoria Pammer-Schindler, Michael Fasching, Analia Cicchinelli,
Eva Griesbacher, Christine Malin, Julia Mayr, Alfred Wertner,
and Thomas Doppelreiter

Towards Effective Blended Learning Through the Eyes of Students:
A Survey Study in Transition into Face-to-Face Education ...................
Gabriel Astudillo, Isabel Hilliger, Fernanda Rodriguez, and Jorge Baier

Measuring Learners’ Self-regulated Learning Skills from Their Digital
Traces and Learning Pathways .......... ... ... i
Marie-Luce Bourguet

Digital Media in Schools During the Covid-19 Lockdown: Teachers’
Experiences with Choosing Teaching Strategies ............................
Nadine Esterl, Sonja Berger, and Nicolae Nistor

Process and Self-regulation Explainable Feedback for Novice
Programmers Appears Ineffectual ....... ... . .. .. .. i
Esther Félix, Franck Amadieu, Rémi Venant, and Julien Broisin

Exploring Teacher’s Orchestration Actions in Online and In-Class
Computer-Supported Collaborative Learning ............. ...,
Lubna Hakami, Ishari Amarasinghe, Eyad Hakami,
and Davinia Hernandez-Leo

Using Dialogic Feedback to Create Learning Communities During

COVID-19: Lessons for Future Teacher Development .......................
Ana Hibert, Michael Phillips, Dragan Gasevi¢, NataSa Pantic,
Justine MacLean, and Yi-Shan Tsai

Development of Actionable Insights for Regulating Students’

Collaborative Writing of Scientific Texts ..............oiiiiiiiiiiiinna...
Christian Hoffmann, Nadine Mandran, Cédric d’Ham,
Sébastien Rebaudo, and Mohamed Anis Haddouche

XXi



XXil Contents

Design a Dashboard for Secondary School Learners to Support Mastery

Learning in a Gamified Learning Environment ............................

Xinying Hou, Tomohiro Nagashima, and Vincent Aleven

Towards an Authoring Tool to Help Teachers Create Mobile Collaborative

Learning Games for Field Trips . ...t

Iza Marfisi-Schottman, Aurélie Laine, Pierre Laforcade,
Sébastien George, Sebastian Simon, Madeth May, Moez Zammit,
and Ludovic Blin

Design Pattern for Exploration and Experimentation: Result of Field

Study on a Toy-Based Serious Game Design Method ......................

Bertrand Marne

The Enablers and Barriers of Using Slack for Computer-Mediated
Communication to Support the Learning Journey: A Case Study

at a University of Applied Sciences .............ccooiiiiiiiiiinneennn..

Tina Papathoma

Mobile Telepresence Robots in Education: Strengths, Opportunities,

Weaknesses, and Challenges ................ ... ...

Maria Perifanou, Anastasios A. Economides, Polina Hdifner,
and Thomas Wernbacher

What Teachers Would Expect from a Pedagogical Agent System Working

at a Classroom Level: A Focus Group Study . ......... ...,

Eric Roldan Roa, Doris Kristina Raave, Irene-Angelica Chounta,
and Margus Pedaste

Designing LADs That Promote Sensemaking: A Participatory Tool ..........

Madjid Sadallah, Jean-Marie Gilliot, Sébastien Iksal, Katia Quelennec,
Mathieu Vermeulen, Laurent Neyssensas, Olivier Aubert, and Rémi Venant

Instant or Distant: A Temporal Network Tale of Two Interaction Platforms

and Their Influence on Collaboration ............ ... ....iiuiiiiniininn..

Mohammed Saqr and Sonsoles Lopez-Pernas

A Conceptual Framework for Creating Mobile Collaboration Tools ..........

Sebastian Simon, Iza Marfisi-Schottman, and Sébastien George

Does Deliberately Failing Improve Learning in Introductory Computer

S ENCE ] .ot

Sverrir Thorgeirsson, Tanmay Sinha, Felix Friedrich, and Zhendong Su



Contents

CLP: A Platform for Competitive Learning ............. ...,
Arpita Vats, Gheorghi Guzun, and David C. Anastasiu

Studying Cohort Influence on Student Performance Prediction
in Multi-cohort University COUISeS . ... .. .......uuuueeuuuennnn.
Pavani Vemuri, Stephan Poelmans, Hershal Pandya, and Monique Snoeck

What Kind and How Many?: Exploring Feedback in Remote Training

of Procedural Skills in Physiotherapy ............. ... ...
Ignacio Villagrdn, Rocio Herndndez, Javiera Fuentes, Gustavo Torres,
Diego Silva, Nicolds Araya, Mauricio Delgado, Constanza Miranda,
Andrés Neyem, Julidn Varas, and Isabel Hilliger

Personalizing the Sequencing of Learning Activities by Using
the Q-Learning and the Bayesian Knowledge Tracing .......................
Amel Yessad

Author Index . ...

XXiil



®

Check for
updates

Who are My Peers? Learner-Controlled
Social Comparison in a Programming
Course

Kamil Akhuseyinoglu!® @, Aleksandra Klasnja Milicevic2®,

and Peter Brusilovsky!

! University of Pittsburgh, Pittsburgh, PA, USA
{kaal08,peterb}@pitt.edu
2 University of Novi Sad, Novi Sad, Serbia
akm@dmi.uns.ac.rs

Abstract. Studies of technology-enhanced learning (TEL) environ-
ments indicated that learner behavior could be affected (positively or
negatively) by presenting information about their peer groups, such as
peer in-system performance or course grades. Researchers explained these
findings by the social comparison theory, competition, or by categorizing
them as an impact of gamification features. Although the choice of indi-
vidual peers is explored considerably in recent TEL research, the effect
of learner control on peer-group selection received little attention. This
paper attempts to extend prior work on learner-controlled social com-
parison by studying a novel fine-grained peer group selection interface in
a TEL environment for learning Python programming. To achieve this
goal, we analyzed system usage logs and questionnaire responses col-
lected from multiple rounds of classroom studies. By observing student
actions in selecting and refining their peer comparison cohort, we under-
stand better whom the student perceives as their peers and how this
perception changes during the course. We also explored the connection
between their peer group choices and their engagement with learning con-
tent. Finally, we attempted to associate student choices in peer selection
with several dimensions of individual differences.

Keywords: Learner control - Social comparison + Open learner
model - Computer science education - Self-regulated learning - Online
learning

1 Introduction

Over the last ten years, social comparison approaches have become an essential
component of modern online learning tools. Researchers explored social compar-
ison in various forms, such as leaderboards [21], comparative progress visualiza-
tion [2], learning analytics dashboards [25], and socially-enhanced open learner
modeling interfaces [5]. These social comparison approaches demonstrated their
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ability to increase learners’ participation and contributions [26], help learners
navigate more efficiently [16], and improve completion rates in MOOC:s [8]. How-
ever, the studies on social comparison also demonstrated that it could provide no
effect [8] or even negative effect for some groups of learners [19,23]. For example,
high-performing learners were not affected by social comparison based on class
average [8], while learners exposed to perfect peer performance exhibited declined
success and increased drop rate [23]. These findings suggested that mismatches in
selecting peer comparison groups could neutralize or negate the positive impact
of social comparison. On the other hand, social psychology research states that
comparison to similar peers strengthens the positive effect of social comparison
[6].

To address the need for a proper peer group selection in social comparison,
recent research explored the value of learner control over social comparison fea-
tures, i.e., allowing learners to choose their peer comparison group [1]. While
existing research reported positive results, the explored learner control options
were quite limited: Instead of comparing themselves to the whole class, learners
could choose the upper or lower part of the class as their peer groups. This paper
explores the value of a more advanced interface for fine-grained learner control
over social comparison in a Technology-Enhanced Learning (TEL) environment
for learning Python programming. This interface allows a learner to choose pre-
cisely a segment of the class as the peer comparison group. As an added value,
the freedom of choice provided by this interface offers an opportunity to examine
how learners identify a segment of a class as their comparison peers. Then, we
investigated how these comparison preferences relate to engagement and which
factors cause variance in peer-group selections, such as achievement goals and
social comparison orientation.

2 Social Comparison in Python Grids

We explored learner-controlled social comparison in a practice system designed
for Python programming called Python Grids (PG) [1]. For this study, the PG
interface was augmented with fine-grained learner-controlled social comparison
features. This section reviews the components of the PG: content access inter-
face with learner-controlled social comparison features and the set of available
interactive learning tools.

2.1 The Content Access Interface

In the PG, an Open Social Learner Modeling (OSLM) interface [20] (Fig. 1[B-D])
provides access to a set of Python learning content. The interface helps students
decide what they need to work on and how much they need to practice freely.
In this context, the ability to track personal and peer progress becomes critical
to encourage students to practice more and guide them to the most relevant
practice content. This ability is the core component of this interface.
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Fig. 1. The PG interface with fine-grained controllable social comparison features (A),
OSLM grid (B), a set of learning activities (C), and anonymized ranked list (D).

The columus of the OSLM grid (Fig. 1B) organize the learning content into 15
topics. The rows in the grid visualize the topic-by-topic progress of the student
and the comparison peer group while making it easy to compare them to one
another. The first row of the grid summarizes the topic-level progress of a learner
using a green color of different density. The third row displays an aggregated
average progress level of students in the selected comparison peer group (Fig. 1A)
using a blue color. The middle comparison row presents the progress difference
between the learner and the currently selected peer group. The green-colored
topics in the middle row represent the topics where the learner is ahead of the
comparison group. In contrast, the blue-colored topics show the topics where the
comparison group is ahead of the student. In all cases, the darker color indicates
a higher level of progress (or progress difference) for that topic. By clicking on a
specific topic column, a student accesses the learning content available for this
topic. Similar to the topic-level progress visualization, the PG also visualizes
content-level progress using the green color density (Fig. 1C). The progress of a
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topic or content is computed as the ratio of completed activities associated with
the topic or content.

2.2 Learner-Control over Social Comparison

In our recent study [1], we explored some options for learner control, but these
options were limited, i.e., a learner could compare herself to the upper or lower
half of the class in addition to viewing the average progress of the whole class and
anonymized ranked list of learners in the class (Fig. 1D). For the current study,
we augmented the interface with fine-grained control of the peer comparison
group through the comparison slider widget (Fig.1A). The 0-100 progress scale
represents all students in a class ranked by their current total progress in the
PG from a student with the lowest progress (marked as 0) to the student with
the highest progress (marked as 100). Within this range, each student could set
the target comparison group using two sliders. The handles on the comparison
slider define the minimum and maximum progress range of the comparison group
within the class, i.e., the group that average progress is visualized by the bottom
row of the PG interface (Fig. 1B) and which is shown in the anonymized ranked
list in detail (Fig. 1D).

In the beginning, the peer group is placed in the middle of the class with the
sliders set to the 25-75 range. At any time, the student can change the peer group
by moving the handles or dragging the cyan colored segment between the handles
(i.e., comparison group bar). After each change, the progress visualization in the
PG interface and the ranked list are updated accordingly to show only students
in the selected peer group. To help students in choosing the peer group, their
own relative progress within the class is shown as a red cursor. Note that student
progress is automatically displayed by the system and the position of the red
cursor could move within the slider widget as the student standing in the class
changes. In contrast, the selection of the peer group, i.e., the position of sliders, is
fully controlled by students. Altogether, this interface offers students full freedom
in deciding who their comparison peers are, i.e., how wide the group is, how far
from the bottom of the class it starts, how close to the top of the class it ends,
and how it is positioned in relation to student’s own progress ranking.

2.3 Learning Activities

Once students decide to practice on a specific topic in the PG, they can “open”
a topic and examine the available learning activities by clicking on the topic
column. In each topic, the PG provided access to two types of examples and two
types of problems for learning Python programming. Figure 1C shows the prac-
tice contents available for the topic of Boolean FExpressions. Content items are
shown as squares organized by the four content types. Example content types
include Animated examples and Examples-Challenges. Animated examples [24]
provide interactive visualization of the code execution. Examples-Challenges [15]
consist of a single worked example that allows students to examine a solution
to a coding problem and one or more “challenge” activities that ask students to
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Table 1. Summary of practice with the learning content (N =122).

Mean (%) |SD | Med
Number of sessions 8.66 (-) 6.26 | 7
Unique content accesses 99.5 (41%) | 65.5 | 89.5
Unique questions and Parsons attempted 41.1 (51%) | 24.0 | 41.5
Unique challenges, animated examples 58.4 (36%) | 47.7| 53
worked examples attempted /viewed

find the missing code lines from a set of options. Questions and Parson’s prob-
lems are the problem types. Questions [17] are parameterized exercises that test
student comprehension of program execution by asking to predict the output of
a given program. Finally, Parson’s problems [22] are code construction exercises
in which students must arrange code lines in the correct order. In this study,
students accessed 243 unique content: 81 problems (47 questions and 34 Parsons
problems) and 162 examples (39 animated examples, 52 worked examples, and
71 challenges).

3 Research Methodology

3.1 Study Context

We conducted the study with 174 undergraduate students during multiple offer-
ings of an introductory programming course at a large Australian university. The
course was delivered online during the study due to the Covid-19 pandemic. The
course does not assume any previous programming experience and covers pro-
gramming fundamentals, including input and output, decision structures, loops,
functions, data structures, file I/O, exceptions, and object-oriented programming
concepts. One coordinator and two other instructors taught the course using the
same syllabus, course materials, and grading policy. The passing grade is 50%,
which students must collect through assignments (30%), a project (40%), and
class participation (30%). By solving one Question and one Parson’s problem for
each of the 15 topics in the PG, i.e., 30 problems (37% of the problems in the
system), students could receive up to 10% practice credit as a part of the class
participation. The practice with the example content types was not counted for
the credit. The blue checkmarks on each topic column in Fig. 1B highlight the
topics where the student fulfilled the credit requirement.

3.2 Data Collection

We collected data from four course offerings where we kept the PG the same.
There were no significant differences between course offerings in learners’ prac-
tice behavior in the PPG, including overall engagement and usage of the social
comparison control features (e.g., the number of problem-solving attempts and
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peer group changes). Thus, we combined data from these offerings into a single
dataset that includes system usage logs, performance measures, and individual
learner differences collected through several standard instruments.

System Usage Logs: The system logs include detailed time-stamped records
of practice with all learning activities including attempts to Parson’s problems,
questions, and challenges, viewing animated and worked examples (see Table 1).
The logs also contain social comparison actions such as peer group changes and
ranking list views (see Table2). The system continuously recorded the current
state of social comparison preferences, such as the orientation of the comparison
group bar and the learner’s current rank in the class (i.e., red cursor position).

Performance Measures: In the first week of the class, we administered a
pretest and several instruments focused on individual differences. The pretest
had ten problems related to various Python programming concepts. Due to min-
imal participation in the post-test, we only considered course grades as the final
performance measure.

Instruments: The social comparison orientation (only the ability factor) was
measured by the Iowa-Netherlands Comparison Orientation Measure (INCOM)
[14], and the achievement goal orientation framework [12] was applied to measure
achievement orientations. Researchers demonstrated that both questionnaires
are inter-connected in interpreting students’ social comparison choices [4]. In
this study, we administered these questionnaires mainly to explore their possible
link to the comparison preferences observed in the PG.

In analysis, we used the logs from students who attempted at least one learn-
ing activity in the practice system. We only used students who gave their consent
for the research study and received a final course grade (i.e., did not withdraw
from the course). In total, we analyzed the logs of 122 students.

For questionnaire-based analysis, we filtered out students who selected the
same option in all items and responded very quickly (in less than 4min — 1st
quartile is used as the threshold). After the initial filtering process, we analyzed
the internal consistency of each scale and included the items with a factor loading
of at least 0.5 on the appropriate subscale. For the achievement goal orientation,
we found three valid constructs: (1) mastery approach (Cronbach’s o = .61), (2)
mastery avoidance (o = .77), and (3) performance orientation (o = .78) (both
performance avoidance and approach items loaded on the same factor). Further,
we validated the social comparison orientation (ability factor) items (o = .62).
As a final step, we calculated a scale score by calculating the mean scores of the
selected items related to a subscale and used these scores in our analysis. Not
all students participated in the pretest and questionnaire. As a result, we only
used students with the complete data for specific analyses?.

! 'We had complete data for 53 students (43%), including system logs, course grades,
pretest, achievement orientation, and social comparison orientation scores.
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3.3 Data Analysis Methods

In regression analysis, we checked regression assumptions, including multi-
collinearity, by calculating the Variance Inflation Factors (VIF) and ensuring
none of the features had vV IF > 2. Then, we performed a backward step-wise
feature selection process. We reported regression model results with the fea-
tures selected by this process. For linear mixed-effects models, we added learner
identifier as a random effect which also resolves the non-independence issue of
our session-based data. We shared the results of mixed-effects models after con-
firming that the model fitted better than a random-effect only model using the
likelihood ratio test. For count data predictions (e.g., number of learning activ-
ities), we used Poisson regression.

3.4 Labeling the Social Comparison Preferences

Researchers have explored the direction of social comparison, i.e., upward and
downward comparison (comparing with someone better or worse), to understand
the potential effects of social comparison [3,7,10]. Following the prior work,
we labeled learners’ comparison group changes with a comparison direction to
examine their comparison intentions in our analyses.

First, we performed the labeling by checking the absolute position of the
selected comparison group on the 0-100 scale (the cyan segment between sliders
in Fig. 1A). For the absolute labeling, we used the index position of 50 as the fixed
reference point, and we labeled the comparison group obtained after each change
of sliders by four comparison types: (1) Downward, (2) Upward, (3) Balanced, or
(4) Average. Downward/Upward type means that the selected comparison group
mainly (or entirely) contains students from the lower-half/higher-half of the class
(students below/above the reference point value of 50). The balanced comparison
corresponds to the case where the comparison group covers the lower and higher
half of the class equally (e.g., the sliders set to the 30-70 range). Lastly, the
average type covers the case where the student selected the whole class as the
comparison group (i.e., the sliders set to the 0-100 range).

Second, we used the relative position of the comparison group to students’
current rank in the class (shown as a red cursor in Fig. 1A) to represent the com-
parison direction more reasonably. We summarized learners’ comparison group
selection with a single scalar value for relative labeling. This value corresponds
to the distance of the learner’s current position (i.e., the red cursor) to the mid-
point of the selected comparison group (i.e., the cyan segment), and we called
this value mid-distance. If this value is below 0, the student’s position was lower
than the most (or all) of the students in the selected comparison group, i.e.,
performing a relatively upward social comparison. If it is above 0, the student’s
position was higher than the most (or all) of the comparison group, indicating
a relatively downward social comparison. By using the mid-distance value, we
classified each group change as (1) Downward, (2) Upward, (3), or (3) Balanced.
This case has no average type since we considered the learner’s current position.
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Table 2. Summary of social comparison actions and preferences (N =113).

M(SD) | Med | Absolute Relative
Upward | Downward | Upward | Downward
Peer group changes | 5.7(6.4) | 3.0 | 40% 35% 47% 52%
Ranked list views |4.3(6.6) | 2.0 |- - - -

4 Results

The focus of our analyses is twofold. First, we want to examine learners’ inter-
actions with the social comparison control interface and understand the social
comparison preferences they expressed through this interface. Second, we want
to examine the association between these preferences and engagement with the
practice system. To assure that engagement with the practice system is valu-
able for learning, we start our analyses by examining the connection between
engagement and course performance.

4.1 Engagement with the Python Grids and Course Performance

As shown in Table 1, students extensively used all content types. Notably, they
solved significantly more problems (Parsons and questions) than the criteria for
obtaining the full practice credit (i.e., solving 30 problems) (¢(121) = 5.11,p <
.001), and 71% of them (N =87) exceeded this threshold. In addition, students
practiced with 36% (M = 58.4) of the ezample content types, although they
were not counted for credit. This data indicated that the students considered
the Python Grids (PG) valuable for their learning rather than just a source of
credit points.

To assess the relationship between the practice system usage and course
performance, we regressed course grades on pretest scores, achievement goal
subscale scores, and overall practice amount (i.e., percentage of uniquely accessed
learning content). We found a statistically significant regression model (F'(5,52 =
7.2), adj.R* = .35, p < .001) with pretest scores (B = 5.3,p = .003), system
usage (B = 15.9,p = .015), mastery approach (B = 5.6,p = .004), and mastery
avoidance (B = 7.5,p < .001) scores were positively associated with the grades.
However, performance orientation was associated with lower course grades (B =
—5.0,p = .011). Given these results, we observed that working with the practice
system was positively associated with higher course grades while keeping prior
knowledge and various individual differences constant.

4.2 Social Comparison Preferences

Students used social comparison controls noticeably on average, although the
usage differed between students (see Table2). Most students (83%) used the
opportunity to change their comparison peer group at least once (M = 5.7).
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Similarly, 71% of the students viewed the anonymous ranked list at least once
(M = 4.3). Also, there was a significant correlation between the number of rank-
ing views and comparison group changes (r=.27, p=.002). Thus, we counted
both actions as social comparison events in the rest of the analyses.

Following the comparison preference labeling process explained in Sect. 3.4,
we could summarize learners’ preferences in peer comparison group selection
in detail (see Table2). Out of 639 comparison group changes, 41% of changes
were labeled upward, 35% downward, 12% average, and 12% balanced based
on the absolute labeling. From the relative labeling prospect, students preferred
downward comparison the most (52%), then upward comparison (47%). Only
1% of the changes were balanced. Thus, according to the absolute labeling,
students preferred upward comparison the most. However, the dominance of
upward comparison was not present in the relative labeling. This difference might
originate from the fact that for high-performing students (e.g., a student at the
5th percentile), there is limited opportunity to perform an upward comparison
due to the ceiling effect.

4.3 Social Comparison Events and Engagement

Throughout the semester, learners worked with the practice system in multi-
ple sessions of varying duration and with different intensities. We hypothesized
that if social comparison events (i.e., group change and ranking view) influ-
ence engagement, we should observe this effect on the total number of learn-
ing actions performed in a session (num-act), i.e., problem-solving attempts
and example views. Thus, we classified all sessions (N =1057) into two types:
those with at least one social comparison event occurred (27%) and those with-
out (73%). Then, we compared the number of learning actions performed in
these session types per student. We filtered out students who did not have both
types of sessions for this analysis (N =93). We discovered that students prac-
ticed significantly more in sessions when they also performed a social comparison
event (M = 72, Med = 43) compared to sessions without a comparison event
(M = 40,Med = 27)(V = 3028,p < .001). This observation holds for both
the example and problem activity types. Moreover, students had a significantly
higher chance to increase their in-system progress-based ranking as a result of
their practice (19% progress difference) in sessions when they interacted with
the social comparison controls (¢(92) = 5.54, p < .001).

4.4 The Effect of Social Comparison Direction on Engagement

The results reported above revealed a positive association between the usage of
social comparison controls and practice. However, this connection might depend
on social comparison direction, namely upward or downward. This section
assesses the effect of direction on learner engagement.

First, we analyzed the direction effect based on the absolute labeling. To
perform such an evaluation, we considered learning sessions containing at least
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one comparison group change (N =146). This filtering was necessary to con-
centrate on sessions with explicit group change. We utilized the labeling pro-
cess described in Sect. 3.4 and calculated the ratio of upward social comparison
changes (upward-ratio) within a session. Then, we predicted the number of learn-
ing actions (num-act) performed in a session by fitting a linear mixed-effects
model with the upward-ratio and session duration as fixed effects. We found
significant positive effects of the upward-ratio (B = .21,z = 8.5,p < .001) and
the session duration (B = .95,z = 47.2,p < .001) on num-act. We also found
an opposite effect for the downward social comparison. These findings highlight
the importance of comparison direction, namely upward social comparison, on
engagement.
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| 1 1 |
position = LOWER position = HIGHER

45 -

40 _

35 o

num-act
w
o
|
T

25 o

20 - T T
DOWNWARD UPWARD

Comparison Direction

Fig. 2. Predicted number of unique learning activities (num-act) for the interaction
term (direction*position). Purple bars denote 95% confidence interval. (Color figure
online)

Second, we leveraged the relative labeling to examine the comparison direc-
tion. We used the mid-distance value (as described in Sect.3.4) and calculated
the mean of mid-distance for each learner session to represent the comparison
direction. Using this mean value, we categorized a session either as an upward
or downward comparison session, e.g., a session was labeled as upward when the
mean mid-distance was below zero. Additionally, we categorized each session as
a lower or higher standing session by computing the mean of learner position
index (on the 0-100 scale). For example, a higher standing session implies the
learner is positioned in the higher half of the class (above 50) on average dur-
ing that session. In this case, we considered sessions containing a comparison
group change or the ones that come after the first comparison group change,
not necessarily including another comparison change (N =765 sessions). This
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filtering was critical in observing the learner’s explicit attitude in peer-group
selection throughout multiple sessions, given that students could observe their
positions without changing their comparison groups. We fitted a linear mixed
model with the comparison direction, learner position, and session duration as
fixed effects to predict num-act in a session. A significant interaction effect of
position and direction was found (B = .51,z = 7.77,p < .001), along with a
significant effect of session duration on num-act. As presented in the interaction
effect plot (Fig.2), the results revealed that students performed more learning
actions in lower standing sessions if they were engaged in downward comparison
(num-act = 28) compared to upward comparison (num-act=23). In contrast,
if they were in the higher progress state, engaging with upward comparison
(num-act =40) was more effective than downward comparison (num-act=29).
To summarize, this detailed analysis revealed that engagement with the learn-
ing activities was associated with the direction of the social comparison and the
progress standing of the student.

4.5 How to Explain Learners’ Social Comparison Preferences?

We explored the social comparison preferences of learners in Sect. 4.2 to under-
stand the frequency and type of comparison group changes, such as upward or
downward comparison. However, in that section, we did not discuss the factors
that might affect learners’ choice in selecting their peer comparison group.

We started by checking which factors affect the size of the selected comparison
group (i.e., having a more expansive comparison group bar in Fig. 1A). A fitted
linear mixed model revealed that the higher the learner’s current position within
the class, the wider the comparison bar is (B = 3.26,t = 2.604,p = .010). In
addition, being closer to the end of the course was positively associated with
choosing a larger comparison group (B = 2.54,t = 1.992, p = .048).

How did students increase the size of the comparison group? To modify the
size and placement of a peer group, students could adjust either the left or right
slider, and their use might be associated with different factors. To understand
these factors, we fitted two separate mixed-effects models to predict the position
of the left and right slider after controlling for the position of the opposite slider.
Regression results indicated that the current standing of the learner in class was
statistically significantly and positively associated only with the position of the
right slider (B = 2.91,¢ = 2.993, p = .003). On the other hand, closeness to the
end of the course was marginally and negatively correlated with only the left
slider position (B = —1.93,t = —1.824,p = .069). As a result, we concluded
that when students advanced in their standing within the class, they increased
their comparison group size by adding stronger students (i.e., by moving the
upper slider to the right). In addition, while approaching the end of the class,
students added weaker students to their peer group by decreasing the position
of the lower slider (i.e., moving it to the left).

We extended our analysis by connecting the comparison preferences with the
collected self-reported instruments. Thus, we tried to predict the scalar value of
mid-distance by using the collected instruments (see Sect.3.2 for details). We
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fitted a linear mixed model on the session-based data (290 comparison group
changes). The results indicated that there was a significant effect of social com-
parison orientation score (B = —17.76,t = —4.774,p =< .001) and performance
orientation score (B = 9.66,t = 2.757,p = .008) on mid-distance. In other
words, socially-oriented students preferred upward social comparison (given the
sign of the regression coefficient) while performance oriented students favored
downward social comparison. Following the previous analysis, we fitted another
linear regression model to predict the size of the comparison group but could
not find any significant model.

5 Discussion: Results in the Context of Related Work

In this paper, we report the results of several rounds of classroom studies to
explore the effects of learner-controlled social comparison on learner engage-
ment and performance in an online programming practice system. We observed
that students used the system extensively throughout the semester and showed
that their engagement with the system was positively correlated with the course
grades. We also found a link between achievement goals and course performance,
where mastery-oriented students finished the course with better grades [11].

The unique design of the user-controlled social comparison interface also
enabled us to explore the diverse learner preferences towards social comparison.
Social comparison theory states that people want continuous improvement and
assess their capabilities and opinions by comparing themselves to similar people
[13]. Moreover, the performance-based reward system in education leads stu-
dents to compare themselves socially [9]. Our analyses show that students paid
considerable attention to social comparison features. We also observed a gradual
change in their social preferences, which is consistent with the findings of Huguet
et al. [18], who argued that social comparison is a dynamic process that changes
over time. Our data also demonstrated that students tend to choose the upward
social comparison (in absolute labeling) most frequently in a TEL environment,
the tendency observed earlier in other contexts [10].

A deeper analysis of social comparison choices yielded more discoveries, which
correlate with findings reported in the literature. First, we observed that stu-
dents practiced significantly more and increased their in-system progress levels
in sessions where they also self-assess their current state by interacting with
the learner-controlled social comparison features. Researchers presented similar
positive effects of social comparison [8,26]. We also highlighted that the direc-
tion of the comparison and the progress level of a learner impact the benefit
of social comparison. We found that engaging with upward social comparison
(in absolute labeling) was positively associated with enhanced practice inten-
sity. Researchers argued that learners tend to perform upward comparison as
a means of self-improvement when they also recognize that they can improve
their standing [7,18]. Moreover, the progress state of a learner interacted with
the comparison direction (in relative labeling) such that performing a compar-
ison that is “matched” to their current state (i.e., performing upward compar-
ison while being in the higher state) was more beneficial on engagement. This
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interaction could mean that the upward comparison might be beneficial only
when students do not feel uneasy about being inferior [3]. We believe that the
novel learner-controlled comparison features with OSLM features helped learn-
ers choose appropriate peer groups based on their standing, leading to increased
engagement.

We concluded our analysis by exploring the factors affecting the comparison
preferences. For example, we observed that students added high-performing stu-
dents into their peer groups based on their standing within the class. Finally,
we connected peer group preferences back to learners’ differences and discovered
that students with higher social comparison orientation favored upward social
comparison, while performance-oriented students preferred downward compari-
son. This finding conforms to earlier observations where researchers found that
the performance-avoidance group conducts downward comparison more [4].

6 Prospects and Limitations

Our work demonstrated that fine-grained learner controls on social compari-
son could increase the effect of social comparison by helping learners find the
most appropriate peers. Moreover, we showed that these control features pro-
vide valuable insight into students’ intentions in the peer-group selection and
emerge as a practical technology for future studies. We want to explore learner
control more broadly while addressing several limitations of this study in future
work. We hope to augment our findings with qualitative analysis to understand
how students think and feel while adjusting their comparison groups. Moreover,
the online delivery of the programming course could impact students’ compar-
ison behavior. Even though we diligently verified our statistical findings, we
conducted some of the analysis only with limited data. Also, the authors are
conscious of the difference between causality and correlations, and more rigor-
ous study designs are needed to investigate causal effects. Finally, although the
system usage was encouraged slightly through course credits, our study might
be susceptible to the self-selection bias since the majority of the system use was
voluntary. We hope to address these limitations in our future work.
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Abstract. Past research has yielded ample knowledge regarding the design of
analytics-based tools for teachers and has found beneficial effects of several tools
on teaching and learning. Yet there is relatively little knowledge regarding the
design of tools that support teachers when a class of students uses Al-based tutor-
ing software for self-paced learning. To address this challenge, we conducted
design-based research with 20 middle school teachers to create a novel real-time
dashboard, Tutti, that helps a teacher monitor a class and decide which individual
students to help, based on analytics from students’ tutoring software. Tutti is fully
implemented and has been honed through prototyping and log replay sessions.
A partial implementation was piloted in remote classrooms. Key design features
are a two-screen design with (1) a class overview screen showing the status of
each student as well as notifications of recent events, and (2) a deep dive screen
to explore an individual student’s work in detail, with both dynamic replay and an
interactive annotated solution view. The project yields new insight into effective
designs for a real-time analytics-based tool that may guide the design of other
tools for K-12 teachers to support students in self-paced learning activities.

Keywords: Teacher dashboards - Problem-solving practice - Al-based tutoring
software

1 Introduction

Much research in technology-enhanced learning has focused on creating and evaluating
tools that support teachers or instructors in aspects of awareness and classroom orches-
tration. This work has resulted in novel tools and insight into how best to design these
kinds of tools [1, 2, 4, 9, 13, 14, 16, 25]. A small number of classroom studies have
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documented beneficial effects of such tools on teaching and learning [13, 16]. The cur-
rent work focuses on scenarios in which students do individual, self-paced work with
an intelligent tutoring system (ITS). This mode of personalized learning is increasingly
common in K-12 [19, 23] and often leads to improved learning outcomes compared to
instruction without this kind of software [7]. This type of software supports deliberate
practice [15] in solving complex problems with “step-based tutoring” [22] and individu-
alized mastery learning [8]. We target “real time” scenarios in which a class of students
works with tutoring software, each student working individually at their own pace, and
a teacher is available to help the students. The teacher monitors the class and interacts
with students (often individually) to provide extra help or encouragement.

Creating teacher support tools for this kind of scenario presents several novel design
challenges, compared to past work on teacher analytics tools. First, many existing real-
time teacher support tools have been designed with the assumption that a class of stu-
dents progresses through instructional activities in a relatively synchronized manner.
By contrast, ITSs often support personalized mastery learning [8], which means that
students proceed in a self-paced manner, work on different problem-solving activities at
the same time, and finish milestones at different times [21]. Second, few teacher tools
are designed to be used in conjunction with ITSs. These systems are typically capable of
producing rich analytics [6], yet much is still unknown regarding how best to leverage
these analytics to support teachers in real-time scenarios.

Recent work has started to look at these challenges by creating teacher tools for
scenarios in which students ITSs (e.g., [11, 18, 25]) or other classroom scenarios [1,
16]. Some reporting tools designed for use in conjunction with an ITS support detailed
monitoring of student progress [3, 5]. Other tools are helpful to teachers during classroom
discussions of homework assigned through the system [14] or during lesson planning
[25]. Yet other tools were designed to be independent of any learning software [2]. A few
of these projects yielded implemented tools for real-time scenarios, including Lumilo,
mixed-reality smart glasses that support teachers in real-time scenarios with ITSs [11].
A classroom experiment with Lumilo provides evidence that a real-time analytics tool
can measurably change how teachers allocate their time and attention among students,
yielding better learning outcomes for students [13]. While Lumilo provides answers
to our design challenges, it requires hardware (mixed-reality devices) that is not often
available (yet) in schools. Thus, how best to design tools that support teachers in helping
students who are engaged in personalized, technology-enhanced, self-paced learning, is
still largely an open design problem.

In the current work, we address the question: How might we design a dashboard that
displays analytics from (K-12) students’ work with an ITS to support teachers in aiding
students in real time, during their work with the ITS? Building on the prior work with
Lumilo, we conducted a process of human-centered research and design, grounding
our designs in data about teachers’ goals and needs, uncovered through a range of
design activities. We created a new dashboard, named Tutti, within the infrastructure for
development of ITSs named CTAT + Tutorshop [3].

The paper is structured as follows: After describing the instructional contexts for
which Tutti is designed, we give a brief overview of the design as it is currently imple-
mented (it is fully functioning). In the following sections, we describe the process that
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led to this design, present some of the insights that resulted from that process and that
helped shape the design of Tutti, look at key design features and describe how they are
grounded in data from our many interactions with teachers.

2 Context

The current work targets contexts in which students engage in self-paced, personalized
learning with Al-based tutoring software, by now a common occurrence in K-12 in
the US and elsewhere [16, 23]. It covers scenarios in which students are either present
in class or work remotely, either synchronously or asynchronously. Using the tutoring
software, they work through assigned problem sets, each targeting a set of knowledge
components, also called “skills.” The software uses a form of Al plan recognition to
assess student work at the level of problem steps and provides guidance in the form
of hints and feedback. It also supports individualized mastery learning: Students move
on to the next problem set only when they master the skills targeted in the current, as
assessed by the system [6]. The design of the tutoring software is grounded in cognitive
theory, theory of deliberate practice, and notions of scaffolding/tutoring [15].

When a class of students uses tutoring software, students typically work through
assigned problem sets at their own pace. Thus, at any given point in time, different
students work on different learning objectives or problem-solving tasks, even when they
are working synchronously in the classroom. A teacher monitors the class and helps
students in situations that the software is not designed well to handle. Other teacher goals
may be to keep students on task, to keep them motivated, as well as to encourage and
praise them. In remote learning, much of the communication and progress monitoring is
mediated through technology. In in-person scenarios, teachers tend to move around the
classroom and can talk to students to better understand their struggles or celebrate their
successes. Yet it is not always easy for a teacher to assess who needs help the most, as
students may hide their struggle, or, conversely, may ask for help when they do not need
it urgently [24]. Further, teachers must be very efficient in their one-on-one interactions
with students, as many students may need attention.

The current work builds on a proven technology infrastructure for research and
development of ITS called CTAT 4 Tutorshop [3]. The infrastructure provides tools for
building tutoring systems and for deploying and using them in classrooms. It has been
used to create many ITSs [3]. It also has many affordances to support the development
of analytics tools. Although our examples in the current paper tend to focus on a tutor-
ing system for equation solving, in principle Tutti can work with any tutoring system
developed within the CTAT 4 Tutorshop infrastructure.

3 Overview of Tutti’s Design

We briefly overview the design of Tutti in its current implementation. In a later section,
we discuss key design features in more detail.

Similar to prior teacher dashboards designed for use with classes that use learning
software [11, 16, 25], Tutti has a two-screen design. An overview screen (Fig. 1) shows
information about each student in a class and is designed to draw the teacher’s attention
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to students who may need help (e.g., students who appear to be struggling or misusing
the software) or deserve praise. At the teacher’s request, a deep dive screen (Figs. 2, 3)
shows more information about any given student. This information might help a teacher
assess more fully whether communication with any given student is needed (e.g., what
skills, problem types, or errors a student is struggling with).
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Fig. 1. Overview screen with progress table (left) and stream of notifications (right). The names
are not real student names.

The overview screen shows a table with information about each student’s progress
and status (Fig. 1, left). Each of the small squares in the table represents a problem
set, filled up (with black) in proportion to how far the student progressed through this
problem set. A set of “indicators” capture each student’s recent learning experience
(shown in the “Status” column in Fig. 1). The indicators were developed and honed with
frequent input from teachers in past research on the Lumilo system [11]. The indicators
are: Struggle, system misuse (aka “gaming the system”), being off-task, and making
good progress (so as to alert the teacher to opportunities for complimenting students).
For example, to determine whether a student is struggling, their correctness rate over
recent attempts is gauged, using a sliding window over student attempts. As well, the
overview screen displays notifications of recent events regarding students’ learning with
the software (Fig. 1, right). Notifications are generated when the status of an indicator
changes or when a given status has persisted for a certain threshold amount of time. For
example, an idle indicator (“Zzz”) appears when a student has not been working in the
tutoring software for 2 min.

The deep dive screen (Fig. 2) provides information about a single student’s progress
through the assigned problem sets (top right), their mastery of the skills targeted in these
problem sets (top left), and the problems they have solved (bottom left). The teacher
can also look at a student’s areas of struggle, defined as skills on which the student
has made little progress despite ample practice, a sign that the tutoring software might
not be helping the student effectively and that extra help from the teacher could be
beneficial. The display of areas of struggle was highly requested by teachers. For even
more detail, a teacher can look at a student’s current problem solution (as a “remote
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peek over the shoulder,” a feature also found in Lumilo [9]) or at any of a student’s
past problem solutions in full detail. Tutti offers two ways of doing so, both of which
teachers found useful (as described below): Annotated Snapshots (Fig. 2, right panel)
and Replay (Fig. 3). Both show a student’s stepwise attempts at solving a problem,
displayed in the tutor interface. Snapshots provide quick insight into which problem
steps were challenging, as indicated by the number of errors and hints, shown with icons
in Fig. 2. Replay steps through a student’s attempts including errors and hints.
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Fig. 2. Deep dive screen with information about an individual student, including areas of struggle,
list of solved problems, and an annotated snapshot of a past problem solution (right)
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4 Research Activities

To create Tutti we carried out a process of user-centered research and design, working
with a total of 20 teachers across a range of research activities. In the current section,
we describe the activities. In subsequent sections, we present the results.

1.

Discovering teachers’ needs. We conducted needs finding and concept validation
exercises with six middle school math teachers from six school districts across the
United States during the Fall of 2020. Three teachers were teaching fully remotely
and three were teaching in a hybrid model (i.e., in-person instruction two days a week,
remote instruction three days a week). We conducted six sessions, each lasting one
hour per teacher. These sessions included semi-structured interviews and storyboard-
based speed dating exercises [26]. Afterwards, we used affinity diagramming to
reveal important themes in the teacher comments [10].

Refining the understanding of teachers’ needs. We conducted speed dating ses-
sions to solicit teachers’ feedback, preferences, and motivations [26], prompted by
a set of 10 storyboards. The storyboards depicted scenarios with possible dashboard
designs that varied along three key dimensions: (1) Whether the instruction is in-
person, remote, or a combination, (2) how examples of student work are presented
in the analytics tool: as a Snapshot, as Replay, or a Live Feed of a student’s screen as
they are working in the tutoring software, and (3) options for teacher-student commu-
nication (audio, chat, or drawing on a shared representation of the student’s problem
interface combined with chat balloons). We also asked teachers what additional fea-
tures and improvements they would like to see, compared to the storyboards. We
clustered the resulting quotes to discover themes using affinity diagramming [10].
Scoping and implementing Tutti. Given that our needs-finding activities revealed
an almost desperate need on the part of teachers to be better informed of what
their students are doing during instructional sessions, we started implementing the
dashboard early on during the project. We pursued the most popular ideas, including
notifications of events in the learning software that might need the teacher’s attention,
and different ways of displaying instances of student work (Snapshots and Replay).
Over time, schools gradually started shifting back to in-person instruction, which
led us to prioritize features of the dashboard that were most useful for in-person
instruction.

Piloting an early implementation of Tutti in remote classrooms. As the imple-
mentation effort was underway, several opportunities arose (during 2020-2021) to
conduct a pilot study with an early version of the dashboard, as part of an unrelated
research project. Although only the overview screen had been implemented, we fig-
ured the Tutti could still be helpful. We asked the teachers who participated in the
study if they were interested in using it even though it was not yet in a perfect state.
All of them agreed. We used the dashboard with three teachers in three schools in
the US. One school was operating in a hybrid mode (with some students participat-
ing in-person and others joining remotely) whereas the other two schools operated
fully remotely. In all sessions (30 in total), students were assigned individual work
with algebra tutoring software. The teachers helped the students while the students
were using the software. Experimenters attended each session remotely to provide
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help where needed. Before the study, teachers worked through instructional mate-
rials about Tutti. During the study, teachers and experimenters had access to and
monitored the dashboard.

5. Testing hi-fi prototypes. We conducted a series of prototyping sessions with early
implementations of the dashboard to hone its design and usability. During these ses-
sions, we interviewed teachers as they interacted with the tool. Four math teachers
(grades 6 through 12) and one math director participated, with an average teaching
experience of 19 years. One teacher was in Taiwan, the rest were in the US. All par-
ticipants were asked to think aloud while performing 20 tasks using the dashboard’s
interactive capabilities. (The dashboard however was not updated in real-time during
this study.) They were asked to report any potential problems they noticed, if they
were to use it in class. We made many changes to the dashboard because of the
findings.

6. Conducting replay studies. As a final way of honing the design of Tutti we con-
ducted replay studies, that is, prototyping sessions during which teachers experienced
some of the dynamic behaviors of the tool, though outside the real classroom envi-
ronment. To create the dynamic behaviors, we replayed log data from a class of
students (which captures their interactions with the tutoring software) through the
dashboard in real time. The tool would update as it would if it were used during the
real class session (cf. The Replay Enactments method [11]). In addition to testing
usability, the study focused on how teachers would use the dashboard information to
support their real-time decisions regarding whom to help. We also asked interview
questions about desirable features in the tool. Three math teachers participated, all
of whom had participated previously, with on average 19 years of teaching experi-
ence, teaching grades 7—12; one teacher taught special education classes. The data
that was replayed came from a 6th grade class of 11 students, collected during the
pilot study. As a result of the findings from this study, we made many changes to the
dashboard.

5 Results from Teacher Interviews

We present insights from the early need finding activities (Research Activity #1).

Learning Process: “I Wish I Could see What They’re Doing”. All participating
teachers described frustration when it came to identifying what students needed or how
they were doing. Several of them noted the value in being able to see students’ processes
and actions as they normally would in their classroom. Several teachers working with
MATHia (a commercially available tutoring system for mathematics) described how they
used reports generated by the software and the software’s live dashboard to understand
if the students were working in the tutoring software, completed their assignments, and
were on track to master content. They expressed a need for more detailed live information
about what students were doing, as existing tools did not allow for remote monitoring.
They described requesting or sharing screenshots with students over email or asking
students to share their screens during individual meetings via teleconferencing software
as a form of remote monitoring. However, not all students would respond or engage in
one-on-ones with teachers.
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Real-Time: “I Want to Know as Soon as Possible”. Teachers wanted to get informa-
tion about students as quickly as possible, so that they could correct problems imme-
diately and provide timely praise. With remote instruction, teachers felt they could not
identify and correct problems immediately as was possible in their normal classrooms.
As aresult, they could be missing moments of struggle until an assessment; some teachers
strongly preferred reaching out and reteaching content to students before they experi-
enced further frustration. Teachers also described missing the ability to quickly provide
praise and support. One teacher remarked, “Encouragement is a huge part of learning,
saying, hey, you’re moving in the right direction!”

6 Insights from Storyboard Study

We present insights gained from the study with storyboards, Research Activity #2 listed
above, which, as mentioned, focused on three aspects: Instructional context, displaying
instances of student work, and technology options for teacher-student communication.

Viewing Specific Instances of a Student’s Work is Valuable. Consistent with our
earlier findings and those from the Lumilo project [11], the participating teachers unan-
imously valued the ability to follow students’ processes in specific problem instances,
both current and past. They viewed the different display options (Snapshots, Replay,
Live Feed) as overlapping but complementary. The live problem view was deemed use-
ful primarily for remote scenarios, as it may enable quick feedback and avoids the need
for screen sharing by the student. Teachers felt that Replay (more so than Snapshots)
enables them to investigate a student’s challenges.

Time is of the Essence. Teachers (without prompting) evaluated whether the tool con-
cepts depicted in the storyboards would help them operate efficiently. They found Snap-
shots attractive because they give quick insight, whereas they questioned whether they
would have the time to use Replays or Live Feeds. Chat was viewed as the most efficient
communication method, provided it would be well integrated with the dashboard and
the tutoring software. The combination of Live Feed with drawing and chat was viewed
as an efficient combination for use in remote scenarios. In live scenarios, teachers said
they instead preferred to walk up to a student and talk.

Private Communications with Students are Highly Preferable. Consistent with past
work on Lumilo [11], teachers valued tool and communication options that would safe-
guard students’ privacy, in the sense that a student’s struggles would not be known or
visible to the entire class. For example, they did not want to show student names when
displaying a Replay or when displaying the full dashboard to the class.

Teacher Attention Might Help Increase Participation in Class. Some teachers stated
that students might be more motivated if they felt the teacher was keeping an eye on
them - which the dashboard might help them do. They thought it might help to send
“wake-up calls” (using chat or audio) to idling students or students misusing the system.



24 V. Aleven et al.

Teacher-Student One-on-One Communications via Chat Might be Useful Espe-
cially for Remote Students. Teachers thought audio communication with remote learn-
ers would be natural; they unanimously felt “normal interactions” would be possible in
this manner (e.g., to redo a problem together with a student). One teacher mentioned that
the use of chat in in-person scenarios might support multitask helping (help one student,
write another; send a quick message and not interrupt students). They suggested having
pre-defined, easily-customizable chat messages.

7 Observations from Remote Classroom Piloting

During the remote classroom pilots (Research Activity #4), teachers’ activity with the
dashboard’s overview screen focused on checking which students were actively working
on the tutor. (The Deep Dive screen had not been implemented yet.) During fully-remote
sessions, many students had their webcam off, so teachers had no other easy way of
ascertaining this information. The need to know who is working during educational
technology use in fully-remote sessions has also been reported elsewhere [17]. The
study revealed a need for a communication channel built into the dashboard when used
for a remote or hybrid instructional mode, so teachers would not need a separate video
conferencing tool (e.g., Zoom) to talk to a student.

We also observed that teachers did not make use of the notifications displayed on
the dashboard’s overview screen. We did not observe any instances, for example, where
a teacher reached out to a particular student when a notification showed that the student
was struggling. In this remote teaching context, teachers appeared to be occupied more
with encouraging students to use the software and reaching out to students who did
not make much progress (which could be gleaned from the progress table better than
from the notifications) than reacting to indications of struggle. Indeed, during the study
sessions, the teachers and experimenters exchanged many private messages regarding
who is working on the software and who is not. This is not to say that notifications are
not useful. Rather, their utility may depend on context, such as remote/in-person, and
other factors (e.g., specific instructional goals teachers may have).

8 Key Design Features with Rationale

Following the storyboards, we narrowed our scope to focus on a smaller set of features
that we expected to be useful for teachers. As (so far) teachers valued both Snapshot
and Replay for in-class teaching, we decided to keep both, to further explore their
complementary strengths through higher-fidelity prototyping. We put the Live Feed
on hold, as the teachers said they would not use it often in person. Moreover, a live
view had already been explored in past research on Lumilo [11]. We also dropped the
communication options. Although some teachers saw use for them in live classrooms,
we prioritized the display of analytics. Within this scope, the main design features are:
(1) Two-screen design with easy navigation from class overview to student-level deep
dive, (2) dual representations of students’ status and recent behaviors (progress table
and notifications) and (3) two ways of viewing instances of student work (Snapshots and
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Replay). These features kept evolving during the subsequent activities (hi-fi prototyping
and replay study). In the current section, we provide more detail about these features
as they were at the end of the process. We also describe how they are grounded in data
gathered during our interactions with teachers.

8.1 Two-Screen Dashboard Design

As mentioned, Tutti combines an overview screen (see Fig. 1) that provides information
about each student in a class with a deep dive screen (Figs. 2, 3) that provides more
detailed information about any given student’s learning experiences. The information
on the overview screen may help teachers get an initial sense of which students might
need their attention (Fig. 1). To this end, the overview screen (a) summarizes progress
through the problem sets with a simple visualization, (b) summarizes each student’s
learning state with indicators adopted from Lumilo, and (c) presents notifications of
recent events regarding students’ learning.

The information on the deep dive screen helps a teacher gain further insight into
whether communication with the given student could be beneficial and what it might
focus on (e.g., what skills, problem types, or errors a student may be struggling with).
The deep dive screen may be a teacher’s sole source of information about a student’s
work in remote scenarios. The deep dive screen provides information about the given
student’s progress through the assigned problem sets (Fig. 2, top right), with more detail
available at the teacher’s request including information about a student’s skill mastery,
areas of struggle (i.e., skills with substantial practice but low mastery; see Fig. 2., top
left), and past problems (Fig. 2, bottom left). The problem list helps teachers gain insight
into what problems were difficult for the given student, with information such as counts
of errors, hints, and correct steps as well as the same indicators of progress and struggle
that are used on the overview screen. Teachers can filter the problem list by skill, to
select problem instances to inspect using either a Snapshot (Fig. 2, right) or a Replay of
the solution (Fig. 3), as described in more detail below.

Teachers can access a student’s deep dive screen in multiple ways, a design feature
that make it easier to follow leads gathered from information on the overview screen.
When the teacher clicks on a notification on the overview screen, the deep dive screen
is initialized with information relevant to that notification, namely, the problem set and
the problem the student was working on when the notification occurred. Similarly, when
the teacher clicks on a student listed in the overview screen, the deep dive screen shows
information related to that student’s current problem set and problem.

The two-screen design (with a class overview screen and student-specific deep dive
screen) is found in other teacher tools as well, including two dashboards used (like Tutti)
in conjunction with Al-based tutoring software, Luna [25] and Lumilo [11]. These dash-
boards share the same raw data—tutor interaction data—and use analytics derived from
that data. There are, however, some interesting differences regarding the information
displayed on these dashboards, which could be attributed to the different use scenarios
for which the dashboards were designed. For example, the overview screen of Luna,
which is designed to support lesson planning, provides class aggregates, which are help-
ful when deciding what topic or examples to discuss in class. By contrast, Tutti only
presents student-specific information on its overview screen, which is helpful when
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deciding which individual student to help. Further, where both Tutti and Lumilo present,
on their student-specific deep dive screen, areas of struggle and examples of student
work, Lumilo selects the examples for the teacher, whereas in Tutti the teacher has full
control over which past problem instances to inspect.

8.2 State-Based and Event-Based Overview of Students’ Learning

Although, on Tutti’s overview screen (see Fig. 1), there is overlap between the informa-
tion shown in the progress table and that captured in notifications, teachers preferred to
have both representations. They use them for different purposes, and different teachers
tend to rely to a greater or lesser extent on the notifications. In remote scenarios, the
progress table shows which students are working with the tutoring software at any given
moment, information they could not ascertain easily in other ways. The progress table
also shows the current indicator values for each student.

The notifications draw teachers’ attention to recent events. They are generated when
there is a change of status in an indicator variable for a given student (e.g., a student
enters the “idle” state or satisfies the definition for struggle). They also change (and
are then displayed again at the top of the list) when a status has existed for a certain
threshold amount of time. The notifications show how long the status has persisted
(e.g., how long the student has been idle), the student, the problem set, and the specific
problem the student is working on. Teachers can sort the notifications by student name
or recency and can filter the notifications by student, type, or skill. Filtering and sorting
can help teachers identify students who need help, as indicated by recent notifications,
or simply go student-by-student to check on each student. Filtering by notification type
makes it easy to view (say) all the struggle notifications and check whether they occur on
similar math problems, or to identify all idle students and perhaps address all of them at
once. Filtering the notifications by skill helps to ascertain whether there are class-level
problems related to any specific skill. (Perhaps a brief mini lecture to the whole class is in
order.) Some teachers mentioned that the notifications could help them get students back
to work quickly (e.g., when there is no strong evidence of struggle, only an idle indicator
or system misuse indicator). One teacher indicated they wanted the notifications to be
always visible (i.e., on both the deep dive and overview screens).

8.3 Snapshots and Replay to View Examples of Student Work

Many teachers indicated that viewing specific examples of a student’s work is a key way
for them to discover what that student finds difficult. Initially, we thought of Snapshots
and Replays of student work as alternative designs for meeting this need; we expected
that teachers would gravitate towards one or the other. We found, however, that both
were attractive options to teachers, with Replay being slightly preferred. Although an
annotated Snapshot would appear to be faster (and time is of the essence, as discussed
above), an argument in favor of Replay, in the words of one teacher, is that it is more
like what you would see if you interacted with a student.

Snapshots take up more screen real estate, compared to Replay, as the problem steps
are annotated with “action icons” that represent each hint, error, and correct action (see
Fig. 2, right). The main challenges in designing the Snapshot screen were placing these
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annotations so they do not cover up the problem steps and showing the order in which
the student’s actions happened. We tried multiple concepts (e.g., numbering actions and
representing multiple similar actions with a single icon). However, showing a row of
single-action icons row seemed the most straightforward and easy to interpret. This
solution, however, communicates the order of student actions only for tutor interfaces
in which the order of problem steps is fixed (e.g., the equation-solving tutor shown in
Figs. 2 and 3), and not for tutor interfaces in which the order of steps can vary. At the
suggestion of teachers, tapping or hovering on an action icon is used as an intuitive way
to show specific errors or hints. We used the same color coding for hints, errors, and
correct entries in all parts of the deep dive screen. Snapshots (unlike Replay, for technical
reasons) can be applied to the student’s current problem, although without automatic live
updating. A “Full screen” option for Snapshots helps allocate more screen space, which
is useful for large tutor interfaces. The full-screen mode hides the student name, which
is useful when the teacher wants to project a problem solution for the whole class to
see and discuss. We also added a hide name button (top left, Fig. 2). Teachers strongly
wanted to maintain student anonymity when sharing student work.

Key design decisions in creating the Replay functionality were, first, to model the
controls after those often used in media players (e.g., video/music); second, to make
the bar draggable and minimizable so it does not obstruct the teacher’s view; and third,
to use a fixed duration for each replayed action (2s; teachers preferred this speed).
Teachers commented that they would use Replay for reviewing problem solutions with
students, individually or with the whole class. One teacher commented that they would
use Snapshots with the more advanced students, as doing so would be efficient, whereas
for less advanced students, Replay would be more concrete and recognizable. During the
replay study (Research Activity #6) Replay was a popular feature, although teachers also
looked at Snapshots often and expressed a liking for them. Teachers suggested several
new use cases for Replay. One teacher thought Replay might help them get to know new
students more quickly. Another thought it might work as a homework tool for students
who are behind. Finally, one teacher suggested Replay together with recording a proof
of help might be used in parent-teacher conferences.

9 Discussion and Conclusion

Analytics-based support tools for teachers who run personalized classrooms with Al-
based software pose unique design challenges, yet there is relatively little general knowl-
edge regarding the design of such tools. To address this challenge, we created Tutti
through user-centered design and prototyping. Teachers found three main design fea-
tures to be helpful: A design with both a class overview screen and a student-level deep
dive screen, multiple views of data about a class of students (a progress table and noti-
fications), and two ways of looking at specific instances of problems solved by a given
student, either in the form of a Snapshot (with annotations that show hints and errors)
and a Replay of all student step attempts and hints.

The work adopts several design elements from Lumilo, a mixed-reality tool that
helps teachers help their students during self-paced, personalized learning [11], but is
also different. Tutti uses commonly available hardware (e.g., tablet computers). It adds
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interactive exploration of students’ learning experiences; it features multiple views of
student information, ways of quickly finding past problem instances where a student
struggled, and teacher control over which past problem instances to inspect. The work
confirms the value of the shared design elements and suggests there is value in the new
elements (e.g., Snapshots and Replay).

The work’s key contributions include new knowledge regarding the design of ana-
Iytics tools for real-time helping of students during self-paced learning with Al-based
tutors, grounded in data about teachers’ needs. The work also contributes new insights
into teachers’ needs during self-paced technology-enhanced learning and how these
needs vary by context, such as whether instruction is in-person or remote. Further, the
work provides new insight into how the importance of design features of real time
analytics-based teacher tools varies by context. Regarding the generality of the work,
Tutti is designed for use with any tutor built within CTAT + Tutorshop [3]. We tried out
Tutti with several tutors built within this infrastructure and found it can be useful with
them, although further generality testing is in order. More broadly, Tutti might be used
with any tutoring system that supports stepwise problem-solving practice and tracks
student learning of detailed skills. Perhaps some design features could be useful with
other forms of technology-enhanced problem-solving practice as well.

Although the design of Tutti is grounded in extensive data of teachers’ needs and
an early version was pilot-tested in remote teaching scenarios, more classroom piloting
with the complete tool is needed. A second limitation is that the design of Tutti is not
grounded in data about students’ needs and preferences. It may help to study these needs
for example through Holstein et al.’s multi-stakeholder iterative speed dating method
[12]. Finally, it will be interesting to test, in a classroom study how students’ learning
experiences and outcomes are affected when the teacher uses the dashboard (cf. [13]).

Knowledge regarding the design of support tools for teachers, such as that generated
in the current project, may have both practical and theoretical value: Practically, it may
serve as a foundation for future projects. Theoretically, it enhances our understanding
of how to harness the power of analytics for use by teachers in specific use scenarios.
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Abstract. This paper presents a design-based research which focuses
on the design and the evaluation of the Pyrates online application.
This serious game aims to introduce Python programming language
supporting the transition from block-based languages. The layout of
Pyrates’ learning environment is inspired from beneficial features of
block-based programming editors. In order to evaluate this design, the
application has been tested in eight classrooms with French 10-th grade
students (n = 240). Self-generated activity traces have been collected
(n =69,701) and supplemented by a qualitative online survey. The data
analysis shows that some of the design choices conduct to the expected
effects. The creation of a “programming memo” (synthesized documen-
tation) allows the discovery of algorithmic notions while offering a ref-
erence support for the Python syntax. The ease of copy-paste from this
memo limits keyboarding. The integration of a syntax analyzer designed
for beginners gives students a high level of autonomy in handling errors.
However, other choices have rather deleterious impacts. For instance, the
creation of a control panel for program executions proves to be dedicated
to a trial-and-error programming approach or to “notional bypassing”
strategies.

Keywords: Block-based programming - Text-based programming -
Python - Scratch - Serious game - Design-based research + Learning
analytics

1 Introduction

Over the years, block programming has become one of the preferential modalities
for introducing computer coding to younger children [6]. Research has demon-
strated the benefits of this approach over the traditional introduction using text-
based languages [3,18,25]. At the same time, text-based programming remains
overwhelmingly used in high school and college contexts for more advanced com-
puter science instruction. This is even more true in industry, where languages
like Python and Java are ubiquitous [19]. Learners who started programming
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with blocks may therefore have to switch to text-based programming. How could
they be helped in this transition? This is one of the open questions occupying
the research field that focuses on introductory programming [14,16,24,26].

A way to assist them is to design intermediate digital environments offering
features that support the transition from one coding modality to the other. These
bridging environments are intended to be used transitionally before moving to
text-based development tools. Pyrates online application [20,21] was developed
with this objective. It’s a serious game [1] which aims at introducing the Python
textual language to high school students.

According to Brousseau [8], one of the drivers of learning is feedback from the
“learning environment”. He defined this learning environment (called milieu in
French) as the antagonistic system of the learner, the objects (physical, cultural,
social, or human) they interacts with. The Pyrates’ learning environment was
designed taking inspiration from block-based programming editors hoping to
take advantage of their features.

This contribution focuses on the evaluation of this design. Hence, the
addressed research questions are:

— RQ1: During classroom testing, do students adopt the designed features? If
so, how do they use them?
— RQ2: How do students rate these features regarding clarity and utility?

In this paper, the state-of-the-art related to block-to-text transition is first
presented (Sect. 2). Next, the design of Pyrates’ learning environment is outlined
(Sect. 3). Then, the methodology adopted to evaluate this conception is described
(Sect. 4) and the ensuing results are exposed and discussed (Sect. 5). Finally,
the conclusion is followed by some perspectives and extensions (Sect. 6).

2 State-of-the-Art

This literature review is divided into two parts. First, existing applications
designed to support the transition from blocks to text are presented. Secondly,
the results of scientific works analyzing the intrinsic differences between these
two kinds of environments are outlined.

2.1 Existing Applications

Several avenues based on digital applications have been explored to support
the block-to-text transition. Following Lin & Weintrop classification [16], three
types of environments are distinguished: one-way transition, dual-modality, and
hybrid.

One-way transition environments have two views. One view allows the
editing of programs using blocks, these programs being automatically converted
into a target textual language in the other view. This target language cannot be
directly modified, it can only be consulted and possibly executed by users. This
is for example the case of the EduBlocks application [10] which automatically
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(a) EduBlocks one-way transition environment
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Fig. 1. Examples of the three types of environments

translates assembled block-based programs in Python scripts (see Fig. 1-a). The
Patch environment [23] presents a similar operation based on Scratch blocks.

Dual-modality environments are structured in the same manner as one-
way ones. In addition, programs can be created or modified directly in the tex-
tual view. This automatically results in updating the program in the block view.
Existing implementations include PencilCode [5], which is aimed at learning
Javascript and more recently Python [2]. BlockPy [4] provides another environ-
ment dedicated to Python programming (see Fig. 1-b).

Finally, hybrid environments are combining blocks and text in a single
view. High-level structures (loops, conditionals, etc.) can be inserted by drag-
and-drop or from keyboard shortcuts. Expression-level code is introduced by
traditional text editing supported by auto-completion. Stride provides teach-
ers with an operational implementation for the Java language [14]|. The freshly
released Strype [15] offers a “frame-based” environment dedicated to Python edi-
tion (see Fig. 1-c).
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With respect to this classification, there are actually two types of environ-
ments: those based on translation (one-way transition and dual-modality) and
those based on the fusion of modalities. Each of them has different objectives. On
the one hand, to support the transition on the syntactic and concepts transpo-
sition aspects. On the other hand, to temporarily hide the drawbacks of textual
languages while still benefiting from the advantages of blocks.

2.2 Advantages of Block-Based Environments: Synthesis
of the Research literature

Several authors [6,14,24] have analyzed the inherent differences between block-
based and text-based programming environments. Their most salient results are
summarized below.

Availability of a Command Catalog (ACC). Block programming environ-
ments present the user with a browsable “palette” listing all existing blocks orga-
nized thematically or conceptually. This allows novice users to discover new
concepts or to recall previously acquired ones. In text-based environments, the
existence and syntax of code structures must be well-known to programmers.

Reduced number of Significant Elements (RSE). Textual programming
languages are made up of many units of information (keywords, typographical
signs, etc.). This dense notation is an obstacle for novices because it can over-
whelm their working memory. Experienced programmers have learned over time
to interpret code in larger chunks. Blocks help to reduce the cognitive load of
beginners by showing them how to apprehend commands in wider parts.

Drag and Drop Composition (DDC). Composing programs by dragging and
dropping blocks limits the difficulty of typing and searching for typographical
signs on the keyboard. The purely mechanical act of typing the program text can
be a cognitive and motor obstacle for young learners. The need of keyboarding
adds cognitive distractions when correcting the inevitable typing errors.

Absence of Syntactic Errors (ASE). Block-based systems avoid most of the
syntax errors thanks to a global and constrained manipulation of the structures.
In text-based systems, these errors are numerous and the error messages are
generally unclear in their formulation. Interpreting these messages is a far from
trivial skill which takes a long time for novices to master.

Execution Control and Visibility (ECV). Block-based environments ease
control and improve visibility of program execution. They allow to highlight the
block being executed in order to make visible the correspondence between code
and action. They may provide a step-by-step mode (set speed, stop and resume
execution) or make apparent the current state of variables. These features, not
necessarily found in text-based environments, offer to beginners a better under-
standing of programs execution.

The above comparisons are based on basic code editors. However, some edu-
cational text-based environments, like PyScripter [22], offer facilitating features
such as syntax highlighting, automatic completion, or syntax checking during
typing which can help to reduce semantic errors and to limit keyboard input.
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3 Design of the Learning Environment

This section reports on Pyrates’ learning environment design. The presentation
is based on Fig. 2 which shows the graphical interface and the different areas of
the application.

F(

Startup Guide

Levels ID : Kp65pSN
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Goal : Pick up the key and open the chest.
Constraints : In this level your program must not
exceed 10 lines.

Control functions :
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Game 0
Variable
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While loop Notion o

Other 1

Survey

Fig. 2. Different areas of Pyrates’ graphical interface.

This online application consists of a platform game allowing to control a
character using a Python program. This avatar must accomplish various play-
ful objectives. The different levels of this game were designed by implementing
the constructivist paradigm which is based on Piaget’s psychological hypothesis
about adaptive learning [17]. In this way, the algorithmic notions at stake in
each level are not explicit but are made necessary by the game problem to be
solved. Brousseau [9] qualified these kind of learning situations as “adidactical
situations”. For the sake of brevity, the game levels’ design will not be studied
in this paper.

The conception of Pyrates’ learning environment is presented below. It was
designed grounding on the research findings described in Sect.2.2. Therefore,
the features of block programming environments (ACC to ECV) have been
incorporated hoping to take advantage of their benefits.

First, a fixed sidebar was created on the left side of the screen contain-
ing, among other elements, a programming memo (see Fig. 2-b). This area is
inspired by the command catalog present in block-based environments (ACC).
The memo contents are classified by concepts (basic concepts, variable, condi-
tional, for loop, and while loop) and are accessible by clicking on the different
blue buttons. The exposed concepts have been chosen in coherence with the
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French mathematics and computer science curriculum. In an effort to guide the
students in the exploration of this memo, mouse hovering on a button changes
its title by giving an idea of the usefulness of the notion. For example, “variable”
becomes “Store information in memory”.

(a) Side panel extract about the « For loop » notion (b) Side panel extract about the « Conditional» notion
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Fig. 3. Two extracts of the programming memo side panel

Clicking on a button causes a side panel appearance detailing the concept in
sub-notions (see Fig. 3). Each sub-notion is explained and then illustrated by a
translated generic model and example. These two programs are expressed
both in Python and Scratch languages. Indeed, in France, programming is mainly
introduced at lower secondary school using the Scratch block-based language. In
this transitional context, Scratch translations of these text-programs are pro-
vided. The presence of the Python generic model and its Scratch equivalent is
intended to help the learners reducing the number of significant text elements.
The goal is to foster the apprehension of Python programs in chunks and not
element by element (RSE). For example, in the simple repetition case (see Fig. 3-
a), students should focus on the number in brackets and consider the rest of the
code as a single aggregate.

To limit keyboarding, each piece of Python code is accompanied by a copy
button. The goal is to encourage the practice of copy-paste to the text editor (see
Fig. 2-e). This usage is a kind of substitute to the drag-and-drop characteristic
of block-based environments (DDC).
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Despite these design efforts, it seems presumptuous to consider the disappear-
ance of syntactic errors (ASE). Since interpreting error messages is a hindrance
for novice programmers, the learning environment has been enhanced with a
research-based syntax analyzer especially designed for beginners [13]. This
module parses the Python code before interpreter execution. It formulates error
messages in users’ language (only French and English are currently set up) and
in a practical register which novices can understand. Moreover, these messages
has been marginally amended according to the programming memo terminol-
ogy. Thus, when a syntax error occurs, an enhanced message is displayed in the
console area of the interface (see Fig. 2-d) and the involved code line is red high-
lighted in the code editing area. An error-free program does not mean that the
code is interpretable. Semantic errors (e.g. related to typing) may still appear
during interpretation.

Finally, a control panel was created (see Fig. 2-¢) to improve the supervision
of execution (ECV). Users can thus launch and stop program execution and
adjust its speed using a slider which changes the speed of characters movements
by acting on a multiplying factor. This factor is set to 1 (tortoise) at the launch
of the game and can go up to 3 (hare). The visualization of the execution (ECV)
is ensured by the highlighting of the executed line in the code editor area. In
this way, the correspondence between code and current action is apparent.

4 Methodology

This section describes the methodology used to evaluate the design choices
exposed in the previous section. This methodology relies on field experiments
in classrooms. The Pyrates software was tested in eight high school classes in
France (10th-grade: 14-15 years old). The 240 involved students were Python
beginners.

The students used the application during two or three sessions of 55 min
each, one or two weeks apart, depending on the class. During the first session,
the application and its functioning were quickly introduced before letting the
students use it independently during the remaining time. The teacher was asked
to intervene only on students’ request, or when they had been stuck for a long
time. When the teacher interacted with a student, they had to report the content
of the given help (application, game, syntax, semantics, notion, other) by clicking
on buttons in a reserved frame of the application (see Fig. 2-f).

During these sessions, the application traces the interactions of the students
with the learning environment: consultation and copy-paste of contents, syn-
tactic and semantic errors, helps brought by the teacher, launched programs,
manipulation of the control panel, etc. These activity traces are automatically
generated according to the students’ behavior and then exported in a standard-
ized xAPI format [12]. This data are completed by an online survey filled in
by the students at the end of the experiment. The purpose of this survey is to
collect their qualitative point of view on the application.

Consequently, this study data set consists of 69,701 activity traces and 224
survey responses (some students were unable to answer for technical reasons). It
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was analyzed in an automated way by means of Python programs. Data manip-
ulation and processing relied on Pandas library, graphs are generated by Mat-
plotlib and Seaborn libraries. In an open science approach, the data and the code
that led to this paper’s figures are shared in an online notebook [7].

5 Results and Discussion

The choices described in Sect. 3 have been evaluated by analyzing the students
activity traces. In this study, the following traces were taken into account: con-
sultations of the memo, copy-paste from the memo to the code editor, errors
detected by the syntax analyzer and by the interpreter, syntactic and semantic
aids given by the teachers during their interventions, manipulations of the speed
cursor, and chosen speed during the programs’ execution.

(a) Python memo consultations by students

12
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-
-

104
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For loop (for)
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(b) Copy and paste of the Python memo by students
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Fig. 4. Consultations and copy-pastes of the Python memo by level

Let us look at programming memo usage. First, Fig. 4-a shows that this memo
is frequently consulted by students. It can be noticed that, like the catalog of
block-based environments, it supports the discovery of notions. Indeed, each time
a new notion is involved in a level (lev 1, lev 3, lev 4, and lev 8), a great variety
can be found in the consulted notions. This appears to be the manifestation
of a research process. When the concepts have already been used (lev 2, lev 5,
and lev 6), the consultation seems to be more focused on the concepts at stake.
The hypothesize can be stated that, in this case, the students need to remember
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concepts’ implementing syntax. This reminds the recall function of the block
catalog.

Figure4-b allows to assert that the students almost systematically use the
copy-paste function when implementing a notion. Each time a notion is involved
in a level, there is, on average, at least one use of copy-paste associated with
it. Except for the notion of variable which has a much simpler implementation
syntax than the other notions. This practice is similar to the drag-and-drop of
blocks, and is able to limit keyboard input and help establish code structures.

(a) Errors detected by the syntax analyser and
the Python interpreter

(b) Help received by students from
the teacher
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Fig. 5. Errors detected by the application and teacher helps received by students.

Considering errors analysis, the examination of Fig. 5-a shows that syntactic
errors (issued from the syntax analyzer) are numerous and in a much higher
proportion than semantics ones (issued from the interpreter). Looking at the
aids provided by the teachers (see Fig.5-b), it is remarkable to note that the
interventions related to the syntax are very rare. Actually, there is one interven-
tion for every thirty to forty syntactic errors in the first four levels. The students
are therefore presumably able to adjust their syntax-erroneous code thanks to
feedback from the environment, without asking the teacher.

Density
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Fig. 6. Results extract from the student survey (score distribution and median).

The traces generated by the application give quantitative insight concerning
the use of the memo and the occurrences of the error messages. To go further,
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these analyses can be qualitatively completed by the survey results. The students
had to evaluate several aspects of the application by placing cursors between two
extremes (“Not clear” - “Very clear”, “Not useful” - “Very useful”), which had the
effect of generating a score between 0 and 100. The survey included questions
related to the Python memo and the error messages. Figure 6 presents the scores
distribution (density) and median for the these questions.

In addition to being extensively consulted by students, the memo’s explana-
tions are considered as clear by the majority of them (see Fig. 6-a). Despite this,
a group of students can be distinguished around the score of 30 for whom these
contents are more confusing. The comparisons with Scratch are judged as useful
or even very useful by the great majority of the students (see Fig. 6-b). Finally,
the error messages, which we have shown to foster to students’ autonomy, are
also deemed to be clear by the largest number of respondents.

(a) Average number of actions on programs per student
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Fig. 7. Data concerning the execution control by level.

Let us now evaluate the use of the program control features. According to
Fig. 7-a, there is a very large number of programs run on average per student.
Many of them are erroneous, suggesting that students are adopting a trial-and-
error programming approach. Numerous correct programs are also launched,
which shows that students progress through the game levels in incremental inter-
mediary steps. Program stops are scarce. It is possible to distinguish two types
of behaviors depending on the way the levels routes are generated. For a first set
of levels with fixed non-random routes (Lev.1, Lev.2, Lev.6, and Lev.7), students
use on average between fifteen and twenty launches and almost no stops. In lev-
els containing random-based routes which change with each run (Lev.3, Lev.4,
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Lev.5, and Lev.8), students tend to use more launches and to stop some of
them. For these random-levels some students adopt a transient operating mode
consisting of a series of launch-stop actions until they obtain a random route
configuration suitable for their program. This strategy, which can be coined as
“notional bypassing”, makes it possible to succeed at these levels without imple-
menting the algorithmic notions at stake. These notions are the coding structures
based on tests (conditional and while loop). This procedure has very little chance
of success because of the large number of different level random routes. These
students who remain at any costs in the playful domain are unwilling or unable
to enter into notional learning by exploring the learning environment seeking a
notion that might allow them to complete the level.

Finally, let us pay attention to the speed change cursor. It is on average rarely
used and decreasingly over time (see Fig. 7-b). Figure 7-c¢ shows the distribution
(density) of launched programs’ execution speeds for each level. From level 2
onwards, the programs are almost all launched at the maximum speed (multi-
plying factor of 3). The trial-and-error and incremental programming approach
earlier described is consistent with this high execution speed. Indeed, three stu-
dents remarked in the open-ended field of the survey that “the character does
not move fast enough”. Nevertheless, a marginal practice can be noted in more
advanced levels (level 4 and level 5). It consists of returning to slower execution
speeds. Observations during the experiments indicate that some students need
to follow more easily the executed lines in a step-by-step action mode.

6 Conclusion and Perspectives

To conclude this contribution, its main results can be recalled. The Pyrates’
learning environment has been designed by incorporating block-based environ-
ments features that are thought to be beneficial to students. This design was
evaluated by analyzing students’ activity and answers to an online survey. Some
design choices have the following positive consequences:

— the programming memo is very frequently consulted by the students, it is the
support of the discovery and the recall of the concepts;

— the included comparisons with Scratch are considered useful by a large major-
ity of students, they should help the apprehension of Python structures in
larger chunks;

— copy and paste from the programming memo is widely practiced, this has the
effect of limiting keyboarding;

— the feedback provided by the syntax analyzer via “clear” error messages makes
it possible to correct the programs with very little teacher involvement.

The control panel should allow the students to better understand the execu-
tion of the programs. We note, very marginally, a reduction in the speed of the
character in order to follow the executions in a step-by-step fashion. However,
in general, it does not produce the expected results:
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— the program launch button is frequently used and the speed control slider is
very early set to the maximum in order to adopt a trial-and-error program-
ming approach which do not foster reflection;

— the button allowing to stop the executions is little used, and when it is,
it is mostly to try to succeed in some random-based levels using “notional
bypassing”.

Beyond these results, in comparaison with the applications presented in
Sect. 2, it can be stated that Pyrates allows to ease the block-to-text transi-
tion at the level of syntax and notions transposition (translated generic model
and example). The design environment also partially erase the inconveniences of
the text modality while profiting from the benefits of the blocks (programming
memo, copy button, control panel and syntax analyser). This application there-
fore offers an intermediate step, a kind of island, allowing a gradual progression
from the block bank to the text bank. However, there is still a step to go towards
a more classical practice of programming in Python using a text editor and a
command line interpreter.

These results must be considered in light of the limitations of the methodol-
ogy. Since the students were in a naturalistic context, it was difficult to maintain
totally similar experimental conditions between different groups, particularly
concerning the teacher’s activity and the temporal distance between sessions.
Moreover, reasoning only on averages allows to identify trends, but masks the
disparities of levels and practices between the students observed in classrooms.
Lastly, we did not have the opportunity to measure students’ actual learning
while playing the Pyrates game.

Finally, let us mention some perspectives that can extend this work.
Edwards [11] argues that beginners in computer science are more successful at
learning if they move from a trial-and-error approach to a “reflection-in-action”
practice. Therefore, it would be advantageous to modify the execution control
possibilities in our application in such a way as to force students to do less action
and more reflection. One way could be to limit the number of executions with
scores penalties. Furthermore, it would be interesting to exploit activity traces
using data mining algorithms in order to highlight different coding strategies
used by students. Clustering algorithms could also be used to identify different
student profiles.
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Abstract. The recent pandemic has forced most educational institu-
tions to shift to distance learning. Teachers can perceive various non-
verbal cues in face-to-face classrooms and thus notice when students are
distracted, confused, or tired. However, the students’ non-verbal cues
are not observable in online classrooms. The lack of these cues poses a
challenge for the teachers and hinders them in giving adequate, timely
feedback in online educational settings. This can lead to learners not
receiving proper guidance and may cause them to be demotivated. This
paper proposes a pragmatic approach to detecting student affect in online
synchronized learning classrooms. Our approach consists of a method and
a privacy-preserving prototype that only collects data that is absolutely
necessary to compute action units and is highly scalable by design to
run on multiple devices without specialized hardware. We evaluated our
prototype using a benchmark for the system performance. Our results
confirm the feasibility and the applicability of the proposed approach.

Keywords: Affect detection - Action units - Emotion recognition -
Privacy

1 Introduction

COVID-19 pandemic forced more than 1.6 billion learners out of school [31],
becoming the most challenging disruption ever endured by the global education
systems. In many countries, educational institutions were forced to move their
regular activities online, relying on remote teaching to continue their educa-
tion [16]. While the modality of education provision changed from physical to
online presence the teaching methods in use remained essentially the same. For
example, teachers often favored online synchronous classrooms (i.e., video con-
ferencing tools) over asynchronous activities, discussion forums, or group work.

Physical distancing and learning in isolation posed severe challenges for learn-
ers worldwide by hindering their study success [24]. In this context, making edu-
cation systems more resilient and less vulnerable to future disruptions became
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a compelling need. In particular, we have to reconsider how digital technologies
can support and better facilitate online and hybrid teaching. Digital education
technologies such as wvideo conferencing tools and learning management systems
have made education more accessible and flexible. However, the modes of inter-
action respective systems implement remain unnatural for teachers and learners
as it requires them to sit behind a computer screen for long hours. Furthermore,
also communication in an online classroom has limitations. Teachers can perceive
the students’ affective states in a face-to-face classroom and notice when they
are distracted, confused, or tired. This ability is somewhat hindered in online
classrooms due to several limitations of the communication tools. For instance,
video conferencing tools only show a limited number of participants on screen.
Their images are displayed in small portions of the screen, leaving no space for
showing body language. Thus, teachers using video conferencing tools cannot
observe the non-verbal cues exhibited by the students. In addition, human com-
munication is multimodal by nature [18], and students and teachers need to use
a wide array of modes that go beyond the audio-visual support of the webcams
and microphones to interact with each other. Such peripheral devices fall short
in capturing and conveying non-verbal aspects of human communication such as
body posture, facial expressions, prosody and intonation, and physical proximity.
This poses a tremendous challenge for both teachers and learners and hinders
the teachers’ ability to give the classroom timely feedback. Thus, it potentially
leads to learners lacking guidance and motivation.

In the last decade, the technological leaps in artificial intelligence have paved
the way for novel human-computer interaction methods. State-of-the-art affec-
tive computing technologies can automatically recognize non-verbal cues such
as gestures and body posture [15], facial expressions [20], and speech intona-
tion [3]. Such technologies can alleviate the challenges of online education by
analyzing and aggregating many signals from the microphones and webcams of
learners, narrowing the communication modality gap between video conferencing
and face-to-face communication. Teachers who are equipped with such informa-
tion can alter their teaching strategy when needed, such as taking a break or
changing the course of the learning activities. Moreover, they can adapt their
teaching styles and course structures based on data.

Despite apparent benefits, affective computing systems are not without any
risks. Debatably, the most critical threat is the invasion of learners’ privacy
[6]. Therefore, it is imperative to design such systems in a way that ensures
the protection of the same [9]. The designs must adhere to privacy and data
protection regulations and must employ privacy-by-design principles [23]. These
principles include practices such as purposeful data collection (e.g., collecting and
sharing only the data relevant to the teacher), clearly informing the subjects of
the method, asking for consent, and using anonymization and aggregation to
avoid tracing the data back to individuals.
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To address these challenges, we seek to answer the following research question.

How can we enable teachers to sense the affective states of the classroom in
online synchronized learning environments in a privacy-preserving way?

This paper addresses these challenges by proposing a pragmatic approach to
detecting student affect in online synchronized learning classrooms in a privacy-
preserving and highly scalable manner. We present Sense the Classroom - Live
(STC-Live), a research prototype that addresses these challenges and can run on
many different end-user platforms, thus not requiring costly specialized equip-
ment. Moreover, we evaluate the prototype’s performance.

The remaining of this paper is structured as follows. First, Sect.2 presents
the background information on emotions, emotion recognition, and privacy-
preserving design in the context of learning. Then, in Sect. 3, we describe the
details of STC-Live and the evaluation procedure. Next, Sect.4 presents the
results of the system evaluation. Finally, in Sect. 5, we discuss the results, reflect
on them, and conclude our paper.

2 Background

2.1 Emotions and Emotion Recognition in Learning

Emotions are complex reaction patterns involving experiential, behavioral, and
physiological elements by which humans attempt to cope with a matter or event
[1]. Ekman defined a set of ‘basic emotions’ [11] as anger, disgust, sadness, hap-
piness, fear, surprise, and neutrality. The primary emotions are universal in
how they are expressed and perceived. More complex emotions are nuances or
combinations of the basic emotions. A similar term, affective state, refers to
longer-lasting emotions and moods. Several studies exist that define affective
states in the context of educational sciences [27]. Some of the affective states
relevant to educational sciences are engagement, concentration, boredom, anx-
iety, confusion, frustration, and happiness [8]. Students’ emotional states affect
their learning experience by influencing their motivation to learn, engagement,
and self-regulation [25]. Many studies report pieces of evidence of a relation-
ship between emotional states and learning experience. For example, it is shown
that enjoyment and pride positively predicted academic achievement, while the
opposite holds for emotions like anger, anxiety, shame, boredom, and hopeless-
ness [28]. The affective states can be perceived by observing nonverbal cues, e.g.,
gestures, body posture, micro-expressions, and activities such as not actively
listening or looking away. Therefore, in recent years, affective computing in edu-
cation has received widespread attention from researchers [32].

There are many methods and tools to measure emotions in online learning
environments [17] that can be categorized into three different areas: psycholog-
ical, physiological, and behavioral [13]. The psychological measurement meth-
ods are based on the self-reporting of emotions, e.g., questionnaires such as the
Academic Emotions Questionnaire (AEQ) by Pekrun et al. [26], and self-report
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systems such as emot-control [14]. The physiological measurement methods use
sensors to collect signals from the skin, heart, etc. This method requires specific
instruments and sensors, making it challenging to use in an online setting [17].
Lastly, the behavioral measurement tools use behavioral expressions to measure
emotions in, for example, natural language [10] and facial expressions. Exam-
ples in the literature include a system that detects boredom and lack of interest
using eye and head movement [19] and a method that uses eyeball movement
and head gestures observed from the real-time feed of the students’ web cameras
to estimate the corresponding concentration levels [30].

2.2 Facial Expressions and Action Units

Facial expression is one of the most effective channels humans use to commu-
nicate their emotions [20]. Many studies have documented that basic human
emotions are expressed and recognized universally across cultures [21]. Emotions
are expressed in the face by combining multiple muscle movements and contrac-
tions, i.e., action units (AU). Researchers have developed systematic approaches
to categorize and decode action units [12], and such practices have formed a solid
basis for automated facial emotion recognition [20].

Table 1. The 20 AUs as classified by the AU detection step of STC-Live

AU1 AU2 AU4 AU5 AU6
Inner'Brow Outer. Brow Brow Lowerer Uppe.r Lid Cheek Raiser
Raiser Raiser Raiser
AU7 AU9 AU10 AU11 AU12
Lid Tightener | Nose Wrinkler Uppe'r Lip Nasolabial Lip Corner
Raiser Deepener Puller
AU14 AU15 AU17 AU20 AU23
Dimpler Lip Corner Chin Raiser | Lip Stretcher | Lip Tightener
P Depressor P p e
AU24 AU25 AU26 AU28 AU43
Lip Pressor Lips Part Jaw Drop Lip Suck Eyes Closed
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2.3 Privacy in Learner Emotion Detection

Scheffel et al. [29] identified data privacy as the most critical factor for users’
trust in systems processing learner data. According to Drachsler & Greller [9],
“there are hesitations regarding, among other things, [...] violation of personal
privacy rights; [...] intransparency of the learning analytics systems; [...] the
impossibility to fully anonymize data; safeguard access to data; and, the reuse
of data for non-intended purposes.” For this reason, they conclude, among other
aspects, that learner data needs to be “anonymizeled] as far as possible”.

Research on achieving privacy for the specific use case of emotion detection
is sparse. Past publications mainly focused on achieving privacy at the machine
learning stage by minimizing the possibility of extracting sensitive information
from neural networks while maximizing their ability to recognize human emo-
tions [22]. The vector representations produced by these networks are aimed to
be sent over the network for downstream classification.

It is debatable what exact types of vector representations are appropriate for
preserving privacy in online learner emotion detection, as many representations
allow at least for linking attacks. Nonetheless, acquiring vector representations
which contain only the data which is absolutely necessary for detecting affect on
the client-side and then transferring these to a server for downstream classifica-
tion reduces sensitivity of the stored data by a large degree. This contributes to
preserving the privacy of the classified individuals.

3 Method

In this study, we designed and developed a software prototype that detects the
students’ affective states in online synchronized learning environments. This
section details the proposed system architecture, the collection, storage, and
processing of the data, including the action unit detection method based on
machine learning. Finally, we report the evaluation of the proposed system.

3.1 System Architecture

STC-Live is a web-based affective learning analytics platform. It uses machine
learning models embedded inside the web browser to extract data from the user’s
webcam without transmitting or storing any video data. Only the outcomes of the
machine learning process (i.e., numerical representations of the facial expressions)
are transferred to the server, stored inside a database, and displayed to the teacher
in an aggregated manner. Additionally, the platform offers a dashboard that visu-
alizes the collected data in real-time. As an open-source project, it can be used as
a starting point for similar study designs and adapted for specific requirements.

3.2 System Overview

The system comprises three main components: a) the student-side component
that runs on student computers for data collection, b) the server back-end
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Fig. 1. The system architecture of STC-Live.
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component that receives, stores, and forwards the data to the teacher, and c)
the teacher-side component that allows session handling and access to the ses-
sion data (see Fig.1). The teacher- and student-side components are accessible
through a website hosted on the server back-end. This approach ensures multi-
platform compatibility without the need to develop and maintain separate code
bases for different platforms. From the user’s perspective, web-based programs
are also more trusted than their native counterparts, as browsers limit the capa-
bilities of web-based programs (e.g., restricted file access, asking users to allow
camera/microphone access).

3.3 Student-Side Component: Data Collection

The student-side component is a JavaScript program that runs inside the web
browser. It periodically takes an image from the webcam’s video feed, which
is then used as input for the machine learning pipeline. The machine learn-
ing pipeline transforms the images into numerical values representing the facial
action units. Consecutively, the numerical values are converted into JSON
(Javascript Object Notation) format that contains the following information
for each time interval; the prominent emotion detected, timestamp, a list of the
spatial coordinates of the 68 facial landmarks, and a list of 5408 Histogram of
Oriented Gradient (HOG) values. This JSON object is sent to the server-side
tool (back-end) via a WebSocket connection. The images themselves are neither
stored nor transferred, therefore avoiding any risk of a privacy breach. The fre-
quency of data collection is configured on the server-side, taking into account the
time required to generate a JSON data point. Our recommendation to ensure
reliable data collection is for the worst-performing student computer to be used
as a baseline for this interval. We evaluate the performance of the data collection
tool on different sets of hardware (Sect. 3.6).

Machine Learning Pipeline: The student-side component incorporates a
machine learning pipeline (see Fig.2) that consists of three different neural
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networks provided by FaceAPI, a commonly used computer vision library for
face detection and emotion recognition. Specifically, the pipeline comprises the
steps of i) face detection, ii) landmark identification and facial emotion recog-
nition, and iii) AU classification. The first two steps use the following models
provided by the FaceAPI; ssdMobilenetvi, faceLandmark68Net, and faceExpres-
sionNet, and the third step uses the Py-Feat AU classification model [4].

The face detection step uses ssdMobilenetvl, which was trained on the
WIDERFACE - dataset [33], and is used to detect the faces on the given image.
The model calculates the location of every face and returns a bounding box for
each face and a confidence probability associated with the bounding box.

The landmark identification and facial emotion recognition step use faceLand-
mark68Net and faceEzpressionNet simultaneously. The faceLandmark68Net is a
lightweight landmark detection network that identifies the location of prominent
facial features, i.e., landmarks. It has been trained on approximately 35.000 face
images, and it recognizes 68 unique facial landmarks on a given image of a face.
In contrast, the faceExpressionNet constitutes a Convolutional Neural Network
(CNN) that takes an image as an input and returns the predicted emotion.

Detect face &
landmakrs
with faceAPI *

Use eyes’
centers for
alignment

Input image

!

AUl
AU2

Generate hogs AU prediction AU28

of the masked using landmarks (2) [
face and hogs (7) as

Align face and inputs in the Py-feat

landmarks SVM model *

Mask face

AU43

Fig.2. The pipeline of AU detection. The steps with an asterisk (%) are non-
deterministic methods of machine learning algorithms with different performance accu-
racy measures.

The AU classification step uses the pre-trained Support Vector Machine
(SVM) model provided by the Py-Feat [4]. The model receives two vectors as
input: the facial landmarks, a (68 x 2) vector of the landmark locations, and
the HOGs, a vector of (5408 x 1) features that describe an image as a distri-
bution of orientations [7]. The model’s output is a list of the AUs classified
as present among the 20 possible AUs (Tablel). Pre-processing the image is
required for alignment with the input format used for training the classifier [2].
The pre-processing, in summary, consists of the following steps: cropping, resiz-
ing, alignment, and masking. In the initial stages, the detected face is cropped
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from the initial image and resized'. Respectively, the detected landmarks are
projected in the new image. In the following steps, the cropped face is aligned
using the positions of the two eyes and rotating the image so that the line that
connects them is horizontal. Similarly, as in the previous step, the detected land-
marks are rotated respectively. Lastly, the face is masked using the positions of
the landmarks. The vector of the HOG values of the pre-processed image is
calculated using eight orientations, 8 x 8 pixels per cell and 2 x 2 pixels per
block. STC-Live saves the vectors of the HOG values and the landmarks of the
pre-processed image, but not the camera image itself, reducing the amount of
possibly sensitive data. The data can be used as inputs to the SVM classifier to
detect the AUs.

3.4 Server Back-End Component: Data Storage and Transfer

The server-side tool is a Node.js program that functions as a back-end for the
distributed system. It receives periodic updates from the student-side component
and stores the contained data in a MongoDB database. The current status of
all participants of an individual session is bundled and periodically sent to the
teacher-side component for visualization. The back-end can run multiple sessions
simultaneously, making it possible to have a shared instance. When a new session
is created using the web interface, the back-end creates a 12-digit session key,
which the students use to enter a session. Access to the session data is only
granted to the creator of the session, i.e., the host. The server can be configured
to either automatically delete all session data shortly after a session has ended
or keep the data in the database for the after-the-fact review. The resource-
intensive computation through neural networks is done solely on the students’
machines, so the system is highly scalable. It can handle several hundreds of
participants in multiple sessions, even on weaker server hardware.

3.5 Teacher-Side Component: Session Management

The teacher-side tool is a JavaScript program that runs inside the teacher’s
web browser. It connects to the backend via a WebSocket connection used to
control the session and receive periodic updates from the back-end. Users can
create sessions through a web interface. The session host is granted access to
a web-based dashboard that contains real-time information about the current
participants’ states, such as the detected affective states, as well as the control
elements to invite new participants, download all corresponding data, or close
the session. Sessions without active participants are automatically closed after
a configurable delay.

3.6 System Evaluation

To evaluate the actual performance of our prototype, we created a benchmark
scenario that uses the same machine-learning pipeline to extract data from the

! The size used is 112 x 112.
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webcam video feed but does not transmit the extracted data to the server. We
decided this to ensure that the performance measurement is accurate and not
influenced by the stability or speed of the connection to the server. As the
machine learning process is by far the most resource-demanding task for the pro-
totype, the results should indicate the overall system performance. The bench-
mark scenario consisted of 1000 executions of the pipeline, with a new image
being passed to the pipeline every second. We measured the time it takes to
process the facial data, emotion, and landmark recognition and generate the
HOG features, but not the AU detection from these data points as the latter is
performed on the server-side. We recorded a video clip of a face moving around
to create challenging - but not impossible - situations for face detection. We then
tested the actual performance of the system using this pre-recorded video clip?
on different computers with varying hardware, operating systems, and browsers.
We tested the platform on all hardware configurations that were available to us.
We have shown that it’s feasible to run our platform on lower-end hardware with
a status interval of one second, the status interval can be shorter on higher-end
hardware.

4 Results

While a correlation between the response time and the systems clock rate and
memory size can be shown, performance depends on additional factors such as
L1, L2, L3 cache, thermal design and processor architecture. We therefore also
report the performance testing results on real hardware configurations. Figure 3
shows a violin plot of the benchmark results, i.e., the distribution of the time
required for each pipeline iteration on each computer. The specifications of the
computers are listed below the device names. Each graph displays a different
number of clusters indicating the concentration of the measurements within that
range. The density of the charts indicates a low variance in execution time, sug-
gesting consistent performance. The ThinkPad Yoga 370 and HP Envy x360 15
show occasional spikes of about 900 ms per run. The weakest performer among
the tested devices was the ThinkPad T420 running Ubuntu 21.10, with an aver-
age run time of 853 ms and occasional spikes to over 1s.

For most computers, the average data processing time was below the 400 ms
mark, except for the ThinkPad T420, with an average time duration of 866 ms.
The time needed to initiate the data processing was left out for calculating the
average time. While the initialization may take some time, this can be easily
compensated for by starting the prototype before the actual teaching session.

Furthermore, we derived regression plots of the average time duration for
each device. The average time illustrates the dependent variable, whereas the
RAM and clock rate are the independent variables. As Fig. 4 shows, the amount
of RAM and the time needed for one pipeline iteration are negatively corre-
lated. With an increase in RAM, we observe a decrease in time duration, which
improves the device’s overall performance. The regression between the CPU clock

2 We used a virtual webcam for this purpose.
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Fig. 3. Violin plot for device performance

and the same execution time also shows a slight negative correlation, as shown in
Fig. 4. Unsurprisingly, the results show that better hardware leads to increased
performance and, therefore, a decrease in the time needed to run the pipeline
on a picture. The most important observation is that, with the scarce exception
of a small number of iterations on ThinkPad T420, all iterations finished under
a second, which successfully demonstrates the real-time operation capability of
the prototype.

900
° 1200
800
1000
700
£ 600 c 80
2 ®
£ 5
- E oo
o
D 400 -3
g ° % 400
°
200 200
L ]
°
100 L)
¢ 0
20 25 30 0 10 2 0 40
Clock rate in GHz Ram in GB

Fig. 4. Average response time vs. hardware specifications
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5 Discussion and Conclusion

The forced shift to hybrid learning in most educational institutions during the
recent pandemic has affected the majority of learners and teachers throughout
the globe. In this study, we aimed to explore the ways to alleviate the challenges
posed by non-verbal communication limitations of synchronized online learn-
ing. Specifically, we designed STC-Live to automatically detect the learners’
affective states and communicate this information to the teachers so that they
can sense the overall affective status in the classroom and adapt their teaching
style to improve the students’ learning experience potentially. Furthermore, we
implemented a machine learning pipeline that processes the webcam feed of the
students to detect and extract facial expressions without the need to transfer
the images to a remote server, thus, preserving the privacy of the student by
design. The performance evaluation of the student component of the prototype
indicates that it can run on most modern computers without causing resource
bottlenecks. Moreover, the distributed architecture of STC-Live makes it highly
scalable.

With the continuous advances in machine learning and affective computing,
we envision many more automated methods being developed and used in practice
soon. However, to reap the benefits of these technologies while avoiding the
potential risks, researchers must study the underlying concepts from theoretical
and practical perspectives.

An essential concern regarding the use of affective machine learning technolo-
gies is the user’s privacy. From a student’s perspective, there are several concerns.
Emotions are highly personal. Therefore, recording and disclosing of emotions
can lead towards student profiling and eventually constitute a privacy threat.
Educational providers that consider using the proposed technology must inform
students and teachers regarding any attempt to analyze emotions automatically,
and they must seek students’ informed consent to carry out the analysis. From a
teacher’s perspective, such a data-intensive approach for measuring of the class-
room’s affective might backfire, as it could be used as an indicator to monitor
teachers’ performance and undermine their independence. Therefore, we caution
against the use of aggregate affective measurements as performance goals and
highlight the importance of using such information only for decision support to
improve students’ learning experience.

This study has implications for both research and practice. We described a
method and the implementation details of a prototype that can detect students’
affective states in an online classroom. Our method and the open-source pro-
totype can enable educational scientists to study the effect of affective states
in synchronized online education. The machine learning pipeline that we pro-
pose comprises a novel way of affective state recognition, which practitioners
can tailor to fit specific purposes. In practice, such a prototype can be used by
teachers in online courses that may alleviate the hardships posed by the lack of
non-verbal communication between the teachers and the students, potentially
improving the learning experience.
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Despite the aforementioned contributions, this study is not without limi-
tations. The first limitation relates to the accuracy of the system. STC-Live
incorporates a series of underlying machine learning models which can limit its
performance. Additionally, the privacy-preserving design of STC-Live makes it
challenging to measure the system’s accuracy as a whole. One possible way to
overcome this challenge is to conduct a separate experiment in which the partic-
ipants’ video data can be recorded and manually annotated by the researchers.
Only then can practitioners compare the system’s output against the ground
truth annotations created by the researchers. Additionally, the role of affective
states in learning must be explored by additional research. For instance, which
affective states are relevant, and how can we define them in terms of observable
non-verbal cues? The answer to these questions will help us improve the system
and communicate the information with the teachers in an optimal way.

Another limitation relates to the privacy of the system. The contribution
lies in the possibility to detect action units of students without ever collecting
any imagery of them. While not collecting any images of participants certainly
improves the privacy aspect of the system, the collected data (HOG values and
landmarks) can still be considered sensitive data. Furthermore, linking attacks
[5] could allow to identify participants using the stored data. To further improve
the privacy of the system, we plan create a model for action unit detection that
can be run in the browser, thus eliminating the need to send HOG values and
landmarks to the server.

In the future, we will continue our research in affective state detection in
learning. Specifically, we will examine how the affective states manifest as non-
verbal cues in online education settings. We will study how teachers and students
perceive the system, focusing on their preferences and concerns. Finally, a rel-
evant milestone for the proposed system is to evaluate its effect in multiple
courses.
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Abstract. The COVID-19 crisis emphasizes the importance of Self-Regulated
Learning (SRL), one of today’s most valuable skills, with which learners set their
learning goals, monitor and control their cognition, motivation, and behavior, and
reflect upon them. In the current experimental study, an intervention program based
on short online interactive videos was developed to promote SRL skills. This paper
presents the impact of the intervention on students’ use of SRL skills and grades.
It also explores four key pedagogical processes (teacher-student relationships,
collaboration, autonomy, and feedback) as mediators for SRL strategies use and
grades. The experimental and control groups were randomly assigned (N = 290
students, 18 classes, grades 7—12). Each teacher taught the same subject in two
classes for a month, an amount of time that allows intervention to take effect. One
of the classes participated in the video-based intervention program (experimental
group), whereas the other performed all activities but did not have access to the
videos (control group). Data was collected through an SRL and pedagogies usage
questionnaire, SRL video prompts, and knowledge tests and was analyzed using
the quantitative method. In addition to the theoretical contribution, a practical tool
has been developed for educators who wish to employ online SRL training.

Keywords: SRL - Self-Regulated Learning - Video-assisted learning - ERT -
Emergency remote teaching - SRL intervention program - COVID-19

1 Introduction

COVID-19 crisis has caused a shift to Emergency Remote Teaching (ERT), catching
many teachers unprepared for the transition and families not ready to monitor and facili-
tate daily home-based learning [34]. Despite the rapid adoption of online learning meth-
ods, teachers are expected to adopt practices that ensure successful online learning [56].
Scholars have discussed for a long time the factors that contribute to and inhibit effective
online teaching. These factors relate to students, teachers, the learning content, and the
learning environment [4, 5, 7]. Effective online teaching relies on several factors, includ-
ing flexibility in place, time, and pace of learning; collaboration between students and
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interpersonal communication; and feedback. Some factors that hinder online learning
include inadequate experience in online teaching, insufficient support for and feedback
to students; lack of motivation among teachers and students; and especially, insufficient
self-regulated learning (SRL) capabilities [13, 57]. SRL involves an active process in
which learners set learning goals, monitor and control their cognition, motivation, and
behavior, and reflect upon them [46, 64]. Zimmerman’s [63] cyclical model of SRL dis-
tinguishes three phases: Forethought, Performance, and Self-Reflection. Research has
shown that SRL skills can be taught and preserved over time [24] and that balancing them
as part of the learning process helps improve learners’ achievement and development
[46, 59, 64]. A study conducted during the outbreak of the epidemic among schools
found that students with SRL skills are less likely to procrastinate and perceive learn-
ing experiences more positively [35]. Studies emphasize the importance of developing
SRL skills in young adolescents who are in social, emotional, and academic growth
and experience further challenges [3]. SRL skills acquired by young adolescents play a
significant role in their lifelong learning abilities [51] and academic achievement [62].
These factors all encourage the development of these skills at an early age [20]. For
these reasons, SRL skills have become increasingly crucial in the pandemic-ERT [42].

1.1 Video Assisted Self-Regulated Learning (SRL) Training

All students can acquire SRL skills as they are not innate, and teachers can assist students
in becoming independent learners. Researchers have found that learners can develop SRL
strategies through instruction and training programs regardless of the context in which
they are employed [23, 44, 46]. Learning can be more effective when students are exposed
to a technological learning environment that encourages them to pursue strategies to
become independent learners [61]. Accordingly, researchers have recommended that
SRL training be conducted with the help of online learning media, particularly video
[24, 37]. Although video usage has increased in recent years, few studies have examined
the use of video in SRL training [37, 48]. A preliminary study that implemented a
video-based SRL training program in online courses at a large online university in
Panama showed that students’ perseverance and achievement were influenced by the SRL
strategies [30]. In this context, few studies have examined the integration of video-based
technologies into SRL training programs among young adolescents while emphasizing
the role of technology [24].

1.2 The Role of Pedagogical Processes in SRL Training

Teachers are crucial to developing learning processes and SRL skills in particular [50].
Teachers play a critical role in cultivating and developing SRL skills, in routine settings
and in emergencies, such as COVID-19 [12, 13]. By providing an environment that
facilitates shared learning and promotes SRL skills among students, teachers can also be
instrumental in promoting SRL skills among students with medium-high SRL skills [55].
Pedagogical processes associated with SRL strategies in online settings included teacher-
student relationships, collaboration, autonomy, and feedback. Relationships between
students and teachers do more than support daily learning pursuits; they also promote
students’ motivation to become independent learners [58]. Additionally, studies have
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shown that teaching methods that support students’ autonomy can increase their moti-
vation for autonomy, academic engagement, academic achievement, the overall feeling,
and SRL skills [16]. Teacher feedback also gives students a significant opportunity to
reflect on what they have learned and still need to learn. It also helps close the gap
between current understanding and desired learning goals, which are crucial for SRL
[15]. Students who receive frequent feedback through conversation, comments, verbal
praise, and rewards are more likely to develop their SRL [65]. Furthermore, collaboration
directly impacts a learner’s internal motivation, hence their ability to learn independently,
and is considered an important external factor in online learning environments [18, 26].
While teachers are crucial to developing these skills in children, the subject is so vague
for them that most do not attach much importance to learning these skills [60]. Thus,
few teachers teach SRL strategies to their students [31].

2 The Present Study

The current study aims to add knowledge on the role of video-based technology and
pedagogical processes in developing SRL skills among adolescents during ERT. To this
end, an online intervention program utilizing short videos was developed for second-
level education during COVID-19. The videos are intended to promote SRL skills. Based
on the literature concerning video-assisted SRL training and the role of pedagogical
processes in SRL training, a research model has been formulated (see Fig. 1), which
consists of three questions:

RQ1. To what extent do (a) SRL training videos influence (c) students’ SRL skills and
(d) academic achievement?

RQ2. To what extent do (b) pedagogical processes influence (c) students’ SRL skills
and (d) academic achievement in an ERT during the COVID-19 crisis?

RQ3. Is there an indirect effect of the (a) SRL training videos on (c) students’ SRL skills
and (d) academic achievement through the (b) pedagogical processes?

(b) Pedagogical Processes

Feedback

(a) Self-
Regulated
Learning

(SRL) ‘

(c) SRL Skills ‘

Collaboration

Training
Videos

Autonomy ‘ (d) Academic Achievements ‘
Teacher-Student Relationship ‘

Fig. 1. The proposed research model.
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3 Method

3.1 Participants

Nine Israeli teachers participated in the study, six of whom taught in Arabic-speaking
schools and three in Hebrew-speaking schools. Two hundred ninety students aged 12—
18 participated in the experiment, split into an experimental group (149 students) and a
control group (141 students). 66.9% (194) are Arabic-speaking students and 33.1% (96)
are Hebrew-speaking students (see Table 1).

Table 1. Study population (N = 290).

Arabic-speaking students Hebrew-speaking students Total

Experimental group 102 47 149
Control group 92 49 141
Total 194 96 290

3.2 Development of the Intervention Program

An online intervention program was created based on previous literature reviews and
empirical studies [e.g., 30, 38]. It was designed to be simple so that it could be
implemented rapidly in an emergency.

SRL Training Videos. It has been shown that in order to promote SRL, intervention
programs must be integrative and incorporate different aspects of learning. Interventions
that utilized multiple SRL strategies (cognitive, metacognitive, and motivational) showed
the highest effectiveness [9, 21, 46, 52, 53]. To learn about various strategies and their
implementation, learners should receive feedback on their learning strategies [9, 47].
Five videos were created to teach SRL skills included in previous intervention programs,
which were found to be effective: (1) Planning & Goal Setting, (2) Time Management, (3)
Checking for Comprehension, (4) Help-Seeking, and (5) Refection [11, 22, 29, 33, 38,
49]. The teachers also created an introductory video introducing the intervention program
to their classes. This video was created by each teacher using the same prewritten script.
Adding this extra video allows students to focus on one knowledge subject and link the
video content to their natural learning environment.

Scaffolding Support. Scaffolding support during computer-based training enables learn-
ers to advance their abilities [49]. For example, using guiding questions (prompts), learn-
ers are often asked to perform an activity while thinking about their actions [22, 49].
Hence, all video scripts contained questions encouraging students to self-thinking about
the content. Moreover, students were asked several questions at the end of each video
that encouraged them to reflect on their learned skills. The videos and questions were
distributed via different distribution channels, such as Google Classroom and WhatsApp,
according to the teacher’s preference.
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Pedagogical Processes. The program focuses on four pedagogical processes.

Teacher-Student Relationship. Teachers were asked to discuss their communication
expectations with students, including tools and time schedules. In addition, teachers
were instructed to encourage students to communicate without fear and in any circum-
stance during the intervention period. Of course, teachers were asked to be responsive
to individuals and groups.

Collaboration. The teachers were advised to promote group learning, create group
assignments, facilitate learning resource sharing, and encourage communication
between students on academic matters for consultation or assistance. Also, teachers
were asked to discuss and find solutions to questions raised by students.

Autonomy. Teachers were asked to offer students permission assignments - a wide range
of work topics and submission dates based on various materials available to them (videos,
presentations, books, websites). It was also recommended that students choose how they
will learn (individually or in groups), the materials they will use, and additional learning
topics.

Feedback. Giving as many types of feedback as possible is stressed, including individual,
group, class, written, verbal, numerical, as well as discussing performance in general.

3.3 Measures and Instruments

SRL Skills and Pedagogical Processes Questionnaire (SRL-PP). One part of the
SRL-PP questionnaire addresses SRL strategies, while the other relates to the use of
pedagogies: teacher-student relationships, collaboration, autonomy, and feedback.

SRL Skills. This section of the questionnaire measures how SRL strategies are applied
in the three phases of the SRL process as defined by Zimmerman (1998): forethought,
performance, and reflection. The questionnaire was constructed based on several ques-
tionnaires frequently used in studies related to SRL: OSLQ [6], OSRQ [17], SOLQ [38],
MAI & JMALI [54], and MSLQ [25, 45]. First, 29 questions with a Likert scale ranging
from 5 to 1 (strongly agree and strongly disagree) were included. Then, all question-
naire was translated into Hebrew and Arabic and tested by a sample of 8 students of the
appropriate age group.

Pedagogical Processes. This section is based on a previous questionnaire that examined
how students used pedagogical processes [36]. The section consists of 28 items divided
into four groups based on the pedagogies included in the study, with a Likert scale score
between 5 and 1 (strongly agree and strongly disagree).

Knowledge Tests. In order to measure academic achievement, knowledge tests were
composed by the teachers using psychometric rules. The pre-intervention test was
based on the content delivered in the month preceding the intervention, and the post-
intervention test was based on the content taught during the intervention. Teachers were
asked to test knowledge and understanding only, according to Bloom’s taxonomy [8].
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3.4 Procedure

In the current study, an intensive intervention was conducted for one month, determined
in the literature as an adequate period for achieving the study’s objectives [23]. Eighteen
classes in the 7th-12th grades participated in the study. For each teacher, two classes are
taught on the same subject. The classes were randomly divided into experimental and
control groups to evaluate the effectiveness of the intervention. The experimental group
participated in the video-based intervention program, while the control group performed
all the activities without having access to the videos. Students in the experimental group
were asked to avoid sharing the video with their schoolmates in the control group.

Teachers participated in online introduction sessions during which the research was
introduced, its goal was discussed, and the intervention course was explained. In addi-
tion, the teachers received training on writing questions for the tests based on accepted
psychometric principles. Each teacher was instructed to make an introduction video that
addressed the students in a personal manner in order to stimulate their interest in watch-
ing the intervention videos. Three stages of data collection were conducted: prior, during,
and immediately after the intervention. Data were collected anonymously, based on a
unique code assigned to each student by the teacher. Each teacher provided a separate
list of codes for the experimental and control groups.

3.5 Data Analysis

The data was quantitatively analyzed. Exploratory factor analyses (EFA) and confirma-
tory factor analyses (CFA) were applied to identify the appropriate models and their
suitability. Then, in order to answer RQ1, parametric and nonparametric tests were per-
formed to compare the experimental and control groups. In order to answer RQ2, multiple
linear regressions were applied to test the relations between pedagogical processes and
SRL skills and academic achievements, considering the variance of each other. Finally,
to answer RQ3, a path analysis was performed to examine the mediational effect through
pedagogical processes.

4 Findings

4.1 The Retrieved Components of SRL and Pedagogy Processes

Two EFA processes were conducted: one to explore the structure of the SRL model
out of the SRL questionnaire and the other to construct the PP model based on the PP-
usage-related items in the questionnaire. In both processes, the Principal Axis Factoring
method with an Oblimin rotation was applied, assuming factors are not orthogonal to
each other in both models.

SRL Skills. Twenty-nine items were entered into an EFA, yielding seven indicators of
SRL skills: (1) Metacognition (Forethought, Performance & Self-Reflection phases);
(2) Excellence orientation (Forethought & Performance phases); (3) Environment man-
agement (Performance phase); (4) Student teachers’ help-seeking; (5) Online help-
seeking; (6) Seeking social assistance (Except teacher); and (7) Peer-to-peer exchange
challenging. These factors explained 56.70% of the total variance.
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Theoretically, it could be assumed that there is a common factor regarding the help-
seeking skill. However, since the help-seeking-related items were not grouped into a
unifying factor, a repeated measurement was performed to determine whether the learn-
ers responded differently to these items. Indeed, learners’ responses to the relevant four
items were significantly different (F3 = 30.433, p < 0.001).

Pedagogical Processes. Twenty-eight items were entered into an EFA, yielding six
indicators of pedagogical processes: (1) Feedback; (2) Collaboration; (3) Autonomy;
(4) Student-to-teacher change suggestions; (5) Sharing concerns with the teacher; and
(6) Teacher-Student interaction frequency. These factors explained 66.36% of the total
variance. Statements relating to the teacher-student relationship and student-to-teacher
change suggestions statements have been grouped into unifying factors. Because the
factor failed to be statistically significant, they have been kept as stand-alone factors
(The Alpha-Cronbach value is relatively low, o = 0.462).

Confirmatory factor analyses (CFA) were conducted on items related to SRL skills
and on items related to pedagogical processes (post-intervention questionnaire). The
CFA supported a model with the seven factors mentioned above linked to SRL skills
and with six factors mentioned above linked to pedagogical processes (Fig. 2).

(¢) SRL Skills

(b) Pedagogical Processes Metacognition

Feedback

Excellence orientation

Collaboration I
(a) Self- Environment Management
Regulated
Learning Autonomy ‘
(SRL)
Videps Suggestion I Online help-seeking

Sharing concerns with teacher - n : -
Seeking social assistance
(Except Teacher)

frequency

‘ l Student Teachers' Help-Seeking ‘
Training I Student Teachers' Change [ ‘

Teacher-Student interaction ‘

Peer-to-peer exchange
challenging

1 (d) Academic Achievements ‘

Fig. 2. The revised research model.

4.2 SRL Training Videos Effect (RQ1)

SRL Skills. A comparison was made between the experimental and control groups
regarding the differences in the SRL factor values between pre-and post-intervention.
As some of the SRL factors are ordinal variables, pre-and post-questionnaire results
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were compared using the nonparametric Mann-Whitney test for independent samples.
Among all the factors representing SRL skills, no significant differences were found
between the experimental group and the control group. Thus, it was found that SRL
training videos did not influence students” SRL skills.

Academic Achievements. The intervention’s effect on academic achievement was
examined by comparing the experimental and control groups regarding the changes
in knowledge test scores before and after the intervention. As a covariate, grades of the
same subject from the semester before the intervention were used to eliminate the effect
of students’ previous knowledge levels in the same subject. On a repeated measurement
test, in which the knowledge tests were compared before and after the intervention,
controlling the effect of the previous semester’s score, no difference between the exper-
imental and control groups was found. Hence, it was found that SRL training videos did
not influence students’ academic achievements.

4.3 Pedagogical Processes Effect (RQ2)

The first step in examining the impact of pedagogical processes on SRL skills and aca-
demic achievement was evaluating the differences between pre-and post-intervention
reports regarding the relevant factors and knowledge test results. Then, using regres-
sions with the Enter method, the prediction of the six differential variables related to
pedagogical processes was examined on each of the seven variables related to SRL
and the differential variable of knowledge test scores, eliminating the effects of the
intervention and previous semester score.

SRL Skills. The seven SRL skills (dependent variables) are presented in Table 2, as
well as the pedagogical processes affecting them. The analysis shows that at least one
pedagogical process predicts one of six of the SRL skills (Metacognition, Excellence
orientation, Environment management, Student teachers’ help-seeking, Online help-
seeking, and Peer-to-peer exchange challenging).

Academic Achievements. Data analysis revealed that none of the six pedagogical
processes predicted knowledge test scores.

4.4 Mediated Relations (RQ3)

Lastly, a path analysis was applied to compute the indirect effects of pedagogical
processes. The intervention program variable (experimental and control groups) and
the previous semester grade were predictor variables. The mediating variables were
the six differences between pre-and post-intervention of the pedagogical process vari-
ables. The outcome variables were the seven differences in SRL skills between pre-and
post-intervention and the difference between the pre-and post-intervention standard-
ized assessment scores. The results revealed that the indirect effect of SRL video train-
ing on SRL skills and academic achievement through pedagogical processes was not
statistically significant.
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Table 2. A regression analysis of SRL skills and pedagogical processes.

SRL factor R2 Predictors B P Value
Metacognition (Forethought, 49%*% | Feedback 32 HkE
Performance & Self-Reflection Autonomy 17 exk
phases) - -
Teacher-Student interaction |- .08 | **
frequency
Excellence orientation 31#%*% | Feedback 32 HAE
(Forethought & Performance Sharing concerns with .10 *
phases) teacher
Environment management A44#%* | Feedback 45 HAE
(Performance phase) Collaboration 30 R
Student teachers’ help-seeking | .21%* Feedback 57 o
Online help-seeking 19%* Sharing concerns with 25 o
teacher
Seeking social assistance 13 Feedback 31 *
(Except teacher)
Peer-to-peer exchange 14% Feedback 33 *
challenging Collaboration 25 *

¥ <05, % < 01, ¥ < 001

5 Discussion

5.1 Measurement Model

Based on the questionnaire analysis, it was possible to develop a model that fits well into
the measurement of SRL skills. Besides identifying several literature-related factors,
such as metacognition & environment management [6, 38], a new factor was identified
which combined statements related to excellence orientation, a concept that the litera-
ture also discusses in the context of learning and training [19]. In addition, no unifying
factor was identified concerning help-seeking, unlike Jansen [38] and Barnard [6]. It
may be possible that even though there is a strategic basis for help-seeking in various
methods [39], the choice of source of help may have been determined by significant
differences between students; thus, the results were not combined. The significant dif-
ferences between the responses to the four statements relating to help-seeking support
this hypothesis. There may be room for refinement of circumstances where assistance
is needed [1, 2].

Another model that emerged from the data analysis provides a good fit for pedagog-
ical processes. Factor analysis grouped statements according to three pedagogies that
were encouraged during the intervention: feedback, collaboration, and autonomy. These
factors follow the literature [16, 26, 58, 65]. In addition, the statements relating to the
teacher-student relationship and change suggestions have been gathered into another uni-
fying factor. Even though it is reasonable to assume that willingness to suggest changes
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is related to the quality of the teacher-student relationship, we chose to examine these
variables separately for statistical reasons.

5.2 SRL Training Videos

Several studies have shown that SRL training programs can positively impact SRL skills
and performance [23]. Furthermore, over the last few years, researchers and educators
have viewed video as a rich and powerful training medium [14, 41]. In the current
study, however, the video-based intervention program did not directly affect SRL skills
and academic achievements. There are several possible reasons for this. First, the study
was carried out at the height of the COVID-19 crisis with frequent transitions from
distance learning to hybrid learning or cancellations of sessions. Teachers and students
had difficulty adjusting to these changes [5, 27, 56]. Learning and teaching patterns
were affected by these changes [40], and it is likely that these changes also affected
research engagement. Teachers play an essential role in implementing SRL strategies,
and encouraging them in this direction is vital [43]. Apparently, due to its complexity,
teachers found it challenging to participate in this period. Other reasons are the lack of
time for designing intervention material due to the crisis and variation in the teaching
platforms used by teachers. Uniformity in the educational platforms is important for
the implementation of the intervention and for monitoring the students’ and teachers’
progress. Further, the videos might have been more engaging had they been designed
within the context of the subject content [32] or had included further interactivity [10]
in addition to prompts.

5.3 Pedagogical Processes

This study confirms the strong link between pedagogical processes and SRL skills as
described in the literature. Specifically, feedback significantly enhances the use of SRL
strategies [15, 65]. Furthermore, both positive and negative effects of pedagogical pro-
cesses have been found on SRL skills, suggesting that the portion of activation and
use of these processes should be considered. A frequent teacher-student relationship,
for instance, as a substitute for a help-seeking strategy from other sources, may not
be conducive to developing these skills [1, 2]. Future research should investigate this
relationship and even identify the optimal integration.

While some pedagogies seem to be associated with some SRL strategies, no peda-
gogical processes were found to mediate the intervention program. In the study context,
it may be that teachers could not operate pedagogies effectively. Consequently, there
was no evidence of “pedagogical consumption”, and the intervention did not influence
such consumption. Also, an improvement in the measurement tool (the questionnaire’s
statements) might be required.

6 Limitations and Future Directions

The study was conducted from February to June 2021, during a challenging time for the
world and the education system in particular. Although this complexity may contribute
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to the small effect of the intervention on students, other reasons could include the fact
that the activity is not mandatory and has a low priority for both students and teachers.
Furthermore, the preparation period for the research was quite short. Future studies
should recruit more teachers and develop training programs that are further integrated
with the subject knowledge and embedded within uniform education platforms.

Like most studies in the SRL field, this study relies heavily on questionnaires [23].
Nevertheless, additional tools may be included to help gather new, more in-depth data
about SRL [64]. Other sources of information about student behavior might include
situational judgment tests (SJTs), diaries, learning analytics, and focus groups.

7 Conclusion

As a whole, the intervention program implemented in the short-term study did not result
in significant changes in student behavior or greater use of SRL strategies. The pandemic-
ERT period and other constraints (especially the length of the design process) may have
contributed to this outcome. Nevertheless, the study provided valuable insights into
research and training tools, especially in ERT. Moreover, the importance of teacher
feedback for developing SRL skills was also emphasized, so when planning a future
intervention program that supports teacher knowledge alongside students, assessment
for learning aspects should be taken into consideration [28].

The study observed low teacher involvement in research operations. Future research
should focus on strengthening the relationship with teachers, creating a supportive envi-
ronment for leading change, reflecting the benefit to teachers, and strengthening their
knowledge of SRL.

As for data collection and management, it is worthwhile to collect real-time data from
learning management systems. When it comes to having different educational platforms
in different schools, it is worth considering a uniform system that is easy to use and will
allow real-time information.

One remaining question for future research is whether the intervention should be
directly related to the subject knowledge or be more general like the one used in this study.
In addition, future research may address how to conduct SRL training in emergencies
with the transition between different modes of learning (physical classroom, hybrid,
distance learning).

Acknowledgement. This research was supported by the Chief Scientist of the Israeli Ministry of
Education.
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Abstract. As a gamification element, virtual currency (VC) stands for
rewards that can be exchanged for virtual or real goods. While some
forms of reward-based gamification have been studied extensively, the
exploration of the impact of VC on learners is relatively scarce. In partic-
ular, there is a lack of studies investigating its effects in different learning
contexts. Since VC can evoke perception of benefits with positive impact
on course outcomes, it may be experienced as an extrinsic incentive. On
the other hand, VC can promote internalized motivation when awarded
for accomplishment of certain challenges. To bridge this gap we are con-
ducting a longitudinal study on the impact of VC on student motivation
and engagement in different contexts and with different types of learners.
The goal of this paper is to empirically investigate whether and how VC
can improve the engagement in out-of-class practicing of a certain pop-
ulation of learners in a gamified Discrete Structures course. The study
demonstrated a strong positive impact of VC on learners’ engagement
however VC exhibited no significant impact on students’ academic per-
formance and intrinsic motivation.

Keywords: Engagement - Motivation - Gamification - Virtual
currency * Case study

1 Introduction

Gamification, the use of game design elements in non-game contexts [5], has
become a promising strategy for enhancing learners motivation, engagement, and
performance. The driving insight of educational gamification lies in the promise
to transfer the motivational potential of games to non-game learning environ-
ments. While games use a variety of elements, the range of game elements used
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for gamifying learning is rather limited and is typically confined to reward struc-
tures based on points, forming the so-called reward-based gamification [17,22].
The usual types of rewards commonly include points, badges, and leaderboards
and rarely some less common rewards such as virtual currency. Previous studies
have shown that reward strategies can encourage learners to keep track of their
learning and performance since rewards can serve as indicators of progression
and goal accomplishment [25]. In discordance to its popularity, empirical research
on reward-based gamification paints a conflicting picture [6,27]: some find posi-
tive results [4], others find no or even negative effects, like a decrease in student
performance [20]. The emergence of such conflicting results is attributed to poor
gamification design [21] by some researchers, or to novelty effects by others [11].
In this context, extending the range of game elements used for studying reward-
based gamification can shed new light on the understanding of its mechanisms
and potentials for learning. Many games incorporate game design elements that
can be redeemed for unlocking or buying objects (e.g., new characters, tools,
weapons, stages). Utilizing rewards in such a way can enhance players’ moti-
vation and engagement due to the possibility of achieving useful objects and
tools, and using them to progress and perform better in the game [25]. While
this idea has been transferred to gamification in educational contexts, typically
in the form of virtual currency [8], the exploration of its motivational and psy-
chological impact on learners is relatively scarce. This inadequate interest is
intriguing as Chang and Wei [1] identified badges and virtual currency as two of
the most engaging game elements used in MOOC environments. In their meta-
study, Huang et al. [12] provide evidence that not all game elements have the
same effect on student learning outcomes. This indicates that it is important to
further our understanding about which game design elements work under what
circumstances. In order to foster the design of applications that effectively moti-
vate and appeal to individual learners, we need to improve our understanding
of the relationship between game elements, such as virtual currency, and the
motivation that can emerge in learning activities gamified with them.

As a gamification element, virtual currency (VC) typically stands for all
kinds of rewards which can be exchanged with virtual or real goods [12]. It
can be viewed also as a reward that has some exchange value within the sys-
tem. Since virtual currency evokes perception of benefits with positive impact
on course outcomes, it may be experienced by learners as an extrinsic incen-
tive. On the other hand, based on Ryan and Deci [28] we can assume that VC
can enhance intrinsic motivation when it is awarded for the accomplishment of
specific challenges. Unraveling these motivational possibilities suggests studying
the psychological effects of VC in different contexts. Furthermore, as of now
there is a lack of empirical studies investigating the effects of virtual currency
on different learner populations. Recognizing the above gaps, we are conducting
a longitudinal study on the impact of the game element virtual currency on stu-
dent motivation and engagement in different contexts and with different types of
learners. The learning activity in focus is student practicing. Practicing is known
to be an effective strategy for self-training, yet some students lack motivation to
engage or persist in practicing activities [7]. By gamifying this type of learning
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activities we aim at increasing learners’ engagement and, by extension, their aca-
demic performance. Thus the goal of the study presented here was to empirically
investigate whether and how gamifying learning activities with virtual currency
can engender motivation for out-of-class practicing in a “Discrete Structures”
course. To improve our understanding of the motivational drivers that influence
learners’ engagement in the activity, in addition to the motivational scale based
on the Self-Determination theory [2], in this study we also used the Expectancy-
Value-Cost (EVC) [16] scale as an instrument for estimating the motivational
quality (intrinsic vs. extrinsic). In particular, we were interested in finding out
why learners value gamified practicing - because it is fun/interesting or because
it is useful for completing the course. Specifically, we addressed the following
research questions:

RQ1: Does virtual currency encourage more active engagement in out-of-class
practicing?

RQ2: Does virtual currency improve students’ academic performance?

RQ3: Do gamified activities using virtual currency improve intrinsic motivation?

In the next section we review the related work. The design of the study
and the data collection process are described in Sect. 3, and the results of the
experiment are reported in Sect. 4. In Sect. 5, we discuss the results and conclude
the paper.

2 Related Work

Reward-based gamification is a design method to condition a behavior by afford-
ing rewards (e.g., points, badges). While some authors have shown positive out-
comes of using reward strategies in improving learners’ motivation [19], engage-
ment [23], learning outcomes [19], and enjoyment [21], other studies have found
that gamification decreases class participation, exam performance [10,20], moti-
vation [12] and leads to lower knowledge acquisition [20]. Although virtual cur-
rency falls in the reward category, it offers more complex motivational mechanism
driven by the possibility to earn certain values that enable obtaining of some
other desirable objects. In this aspect, the present study aims at bringing extra
light to our understanding of the potentials of rewards-based gamification.

Yet, a limited number of papers have studied the effects of VC in different
learning contexts and categories of learners. In one of the first experiments with
VC, O’Donovan et al. [23] describe their implementation of a gamified game
development course with points that could be redeemed for course benefits along
with badges, progress bars, and a leaderboard. Although the study concludes
that the in-game currency was very well received, its isolated effect was not
statistically confirmed. Another early attempt of using VC studied the effects of
adding VC along with some social motivators to a peer help system to incentivize
learners to help their peers [29]. Essentially, when gamification is driven by
several game elements, the isolation of the effect of each one is problematic.

Gamifying a Computer Science course with virtual currency (BitPoints) used
together with levels and stars was proposed by Lopes [18]. BitPoints were earned
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for overcoming obstacles associated with challenges (in practical exercises). The
earned BitPoints could be used for purchasing tools/hints for solving other tasks.
Explicit evaluation of the VC impact on student learning has not been performed.
An alternative kind of VC, in a form of coins, used for gamifying a Software
Testing course [20] has been studied recently, but with inconclusive results. Out-
side of computing subjects, in Duolingo (https://www.duolingo.com/) a type of
VC (Lingots) is awarded upon successful completion of some lessons or tasks.
This VC can be used to buy prizes (i.e. extra lessons, bonus skills, outfits for
the Duolingo mascot). Similarly, in Super Chinese (https://www.superchinese.
com/) learners earn coins when they complete a session with no mistakes and
make streaks of correct answers. The coins can be used to unlock a full version
of the system for a certain time. Regarding math disciplines, virtual currency
in a form of eCoins, was used in a Statistics course [4] but in combination with
levels, progress feedback, time pressure, and pathways. The earned eCoins could
be used to remove parts of a question or an entire question from a test set.
Virtual currency, as a feature for enhancing engagement, has also been studied
in a MOOC environment, where redeemable points were reported as the second
most engaging gamification mechanism [28]. A similar version of VC, called in-
course redeemable rewards, was reported in [26]. It was issued to students for
completing predefined tasks and could be exchanged for various privileges (e.g.,
unlock exclusive learning contents, extra attempts and/or more time to perform
quizzes, extended due date of assignments). Nonetheless, the subsequent studies
[24] did not demonstrate a significant increase in student engagement.

A more systematic exploration of the effect of VC on learners’ behavioral
and psychological outcomes began with the work of Dicheva et al. [9]. In a
Data Structures course gamified with badges, leaderboard, and VC students
could earn and spend VC based on rules specified by the instructor. The earn-
ing rules were based on the amount, the level of difficulty, and the correctness
of the solutions of completed problem-solving exercises. Students could spend
their VC on purchases of deadline extensions, re-submission of homework, etc.
The idea behind this form of gamification economy was to stimulate students to
practice more in order to attain the intended learning outcomes by incentiviz-
ing them with purchasable course-related ‘benefits’. The reported results of the
study confirmed that the targeted motivational effect was achieved but again
without isolating the motivational impact of VC from the other elements used
to gamify the course. This early work was followed by two consecutive studies
with a focus on examining the effect of VC on learners enrolled in a Discrete
Math course and in a Computer Networking course. Unlike the previous studies,
they studied empirically the individual effect of VC (which was the single gamifi-
cation element used) in two different contexts (subject and student population)
as an initial step towards gaining more generalizable results. These two stud-
ies showed that using VC to gamify practicing increased students’ engagement,
leading to improved academic performance. The present study narrows the focus
by preserving the subject (Discrete Structures) but shifting it to a different pop-
ulation of students (with potentially different leaning objectives and attitudes).
As the motivational drivers of these two populations may be different, we were
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interested to examine how they interact with the motivational affordances pro-
vided by VC and whether this interaction yields different psychological and
behavioral outcomes. Furthermore, we were interested to explore empirically if
VC is perceived as an intrinsic or extrinsic motivator by the type of learners
participating in this experiment.

3 Case Study

3.1 Course Description

The experiment reported here was conducted in a Discrete Structures course
offered at Villanova University. This is a required course for majors and minors
in Computer science and computer engineering. It also can fulfill a mathematics
requirement which attracts some non-technical students. Students from fresh-
men through seniors take this class. Because the course is open to all students
with no prerequisites, no programming is included. The course is a one-semester
treatment of discrete structures covering sets, trees, graphs, logic and proof,
mathematical induction, relations, functions, sequences, summations, and ele-
mentary combinatorics. In this offering of the course, the textbook was
Discrete Mathematics: An Open Introduction by Oscar Levin, 3rd edition.
(http://discrete.openmathbooks.org/dmoi3.html)

The course structure was fairly traditional, with three midterm exams and a
final exam, weekly quizzes, a homework set on each section, and a class partici-
pation component. All instructors used the same exams, quizzes, and homework
sets. All instructors used the same set of PowerPoint slides, modified from slides
used in a previous semester by a different instructor.

3.2 The OneUp Course Gamification Platform

In this study we used the OneUp course gamification platform [9] to gamify the
Discrete Structure course. OneUp supports a large set of gamification elements,
including experience points (XP), leaderboards, progress bar, avatars, badges,
virtual currency, content unlocking, goal setting, challenge duels and callouts,
and learning dashboard. It is configurable and the instructor sets which game
elements they want to use in their course. Since this study utilized only the
game element virtual currency (VC), below is a description of the support for it
provided by OneUp.

The use of virtual currency in the gamified environment is governed by rules
of two types: VC earning rules and VC spending rules. The earning rules specify
in what circumstances the system shall award virtual currency to the students.
Each rule specifies a learning activity and a condition related to the student
performance in it, as well as how much VC should be awarded to the student if
the condition is satisfied. The activities can be either automatically graded by
the system practicing quizzes (warm-up challenges) and graded course quizzes
(serious challenges), or not automatically graded, for which the instructor has
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to enter students’ scores, such as assignments, labs, projects, attendance, etc.
OneUp has an event-based game engine which checks if the defined rules are
satisfied for a given student and if so, adds to their account the corresponding
VC. Students can check their VC transactions at any moment.

The spending rules specify what the students can buy with the accumulated
virtual currency. The spending rules involve typical course-related benefits, such
as extending a homework deadline, re-submitting of an assignment, excusing
skipping of a class, awarding extra-credit points to a lab or homework, etc.
These are offered in the Course Shop, where the students can buy them as in
a traditional online shop. The system sends a notification to the instructor for
each purchase and also to the student, when the instructor changes the status
of the transaction from ‘requested’ to ’in progress’ to ‘completed’. It should be
noted that both the earning and spending rules are created by the instructor;
there are no hard-built rules in the system. The instructor decides what they are
comfortable with to offer and creates both kinds of rules in the system interface
during the system configuration.

3.3 The Experimental Setting

The experiment occurred in the Spring 2021 semester. Sections were taught by
three instructors with a total final enrollment of 82 students. The three instruc-
tors carefully coordinated the classes. All used exactly the same slides, the same
quizzes, homework, and examinations. One instructor taught in the afternoon in
person with a final enrollment of 38 students. One instructor taught the course in
the evening in person with a final enrollment of 33 students. The third instructor
taught in the day online with a final enrollment of 11 students.

The experimental group consisted of the day sections, for a total of 49 stu-
dents. The evening students served as the control group. The evening students
were the same demographic: full-time undergraduates.

All students in all sections were introduced to the OneUp gamification plat-
form and had access to the practice problems (warm-up challenges) there. The
content of the OneUp challenges followed the text’s examples and homework
questions. The quizzes and exams were written in and administered through
Blackboard (using Random Blocks so each student had similar but distinct ques-
tions). We closely matched the formats of the quiz, exam, and OneUp warm-up
challenge questions. All the students could see that doing warm-up challenges in
OneUp provided good preparation for quizzes and exams.

The students in the experimental group had access to virtual currency
rewards for doing the warm-ups; the control group did not. Amazingly, we man-
aged to get nearly all the way through the course (week 12 of 14) before the
control group students discovered that the other students were earning virtual
currency. For evaluation purposes, the final grades used in this study are those
obtained before any adjustments due to the virtual currency purchases.

The OneUp platform offers many flexible options for earning and spending
virtual currency. The instructors jointly chose the OneUp earning and spending
rules and values listed in Table 1.
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Table 1. Earning and spending rules.

Earning rule VC earned
At least 60% on first warm-up on topic| 50

At least 5 warm-ups on topic 50

At least 85% on 5 warm-ups on topic | 100

At least 90% on a homework 20
Perfect homework score 10
Notable class contribution 20
Spending rule VC cost
Add 10% to quiz 200
Add 2.5% to final 400
Add 1% to midterm 160
Add 10% to a homework 200
Drop lowest quiz 800
Retake quiz 200
One day late homework submission 80
Resubmit a homework 200
Add 2% to participation score 160

3.4 Study Design and Research Methods

We used three complementary methods to answer the research questions. We
extracted data from the OneUp logs about student interaction and engagement
with the gamified environment to answer the first research question (RQ1). These
included students’ visits to the gamification-related webpages, how many prac-
tice quizzes (warm-up challenges) students have completed, etc. To answer the
second research question (RQ2) about the impact of gamifying the course on stu-
dents’ academic performance, we compared the final course grades of the control
group and the experimental group. To answer the third research question (RQ3),
we conducted a motivational survey with the experimental group. The survey
was a modified version of the Basic Psychological Needs Satisfaction Scale - Work
Domain [2]. This 21-item scale was chosen because Self-Determination Theory
is linked to basic psychological needs, i.e., Autonomy, Competence, and Relat-
edness [2,13,15]. We hypothesized that these basic psychological needs apply to
course work as well, and slightly modified the scale items to reflect this, e.g., “I
feel like I can make a lot of inputs regarding how my classwork gets done” vs.
“I feel like I can make a lot of inputs regarding how my job gets done”.

4 Results

4.1 Student Engagement with the Gamification Platform

This section presents an overview of how the students interacted with the OneUp
platform during the study.
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The Use of Virtual Currency. To answer the question of how the students
from the experimental group used virtual currency in the gamified course, we
extracted data from the OneUp transaction log. The data show that the stu-
dents have earned a total of 64,760 course bucks during the semester, recorded
in 774 earning transactions. Each VC earning transaction is a result of satisfy-
ing a particular VC earning rule defined by the instructor. The distribution of
the transactions by students is given in Fig. 1. It can be seen that 16% of the
students have 1 or no earning transactions at all. Those are the students who
did not practice in OneUp; some were awarded points by the instructor for par-
ticipating in class activities. From the students who used OneUp, the majority
had between 11 and 20 (30%) or between 21 and 30 (30%) earning transactions,
and 11% had more than 30 transactions. Figure2 shows the actual amount of
VC (course bucks) earned by students. As a context, the amount of course bucks
specified in the earning rules related to taking warm-up challenges was either
50 or 100. As can be seen, the largest percentage of the students (41%) have
earned between 1,001 and 2,000 bucks and 9% more than 3,000. This does show
considerable engagement. As to how the students have earned their VC, 51% of
the transactions were related to completing 5 warm-up challenges in one topic
with results at least 70% correct. This is followed by 37% of the transactions for
completing at least 5 challenges in one topic with results at least 85% correct.
The latter shows the persistence of the students to keep re-taking some warm-up
challenges until they get them correct.
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Fig. 1. VC Earn. trans. by students. Fig. 2. Earned VC by students.

Regarding the spending of the earned virtual currency, students made 243
purchases in the Course Shop spending 59,620 course bucks. The distribution of
the spending transactions by students is shown in Fig.3. And the distribution
of the actual spent bucks in Fig. 4. Note that the highest price in the shop was
800 bucks, the lowest 200, and the average price around 300 bucks.

Most of the students (48%) made up to 5 spending transactions. The 16% that
haven’t bought anything have never logged in OneUp and have been awarded
VC by the instructor for class activities not related to practicing in the platform.
Interestingly, most of them have final course grades between 85 and 89 and might
have benefited of using the awarded VC, but they never logged in OneUp even for
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that reason. A possible explanation is that these students were confident in their
knowledge and did not feel they needed additional practicing, so having never
been to OneUp, they have not even seen that they have VC to spend. Figureb
depicts the distribution of the students’ spending transactions by category. It
shows that students’ favorite was buying an extra point on an exam (41%),
followed by buying 5 points on the final exam (22%) and adding 10% to a
homework grade (11%). It is noticeable that there were not many requests for
retaking a quiz and re-submitting or extending the deadline for a homework.
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Fig. 5. Spent transactions by category.

We added to the OneUp interface a pop-up question displayed at the time of
each spending transaction asking the student for the reason for that particular
purchase. 7% of the students did not answer and 13% selected “Prefer not to say”.
Of those who answered, 50% said that they did it because they worried about
their performance in this course, 46% because they had much earned VC and
wanted to spend some, and only 4% because they were busy and could benefit
from some extra time. Overall, the students made good use of the offered virtual
currency in the course. 16% of the students spent all their VC and finished
the course with a balance of 0. The majority of the students who were using
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OneUp (55%) spent most of their earned VC and had a remaining balance less
than 100 course bucks. A likely reason for not spending all earned VC is that
the students did not have enough course bucks to purchase a desired item, or
that they collected bucks with the intention of making purchases at the end of
the course, but then realized that they did not need any of the offered course
benefits.

Taking Warm-Up Challenges. To assess whether the use of virtual currency
improved the engagement of students in out-of-class practicing, we compared
the number of taken warm-up challenges in OneUp by the students in both
the control and the experimental groups. The students from the control group
took 985 unique warm-up challenges with a total of 1,384 attempts, while the
experimental group took 3,674 unique warm-up challenges with a total of 6,485
attempts. The increase of the student engagement with OneUp is striking: the
number of warm-up challenges taken from the experimental group is close to 4
times (373%) and the number of challenge attempts is close to 5 times (470%)
bigger than those of the control group. Figure 6 shows the percent of students
who have taken between 1-50, 51-100, 101-150 and more than 150 unique chal-
lenges in both groups. It also shows that 44% of the control group and 30% of the
experimental group did not try any challenges. For the experimental group, this
is consistent with our previous observation that for each gamified environment,
which use is not required, there is a group of students who never participate no
matter what kind of gamification is used. Figure6 shows that the largest per-
centage of the students in the control group (44%) have taken between 1 and 50
unique challenges, while 23% in the experimental group have taken between 51—
100 unique warm-ups and 23% have taken between 101-150 unique warm-ups,
with 9% taking more than 150 challenges.

Similarly, Fig.7 shows that the students in the experimental group have
taken many more warm-up challenges. While the largest percentage (35%) of
students in the control group who practiced in OneUp fall in the interval of 1-50
challenges taken, the largest percentage from the experimental group (26%) are
in the interval 151-250. In addition, 9% have taken more than 250 warm-ups.
The average number of warm-up challenge attempts for the control group was
65.90, while for the experimental group it was 162.12.

As can be seen, these results provide a strongly positive answer to our first
research question “Does virtual currency encourage more active engagement in
out-of-class practicing?” (RQ1).

4.2 Student Academic Performance

With regard to RQ2, we hypothesized that the virtual currency would motivate
students to spend more time studying and thus improve their performance [14].
The format of the quizzes closely followed the OneUp warm-up challenges, so
we expected a close correlation of challenge attempts to performance on the
quizzes. In the following analysis, we compare the day in-person experimental
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group (n = 37) with the evening in-person control group (n = 29). (By removing
the online section’s data from this analysis, we avoid possible bias due to the
format of the class; also the online class was much smaller so including its data
does not significantly affect the analysis. Here we also remove students without
final grade data who withdrew before the end of the course.)

The analysis does not support the hypothesis. For the experimental group
the average grade is 87.73, compared to 85.85 for the control group, essentially
no difference (t-test p-value of 48%.) When looking just at the quizzes, the
experimental group averaged 84.32 versus 79.40 for the control group, again not
significant (t-test p-value of 13%). These results suggest that offering the class
virtual currency did not significantly improve student performance (RQ2).

We next analyze the relationship between the number of OneUp warm-up
challenges taken by a student (referred to as OneUp score) to their final course
grade and also to their quiz grade total. For the experimental group’s relation of
OneUp score and final grade, R?> = 0.045, while R? = 0.011 for the experimental
group’s relation of OneUp score and quiz total. Interestingly, the control group
had higher correlations and R? values. For the control group’s OneUp score
and final grade, R? = 0.214 while R?> = 0.129 for the control group’s OneUp
score and quiz total. Perhaps future research could explore the conjecture that
virtual currency causes students to focus on earning more than on learning, while
students who do not earn currency attempt fewer OneUp challenges but focus
more intently on learning if they do choose to work on them.

4.3 Motivational Survey

We performed a paired-samples t-test and a stepwise regression to address RQ3
(i.e., Do gamified activities using virtual currency improve intrinsic motivation?).
To determine the impact of virtual currency on intrinsic motivation, two mea-
sures of intrinsic motivation were employed. The first set of analyses centered on
exploring pre- to post-test differences in autonomy, competence, and relatedness
as measured by the Basic Psychological Needs scale (e.g., [2,13,15]). The sec-
ond set of analyses were designed to elucidate a relationship between academic
performance as measured by participants’ final course grades and participants’
task-specific activity perceptions as measured by the Intrinsic Motivation Inven-
tory (IMI; [3]). Factors of the IMI were drawn for the current study because
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they directly reflect intrinsic motivation (i.e., Interest /Enjoyment), because they
are related to behavioral representations of intrinsic motivation (i.e., Perceived
Choice), or because they are implicated in internalization of intrinsic motivation
(i.e., Value/Usefulness). To perform the analysis, thirty-three matched pairs (i.e.,
students who took both the pre— and post-test surveys) were extracted from the
full dataset. These students were all between the ages of 18 and 25-years-old,
with half being drawn from the freshman class, 36.4% from the sophomore class,
11.4% from the junior class, and 2.35% from the senior class. Well over half of the
participants (61.4%) were male, whereas 36.4% of participants were female and
2.3% of participants identified as having a non-binary gender. The racial com-
position of participants was majority White (75%), whereas 15.9% were Mex-
ican/Hispanic/Latin, 4.5% African American, and 4.5% Asian. Further, 34.1%
of participants were computer science majors, whereas 15.9% were mathematics
majors and the remaining 50% of participants came from various majors. The
data were cleaned and negatively worded items recorded in accordance with the
previous literature.

The t-test results indicated a significant difference from pre- to post-test on
the Relatedness factor of the Basic Need Satisfaction at Work scale. In other
words, participants who took both the pre-test and post-test felt more posi-
tively about how they related to other students in class after our intervention
than before, t(32) = —2.29, p = 0.02. The stepwise regression analysis was con-
ducted to determine which IMI factors predicted participants’ final course grades.
Thus, the independent variables (e.g., predictor variables) for this regression
model were Interest /Enjoyment, Perceived Choice, and Value/Usefulness and the
dependent variable (e.g., outcome variable) was participant’s final course grades.
For the current study, neither Interest/Enjoyment (B = —0.07, SE = 0.11, p =
.53), Perceived Choice (B = —0.00, SE = 0.10, p = .94), nor Value/Usefulness (B
= —0.05, SE = 0.15, p = 0.72) emerged as a significant predictor of participants’
final course grades, so all three factors were excluded from the final model. For
our participants, the final model of the stepwise regression was non-significant
indicating that none of the three factors significantly predicted participants’
grades.

5 Conclusion

Reward-based gamification is seen as an aid to learner motivation, given that
motivation is one of the leading factors of academic success [27]. Although the
effect of reward-based gamification in educational context has been addressed in
many papers, the number of works that empirically examine the effects of using
virtual currency is still limited. Specifically, there is a lack of studies that explore
the potential motivational and behavioral effects of VC on learners. On the one
hand, VC might function as an extrinsic reward, leading learners to engage in
the learning activities in order to earn the desired amount of VC. On the other
hand, learners might be motivated to collect VC as a sign of achievements. Yet,
it can be perceived as an indicator of their level of learning. Accordingly, one of
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the goals of this study was to add to the understanding of the effect of VC on
learners’ behavior and motivation.

While the study results demonstrated a strong positive impact of VC on
learners engagement in out-of-class practicing there was no statistically signifi-
cant difference in the final course grades between the experimental and control
group. Thus, inconclusive results were obtained regarding the impact of VC on
learners’ academic performance. Similarly, no significant relationship was found
between learners’ intrinsic motivation and their academic performance in the
present study. An interesting observed relationship between the individual stu-
dent OneUp scores to their academic performance suggests further study of a
potential influence of VC on the activity outcomes pursued by learners, specif-
ically, shifting their focus on earning virtual bucks rather than learning. While
the use of VC as a gamification element is not new, its motivational effect on
learners is not sufficiently understood. The present paper aims to expand the
current understanding of the motivational mechanisms afforded by the game
element virtual currency.
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Abstract. When entering higher education, students must become more
autonomous in their learning, particularly know how to take stock of their ways of
learning: identify what they know, and also what they do not know, then adapt their
learning strategies. They must therefore develop metacognitive skills. This article
analyzes the responses of 3830 newly arrived undergraduate students through a
pre-requisites test including confidence levels. Focus is given on both their success
rate, i.e., their achievement at the test, and their realism, i.e., if they were predic-
tive in their confidence judgement. To compute a relevant realism index, previous
work by Prosperi [1] is extended to our context. First, an expected course effect
is observed: one of the seven proposed courses reveals a lower realism index,
and at the same time, its success rate is lower too. Moreover, a gender impact is
highlighted: females reach a higher realism index than males and this gap fluctu-
ates over the 4 last years. This gender effect is probably different from the course
effect because success rates of males and females remain equivalent, thus success
rate and realism seem to be dissociated in this case. Finally, students who per-
form poorly on the pre-requisites test and choose to take a second session after
a remediation period improve their results: both gaps of success rate and realism
are closed. That could prove the relevance of the remediation, and/or the effect of
metacognition feed-back provided just at the end of the pre-requisites test.

Keywords: Metacognition - Realism index - Gender effect - Undergraduate
students - Confidence levels

1 Introduction

Students who enter higher education are expected to become more autonomous in their
learning methods. They must be able to care about what they know and what they do not
know, and about how to adapt their learning strategies. That means they have to develop

their metacognitive skills.

Metacognition as a concept is hard to define, and several authors have attempted to
do so. Noél and Leclercq [2] consider it as the set of three processes: judgment, analysis
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and regulation of a given performance. Schraw and Moshman [3] distinguish metacogni-
tive knowledge, defined as “what individuals know about their own cognition and about
cognition in general”, and metacognitive regulation, related to “metacognitive activities
that help control one’s thinking or learning”. This point of view is further supported by
Biasutti and Frate [4], who specify that a metacognitive regulation “includes the follow-
ing activities: planning (predicting the products and results, defining the methods and
arranging the strategies), monitoring before and during learning (controlling, testing,
revising and changing learning strategies and approaches), and evaluating the activities
(making judgments about results and ways of performing the tasks)”. Thus, to help stu-
dents develop their metacognitive skills, instructors need to provide them with relevant
and concrete indicators, and knowledge evaluations on Learning Management Systems
(LMS) are undoubtedly a valuable opportunity to gather information and calculate such
indicators. As emphasized by Schraw and Moshman [3]: “a number of studies indi-
cates that metacognition knowledge and regulatory skills such as planning are related
to evaluation”.

One way to develop the ability to judge one’s own performance is to introduce forma-
tive assessments using degrees of certainty. Gardner-Medwin and Gahan [5] even speak
of “substantial merits” for confidence-based assessment. The degree of certainty is the
student’s estimation of his or her perceived chance of answering a question correctly.
Collecting degrees of certainty on a formative test assessing knowledge allows to estab-
lish, in addition to the success rate (i.e. passing the test, e.g., with 75 out of 100 correct
answers), another level of feedback for learners called realism (e.g., you were very sure
of almost all of your answers, yet almost half are incorrect). These both feedbacks on
knowledge and on metacognition seem likely to improve success and develop autonomy
in learning. According to Butler ef al. [6], feedback after a test with degrees of certainty
not only improves the results (both on concepts related to initially correct and incorrect
answers) but also improves the correspondence between results and confidence, thus
the realism: “it seems more likely that the improvement in metacognitive accuracy is
the result of eliminating any discrepancy between perceived and actual correctness of
responses” .

Nevertheless, several pitfalls make the use of degrees of certainty tricky. In particular,
there are several ways to implement them, some of which are perilous, and there is no
consensus on the common LMS used to host standardized assessments. In this article,
we propose to look at a crucial situation: students entering higher education, who need
to check the prerequisites necessary to succeed in the first year at university via a test on
LMS. We explain how to construct a relevant realism index to complement the informa-
tion provided by the success rate on the test, based on a robust statistical approach that
extends Prosperi’s [1] previous work to true-false questions. The two research questions
we address are (i) do we observe any effects of course or gender on the success rate
or realism index, and (ii) does the feedback and remediation given to low-performing
students allow them to improve the success rate and/or realism in a second test?

The paper is structured as follows. After reviewing related work in Sect. 2, we present
the research context and our data set in Sect. 3. Next, we present the data analysis
involving two indicators, success rate and realism index: in Sect. 4, we explain how we
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calculate these two indicators and in Sect. 5, we present the results. Finally, we discuss
the results and conclude on the contribution of this work, its limitations and perspectives.

2 State of the Art

In order to use degrees of certainty to develop students’ metacognitive skills, we must
address how to collect them, how to calculate an index of realism, and how to formulate
metacognitive feedback for students. We review related work on these topics and on
gender effects on realism.

Collecting Degrees of Certainty. Although the collection of degrees of certainty seems
very relevant to support learning activities, the method used remains subject to discus-
sion, as does the feedback offered to the learner. For the collection of degrees of certainty,
some authors use a numerical scale in arbitrary units or in percentages [7] while others
prefer a literal scale [8—10]. Some use both: numbers and verbatim [6, 11]. The number
of levels on the scale varies: sometimes 3, often 4, and sometimes more. Leclercq [12,
13] has done a detailed analysis of the different strategies. He argues for a percentage
use and recommends 6 levels, not necessarily equidistant. In all cases, the value of the
research lies in the combination of the success rate and the degree of certainty expressed
by the student through a realism index. It is therefore convenient to have a numerical
value for the degree of certainty. Some authors then associate an arbitrary number with
a degree of certainty initially expressed in literal form [10], which is highly question-
able. Sometimes the degree of certainty is even reduced to its simplest binary expression
“sure” or “unsure” [9]. Others authors propose a numerical scale to the students, but
confuse the numerical value with the ordinal value in the ensuing treatment [6]. Finally,
some publications, particularly in the vein of Leclercq’s work, use degrees of certainty
expressed as percentages, with a numerical value that is meaningful to students [1, 5,
14].

Realism Index. To combine degree of certainty and success rate, several approaches
have been examined. Some assume continuity between the variable degree of certainty:
for example, in 1973, Brown and Shuford [15] propose the affine function, y = ax +
b, where y is relative to the degree of certainty, and x to the success rate. A realistic
student is one who reaches a = I and b = 0. Other concepts are proposed by Leclerq
[16] who calculates indicators named “confidence”, “recklessness” and “nuance”, by
Andriamiseza et al. [11] who use “correlation”, or by Butler et al. [6] calculating “reso-
Iution” and “mean-gamma-correlation”. But none of these approaches is satisfactory in
terms of statistical significance of the degree of certainty. In 2015, Prosperi [1] proposes
a novel approach by keeping the discrete character of both the success rate (due to the
finite number of questions) and the degree of certainty (by the number of levels). His
approach concerns multiple-choice questions (MCQ) and proposes a statistical index
that assumes an expanded definition of how a student is considered as “realistic”. To
keep it simple, Prosperi considers for each degree of certainty, two distinct confidence
intervals:
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e The first one is due to the finite number of answers given with a particular degree
of certainty: e.g., if 25 answers are associated with the 70% degree of certainty, the
success rate of these answers can only be associated to a confidence interval of +2%
(if 19/25 answers are correct, success rate is 76%, and if 20/25 answers are correct
it reaches to 80%). More precisely, Prosperi assumes that, for a given student, the
success rate for the degree of certainty i is called TE; and is included in an interval [a;,
b;]. He suggests that the extension of this interval can be calculated by the Wilson’s
method [17] and he chose a 90%-threshold.

e The second one is due to the chosen scale for coding the degrees of certainty: e.g.,
if the student can express its certainty degrees in between 50%, 60%, 70%, 80%,
90%, and 100%, each level will be associated with a confidence interval of £5%. For
example, the degree of certainty 70% will be associated to the interval [65%, 75%].

Thus, Prosperi considers that a student is realistic for the degree of certainty i if an
overlap exists between those two confidence intervals. On the opposite, only if the two
intervals are separate, a significant realism-error for this degree of certainty err; can be
calculated (see Fig. 1, adapted from Prosperi, 2015 [1]), and it is always considered a
positive value, regardless of whether TE; is higher or lower than the degree of certainty.

b80
TEgo
ago
errge# 0
byo
TEzo ¢
azo err;p=0

[55% ; 65%]

Success rate

[75% , 85%]

[65% , 75%]

[55% , 65%)

\ \ \ \ \ ~

60% 70% 80% 90% 100%
Degrees of certainty

Fig. 1. Example of calculating realism-error err; for two degrees of certainty: 70% and 80%.
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Prosperi considers the different realism-errors for each degree of certainty, with
a ponderation given by the frequency of this degree relative to the others. Finally,
the calculation of Prosperi’s realism index, called RSN, is computed by adjusting one
normalization parameter j:

B — Zi(err,- * %)
B

where i enumerate the different degrees of certainty, NU; is the number of utilizations
of the given degree of certainty i, and NVR is the total number of questions. RSN gives a
number between 0 and 1 (ideally realistic student).

RSN =

Metacognitive Feedback. As far as feedback is concerned, we identify essentially two
types of practices, which often result in different implementations on the common plat-
forms used to host standardized assessments (e.g., Moodle or equivalent). The most com-
mon practice is the one introduced by Gardner-Medwin [5, 18] which aims at weighting
the final score obtained according to the level of realism. In general, the student gets
a bonus if his or her realism is adequate, and a malus if it is not. In some cases, the
weighting calculation ensures that the behavior promoted by the scoring system is the
most honest behavior possible [18]. An alternative practice, quite opposite, is to pro-
pose feedback to students that minimizes the importance of the global score in order
to emphasize the realism, especially when it is caught in fault (for example an error
with high certainty). This last approach has not been yet implemented on Moodle or any
equivalent platform, to the best of our knowledge.

Gender Impact. Finally, it should be noted that the studies diverge as to a possible effect
of gender on realism: if some studies report a difference between males and females [9],
others on the contrary show no effect. Of these, some studies are in the case where
students have been previously trained in the use of degrees of certainty, and it appears
that while the gap is erased by training, it did exist before [5]. There are also studies
that show that a gender gap exists on success rate, but that it appears to be reduced by
using degrees of certainty [7, 19]. We found no recent studies on the impact of gender
or re-mediation on undergraduates’ realism.

3 Research Context and Data Collection

Our research is supported by a data set collected in an ecological situation (i.e. in-field
evaluation). When they enter the university, in order to validate their registration in one of
the 7 courses (see Table 1) offered as part of the Bachelor of Science and Technology at
a French university (Université Grenoble Alpes), all the concerned students - about 1000
each year - have to go through a “welcome day”, where they finalize their administrative
registration and take both an English and a science pre-requisites test. This is where
our data are collected. The pre-requisites test is therefore compulsory and is taken in a
computer room on an individual workstation, under the supervision of tutors (advanced
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students who help solve problems of connection or understanding of the instructions, in
particular), and in a limited time. The test is implemented on the local LMS.

The science pre-requisites test was built by a team of teachers from the Science
and Technology Bachelor’s department who list pre-requisites identified as necessary
for success in the first year. Major scientific themes addressed are Biology, Chemistry,
Mathematics, Physics, and another one inspired by the MOHICAN project [16], around
the understanding of scientific vocabulary and the basic rules of reasoning. Within these
5 topics, the teacher team created several versions of true-false questions of equivalent
difficulty for each of the selected pre-requisite, thus constituting a database of questions.
Then, for each of the 7 courses offered, a set of relevant prerequisites was selected
corresponding to 80 true-false questions that are randomly drawn from the question
database during testing.

Table 1. List of courses, total number of students in our sample, and distribution of students
(male/female ratio per course)

Code Course main topics Nb of students over | % male students | % female students
2018-2021

CB Chemistry and 474 43% 57%
biology

IMA Applied maths and 949 76% 24%
computer sciences

PC Physics and chemistry | 140 39% 61%

PCMM | Physics, chemistry, 671 68% 32%
maths and mechanics

SPI Engineering sciences | 327 76% 24%

ST Geology 124 58% 42%

SV Biology 1145 33% 67%

TOTAL 3830 56 % 44%

Implemented in 2013 [20], this pre-requisites test was redesigned in 2017 with the
mandatory capture, for each true-false question, of the associated degree of certainty.
The scale chosen for the collection of degrees of certainty is a hybrid scale, mixing
words and percentages (see Fig. 2). It is inspired by Leclercq’s work [13] but adapted to
the case of true-false questions. In particular, if the degree of certainty expressed is of
the order of 50%, this means choosing at random.

If the global success rate is less than 75%, the student is invited to sign up for tutoring
sessions in the relevant subjects and then is supposed to retake a test a few weeks later. In
this case, the second test, optional, is taken on the same platform. It is the same test, i.e.
the same pre-requisites tested by true-false questions randomly chosen in the common
base, as for session 1.

The data include the first test (mandatory and concerning all students) for the years
2018, 2019, 2020, and 2021. The second tests were extracted for the years 2019 and
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Select one:
O True

O False

How certain are you that your answer will be considered correct?
I answered at
random
O <50% O 60% O 70% O 80% O 90% O 100%

Unsure Quite unsure  Quite sure Almost sure

Fig. 2. Students must choose “True” or “False” and associate a degree of certainty.

2021 (in 2018, an error made the data unusable, and in 2020, the COVID19-related
situation did not allow communication around the second test). When exporting the
results subsequently analyzed, the individual results are fully anonymized. The results
used as input are therefore made up of: an anonymity number, the course, the gender,
whether it is the first or second test, and for each of the 80 true-false questions, the result
(correct or incorrect) and the degree of certainty expressed.

4 Computing both the Success Rate and the Realism Index

In this section, we explain how we computed both indicators: Success Rate and Realism
Index. In our case, assuming that for true-false tests the choice of the lowest degree of
certainty is associated with “I answered at random”, there is no relevant information
in the associated answers, either they will be correct or incorrect. We then calculate a
relevant score with only the answers associated with higher degrees of certainty (60%
up to 100%): it’s called Success Rate hereafter. The use of this 50% degree of certainty
is quite rare: for our sample, only 6.1% of the answers are concerned.

Adapting the work of Prosperi [1], we calculate at first the achievement for each
student and for each of the following degrees of certainty: 60%, 70%, 80%, 90%, and
100%. We obtain then the TE; and the associated intervals [a;, b;] as described in Sect. 2.
Then we associate an interval for each degree of certainty, e.g., 60% is associated with
the [55%, 65%] interval, and so on up to 100% that is associated with the reduced [95%,
100%] interval. Subsequently, we calculate the different realism-errors err;, with i =
60%, 70%, 80%, 90%, and 100%, for each student.

To choose the B parameter, we must explore the limits of the term ) ; (erri * %)

For an ideally realistic student, it is zero. On the other side of the spectrum, one of
the worst cases is obtained for a student who chooses the level of certainty 60% for all
answers and for which all answers will be correct; then the errgp value reaches 0.35
(TE¢sp is 1.0 and the upper limit of the certainty interval is 0.65) and the other ones are
zero, leading to ), (err,- * %) = 0.35. The other worst case consists of a student who
answers without any knowledge (the success rate is then around 50%) with the highest
level of certainty (100%). Then, following our definition, errjgo (the only one that is not
zero) reaches 0.45, because the random success rate is supposed to be about 0.50 for a
true-false test and the lower bound on the certainty interval is 0.95. Then, the value of
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the term Zi(erri * %) is assumed to be around 0.45. Therefore, we chose g = 0.45

in our case.

Then Prosperi’s realism index RSN is computed. Here, we choose to extend the work
of Prosperi, as both the Success Rate and the RSN indicators are calculated variables
whose distribution laws are not known. Moreover, a study of these indicators shows
that they do not follow a normal distribution. In these conditions, the classical tests of
comparison of means such as the Student test cannot be used. That’s why we use the
Kruskall and Wallis test [21], a non-parametric rank test, which does not require the
normality of the distribution of the variables. We calculate the effect size to assess the
strength of the observed effect (using n2 from h-statistic, see [22] for details) and we
use the Dunn test with Bonferroni correction to assess differences between groups. In
the same way, to enlarge the dispersion and because of the non-parametric signature of
the realism index, we decide to rank the RSN over the whole sample, being careful that
in case of egality, the lower ranking value is given to all the equal students. We must
check that the maximum rank corresponds to an ideally realistic student (RSN = 1), and
then we renormalize it with respect to the highest rank so that the realism index always
remains between 0 and 1 (ideally realistic student).

Note that in our sample, any subpopulation considered above has a significant number
of students who achieve RSN = 1, so that the global median of ranking is greater than
0.5. We finally obtain a new ranked realism index, hereafter called the Ranked Realism
Index, which is computed for each given student, just like the Success Rate.

5 Results

This section relates the results obtained about the questions introduced before: (i) do we
observe any effects of course or gender on the success rate or realism index, and (ii) does
the feedback and remediation given to low-performing students allow them to improve
the success rate and/or realism in a second test?

First, we observe that our sample shows very stable results over the 4 years of our
study, in both the Success Rate and the Ranked Realism Index, as shown in Fig. 3. The

Kruskal-Wallis, %%(3) = 20.95, p = 0.00011, n = 3830 Kruskal-Wallis, %%(3) = 5.45, p = 0.14, n = 3830
1.00 ns ns * 1.00 . ns | ns ns |
!J_\ !J_\ rJ_\ !J_\ 5
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0.25 5 0251
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Year Year
pwec: Dunn test; p.adjust: Bonferroni pwc: Dunn test; p.adjust: Bonferroni

Fig. 3. Success Rate and Ranked Realism Index for the whole sample per year.
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global median is 0.76 for the Success Rate and is 0.65 for the Ranked Realism Index. If
we consider only year-to-year variation, the results show no significant variation over
time, except for a slight decrease between 2020 and 2021 in the Success Rate (Dunn test
with p-value = 0.0048).

Then, we observe substantial differences between the courses, in both the Success
Rate and the Ranked Realism Index (Kruskal-Wallis with p-value <0.0001 for both
indicators). As we can see in Fig. 4, the SPI course has the worst results, and the
differences with another course such as, for example, the PCMM course, are highly
significant (Dunn test with p-value <0.0001 for both indicators). Note that the effect
size is small, but close to the small-moderate limit (n2 = 0.0528 and 0.0524 respectively,
effect size is considered small if n2 < 0.06).

Kruskal-Wallis, XZ(G) =207.89, p = <0.0001, n = 3830 Kruskal-Wallis, 12(6) =206.4, p = <0.0001, n = 3830
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3 ] . K
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0.25 & 0.25
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CB IMA PC PCMM SPI ST sV CB IMA PC PCMM SPI ST sV
Course Course
pwc: Dunn test; p.adjust: Bonferroni pwc: Dunn test; p.adjust: Bonferroni

Fig. 4. Success Rate and Ranked Realism Index for the whole sample per course.

Looking at the overall sample, there is no significant difference in the Success Rate
between male and female students as we can observe in Fig. 5 — top, left. On the other
hand, Fig. 5 — top, right, there is a significant difference in the Ranked Realism Index
Note that the effect size remains very small in this last case (% = 0.0094).

Moreover, if we look at the difference in the Ranked Realism Index per year, we
can see an evolution: on Fig. 5 — bottom, we observe that the gender difference is
not significant in 2018 (Kruskal-Wallis with p-value = 0.294). However, it is highly
significant in 2019 and 2020 (Kruskal-Wallis with p < 0.0001), and in 2021 it is weakly
significant (Kruskal-Wallis with p-value = 0.015). The maximum gender gap is achieved
in 2020 with a small effect size (1> = 0.03). Note that the differences in the Success
Rate between genders over the same period are not significant.

Finally, let’s consider the students who poorly performed at the test and choose to
take a second test session after a remediation period: it is a subpopulation of our whole
sample, called Double-test-sample (N = 193). The students who only take the first test
(because their results were satisfying or because they did not find relevant to take the
second test) constitute the Single-test-sample (N = 3637). We observe on Fig. 6 (left)
that the double-test students obviously have a lower Success Rate at the first test (Dunn
test with p < 0.0001 with a small effect size: > = 0.0399). We can see that after
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Fig. 5. (Top) Success Rate and Ranked Realism Index for the whole sample per gender. (Bottom)
Evolution of the Ranked Realism Index of male and female students over 4 years.

a remediation period, the double-test students totally close the gap at the second test
(Dunn test with p = 0.68): the “poorly-performing” population obtains the same results
than the single-test students.
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Moreover, we observe the same behavior with the Ranked Realism Index: the dif-
ference is significant between the two populations in the first test (Dunn test with p <
0.0001 with a small effect size: n> = 0.0179) and the gap is closed in second test (Dunn
test with p = 0.16), as shown in Fig. 6 (right).

6 Discussion

As shown by the relative stability over the years (see Fig. 3), we can reasonably assume
that the reproducibility of the results is good from year to year, and that the variations
observed as a function of gender or background are not linked to a less successful or
less realistic cohort of students. Concerning the course effect, highlighted in Fig. 4, we
expected the SPI course to stand out. Indeed, it is traditionally a course that recruits
students with lower high school results, and a higher proportion of technological bac-
calaureates than general baccalaureates. The SPI sample is therefore significantly dif-
ferent, and this is not surprisingly reflected in both the Succes Rate and the Ranked
Realism Index. The principal question, considering the correlation between Succes Rate
and Ranked Realism Index is if it could be explained by the Dunning-Kruger effect
[23]. As explained by Gignac and Zajenkowski [24] “the Dunning-Kruger hypothesis
states that the degree to which people can estimate their ability accurately depends, in
part, upon possessing the ability in question”. Consequently, students with lower Succes
Rates would tend to self-assess their results less well than students who have relatively
higher Success Rates. Alternatively, it has been proposed that this kind of observations
could be explained by a combination of the better-than-average-effect and regression
towards the mean [25].

The gender effect observed is sufficiently significant and recurrent to affirm that it is
not an artefact. Over the last three years, there is a strong difference between female and
male students in terms of realism, but there is no difference in the Succes Rate. Thus, the
Dunning-Kruger effect cannot be invoked to account for this gap, and the explanation
must be sought elsewhere. Since the gap is not observable in 2018, it would be appropriate
to look for changes in the high school curriculum for the generation entering university
in 2019. To date, we have no credible explanation for the appearance of this gap in 2019
and in subsequent years. At most, we can hypothesize that if the gap is larger in 2020, it
may be an effect of the total confinement that French high school students experienced
in spring 2020, thus just before they entered university. It is then possible that female
and male students did not use the same distance learning strategies, and that this is felt
on a metacognitive indicator such as realism, without however affecting the test score.

Finally, concerning the “remediation-effect”, it can be explained by several hypothe-
ses. The first would be an effect of the metacognitive feedback offered to the students at
the end of the pre-requisite test: the awareness of the discrepancy between the test score
and the self-assessment would allow the student concerned to adjust his or her judgment.
The second would be an effect related to the tutoring offered, and/or the work done, dur-
ing the remediation period between the two tests. In this case, the fact of reworking
some pre-requisites, and in particular those that were lacking, would allow both the test
score and the reliability of the student’s judgment of his performance to be improved.
The second hypothesis could therefore be in favor of a Dunning-Kruger effect. The first
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hypothesis could be tested by a study comparing two groups of students, one receiving
metacognitive feedback and the other not.

7 Conclusion and Perspectives

By analyzing the answers to a pre-requisite test with degrees of certainty of several
thousands of students, enrolled in different courses of the Bachelor of Science and
Technology of a French university, we observe an expected course effect by comparing
the test results and the realism indices. In a next step of analysis, the relevance of the
Dunning-Kruger hypothesis as a possible explanation should be verified, for example
by performing the statistical tests proposed by Gignac and Zajenkowski [24]. We also
observe a significant gender effect over the last 3 years. If itis difficult to explain why this
effect is absent in 2018, it also remains to be explained why it is present in the following
years. In any case, it is clear that this effect differs from the previous one since test
result and realism seem to be decorrelated. Finally, we observe a probable remediation
effect. Here again, the Dunning-Kruger hypothesis should be tested, and the impact of
the proposed metacognitive feedback should be studied further.

Regarding the limitations of our approach, following the evolution of the realism
index of a single student is often difficult, as the confidence intervals in Prosperi’s model
become prohibitive, unless one can analyze a large number of responses. Furthermore,
we have considered a single test here (with the exception of the “double-test-sample”). In
order to better identify what generates realism improvement over time, we need to track
a cohort of students on multiple tests that include degrees of certainty. In addition, in an
attempt to better understand what enables a given student to regulate his or her learning,
the collection of metacognitive comments, written by the student after reviewing his or
her results (success and realism), could greatly enrich the analysis.
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Abstract. Assessments are crucial to measuring student progress and
providing constructive feedback. However, the instructors have a huge
workload, which leads to the application of more superficial assessments
that, sometimes, does not include the necessary questions and activities
to evaluate the students adequately. For instance, it is well-known that
open-ended questions and textual productions can stimulate students to
develop critical thinking and knowledge construction skills, but this type
of question requires much effort and time in the evaluation process. Pre-
vious works have focused on automatically scoring open-ended responses
based on the similarity of the students’ answers with a reference solution
provided by the instructor. This approach has its benefits and several
drawbacks, such as the failure to provide quality feedback for students
and the possible inclusion of negative bias in the activities assessment.
To address these challenges, this paper presents a new approach that
combines learning analytics and natural language processing methods to
support the instructor in assessing open-ended questions. The main nov-
elty of this paper is the replacement of the similarity analysis with a tag
recommendation algorithm to automatically assign correct statements
and errors already known to the responses, along with an explanation
for each tag.

Keywords: Open-response evaluations - Learning analytics - Natural
language processing - Recommendation system

1 Introduction

Assessments aim to evaluate students’ learning progress. They can be formative,
conceived to enable students to address conceptual or behavioral shortcomings;
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and summative, with the primary goal of providing a score for the assignment
[12]. Unfortunately, assessments are often reduced to the summative function,
without the proper feedback [1]. Convincing instructors of the importance of the
assessment does not seem to be a problem. However, the demands to provide
quality and timely feedback on the assignments performed seem unfeasible due
to the work overload in academia.

In this context, many algorithms and educational tools to support the evalu-
ation of different types of answers emerged: online judges to support the analysis
of programming activities developed by students [7], dashboards to provide infor-
mation about responses to multiple-choice questions [3], and automatic grading
systems for mathematical problems [14]. Despite the importance of these tools,
they are very focused on a limited task/content, or demand considerable engage-
ment from the instructors in the configuration of the environment. For instance,
previous works have proposed possible solutions for automatic answer grading
[4,16]. However, these solutions require the creation of (i) a possible correct
answer for each question, or (ii) content about the topic approached.

In addition to the instructor’s engagement in providing information before-
hand, there are multiple limitations of the previous automatic answer grading
systems: (i) the concerns about the fairness and possible bias of these solutions
[13]; (ii) the lack of generalizability of the solutions [16]; and (iii) the insuffi-
cient connection with quality feedback (in general these systems only provide a
score) [7].

Therefore, this study presents a tool to enhance the instructor’s ability to
assess open-ended responses without previous interaction with the system. The
proposal applies an unsupervised natural language processing approach to gen-
erate real-time tag recommendations, which can correspond to errors or correct
statements made by students in their answers. The best algorithm evaluated
reached an accuracy of 89.39% (in terms of F1-Score) for the tag recommenda-
tion. Finally, we provide details on how this approach can be used to increase
the reliability and support the provision of quality and timely feedback.

2 Background

2.1 Assessment and Open-Ended Questions

Wiliam [39, p.1] defined assessment as “processes of evaluating the effectiveness
of sequences of instructional activities when the sequence was completed.” It can
be divided into summative assessment, often used as an assessment of learning,
which aims to measure if the student has reached the expected standard; and
formative assessment or assessment for learning [5], that focuses on providing
timely and continuum feedback for students. Many studies have stated that
formative assessment is an effective method to improve student achievement
[19,39].

Among the many possible instruments to perform formative assessment,
open-ended questions allow instructors to understand students’ progress, crit-
ical thinking, and creativity [35]. However, answers to this type of questions can
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be complex to evaluate, which can lead to an overload in the assessment activity
and demotivation of instructors in providing feedback [7]. This issue motivated
the research in automatic algorithms to assess and grade open-ended questions.

2.2 Automatic Open-Response Grading

The Automated Answer Grading (AAG) has been widely studied over the years
[4,10,24,33]. There is a wide variety of approaches applied to this goal focusing
on different text mining methods such as statistical techniques, natural language
processing (NLP), information extraction, clustering, deep learning and mixed-
approaches [4,24]. In general, AAG algorithms focus on computing the similarity
of the reference answer (provided by the instructor) and a student’s answer
targeting the provision of a score for the question or a categorical outcome (i.e.,
‘correct’, ‘partially correct’, ‘incorrect’) [32].

The initial approaches focused on adopting traditional NLP pipelines with
word matching to reach the final grade. For instance, Cutrone and Chang [10]
and Siddiqi et al. [33] applied preprocessing steps like spell check, removal of
punctuation, removal of stopwords and stemming process to generate a shorter
version of the reference and the student’s answers before computing the simi-
larity. After this initial step, Cutrone and Chang [10] proposed an approach to
compare each word of the answers using wordnet [15], while Siddiqi et al. [33] also
considered the sentence structure in the process. Noorbehbahani and Kardan [26]
proposed a different approach using the BLUE [28] and ROUGE [21] statistical
measures to compute the similarity. BLUE and ROUGE are algorithms to cal-
culate the performance of machine translation and text summarization systems,
respectively. They divide the text into n-grams and compare their correlation in
different text segments (i.e., reference and student’s answers). The main advan-
tage of this method is the decrease in time to predict the similarity. The authors
provide experimentation showing that the BLUE method reached better results.

Recently, several deep learning approaches have been proposed for this task
[4]. In this case, the methods rely on the application of Long Short-Term Memory
(LSTM) and transformers networks to perform the grading of students’ answers.
The results presented in [4] cannot be directly compared, as they were evaluated
on different datasets, but they show the potential of using pre-trained BERT
models for this task [6,38].

Although the literature proposes several AAG algorithms, there are several
limitations in previous studies: (i) the best-performing algorithms work only for
short answers (up to three sentences); (ii) there is still an open concern about the
fairness of AAG algorithms [13]; and (iii) the methods focus only on providing
a final score for each question without delivering qualitative feedback to assist
students to recognize their errors.

In this context, we suggest that using a Learning Analytics approach in
combination with NLP could address these concerns.
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2.3 Learning Analytics as a Method to Enhance Learning

Learning analytics is defined as “the measurement, collection, analysis and
reporting of data about learners and their contexts, for purposes of understand-
ing and optimizing learning and the environments in which it occurs” [22]. As
learning becomes ever more digital, an outstanding amount of data have been
generated about students’ and instructors’ interactions with learning environ-
ments. Such data can provide insights into how to enhance learning settings for
different scenarios.

A learning analytics cycle proposed by Clow [9] explains precisely how edu-
cational tools can be used in a technology-mediated learning environment using
learning analytics: (1) learners producing (2) data, which are processed into (3)
metrics, thereby informing (4) interventions or actions. This cycle has been used
in several contexts to provide information to support feedback tools [29], anal-
ysis of written activities [2], and support game analytics [34]. In this study, we
followed this learning analytics cycle to create the proposed tag recommendation
system.

3 Technology Enhanced Assessment of Open-Responses

In this paper, we propose an approach that employs learning analytics and NLP
to support instructors in the process of assessing open-ended responses. More
specifically, we propose a tag recommendation system to automatically identify
errors or correct statements made by students based on the instructors’ own pre-
vious corrections. The system does not require any other previous data or content
to support the recommendation and it learns new tags while the instructors are
evaluating the students’ assignments.

Figure 1 describes the implementation of each step proposed by Clow [9] for
the proposed tag recommendation system: (1) the student interacts with the
LMS to answer open-ended questions proposed by the instructor in an activity,
which (2) are further assessed by the instructor in the platform, thereby (3) the
system generates tag recommendations for the following student answer, (4) that
can be accepted or not by the instructor.

The following sections present a brief overview of steps 1-3 proposed in the
tool, and then Sect.4 presents details about the tag recommendation system
(step 4), which is the main contribution of this paper.

3.1 Overview of the Tutoria Platform

Tutoria' provides support for the correction of written assignments, which can be
imported from Google Classroom. After importing the responses, the instructor
can choose to navigate per question or student (Fig.2). This means the instruc-
tor can either correct the complete assignment of each student or all students’
answers to a specific question.

! https://tutor-ia.com/.
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Figure 3 presents the correction of an open-ended question of Student 1. This
screen shows the question and the student response (1), and the tags assigned by
the instructor, which can be created on-the-fly or reused. Tags can also be created
without association with a specific text excerpt (2), but as a general comment
about the answer (e.g., creativity and originality). Tags must be named and clas-
sified in errors or correct statements (3). The inclusion of correct statements tags
aims to encourage instructors to include positive comments in their feedback, as
usually feedback mostly indicates errors (against good educational practice [17]
[25]). Finally, it is possible to indicate the final score that the student reached
on this specific question (4).

To ensure quality feedback, each tag must have an explanation associated
and written by the instructor. When a tag is reused, the explanation needs not
be re-inserted, making the process of correction more efficient, as it is common
that many students make similar errors. After finishing the correction of an
assignment, the instructor can create a template for the feedback to be received
by all students. This template will be filled according to the tags in each student’s
answer, providing a personalized experience for the students.

My Assessments

You are correcting the activity

$ - Student1
i

1. What is a programming language? 1
LYl EIO[EI) is a collection of grammar rules for giving instructions to computer or comp!
Create extra tags for this question 2

Corect v @

Tags

Programming language >< JNK] ~

You can write a feedback message below

Score for this question 4

Fig. 3. Assessment of an open-ended question.
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3.2 Algorithm for Tag Recommendation

The Tutoria platform incorporates the proposed recommendation system to sug-
gest tags, using NLP techniques (semantic similarity and textual classification)
to identify similar excerpts which have previously been tagged. Tag suggestions
are automatically shown in the interface for the instructor to accept or reject.

It is important to mention that the tag recommendation approach represents
a novelty in relation to the previous algorithms to support open-ended responses
evaluation. Instead of performing a textual similarity analysis between a refer-
ence and the student’s answer, this approach matches small pieces of the text
with a previous correction. The following section presents details about the NLP
steps to execute the recommendations.

4 Method

4.1 Data and Course Design

The educational data used in this paper corresponds to an assignment extracted
from a fully-online undergraduate course about Basic Informatics, which explores
topics related to hardware, software, networks, operational system, among others.

This course included a series of instructional videos about different topics that
were used in combination with online assignments containing multiple-choice
and open-ended questions. Every two weeks, new videos and assignments were
provided for the students. These assignments accounted for 50% of the final
mark. In the offering of the course analyzed, a total of 47 students answered the
first assignment, containing five open-ended questions.

The instructor of this course, with a background in computer science, agreed
to use the Tutoria platform to assess the open-ended responses without the tag
recommendation system in order to generate the tags for each response manually
and produce the gold standard in this study. Thus, in this study we evaluated the
recommendation system based on the tags included by one instructor. Table 1
presents the details of the number of tags divided by each question. It shows the
(1) number of students’ responses; (2) number of unique tags that the instructor
included; (3) total number of tags, including the repetition of the same tag
for different responses; and (4) maximum number of unique tags that can be
suggested if the system recommends all unique tags for all student responses. In
this experiment we evaluated answers with 100-200 words.

4.2 Text Processing and Feature Extraction

As the first step of our analysis, we used NLP techniques to process the text
and extract features. The similarity measures adopted in this study need to be
applied just to the words. Therefore, we removed punctuation, multiple spaces,
and Unicode characters. In addition, we also applied methods that rely on
Term Frequency—Inverse Document Frequency (TF-IDF) scores and Bidirectional
Encoder Representations from Transformers (BERT), which are described below.
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Table 1. Distribution of tags per question.

Question | Responses | Unique tags | Total number | Potential
of tags recommendation
Q1 33 4 35 132
Q2 33 4 42 132
Q3 47 10 98 470
Q4 47 3 63 141
Q5 47 4 37 188
Total 207 25 275 1063

TF-IDF Features. TF-IDF is one of the most used approaches in text min-
ing models to extract features from texts [23]. This algorithm converts textual
documents (e.g. students’ responses) to a vector consisting of the term counts
[23], in this case the TF-IDF values. The current study adopted the traditional
TF-IDF technique [23].

BERT. We also adopted BERT in order to include a state-of-the-art deep
learning approach in the comparison. BERT is a word embedding approach that
considers the context of each word, which has been shown to increase the per-
formance in several NLP applications [11]. Previous studies have shown the
potential of using BERT in Automated Short Answer Grading systems [4]. It is
important to mention that we have not done any data preparation in our dataset
before using BERT, as suggested by the previous studies [4,11].

4.3 Similarity Measures and Evaluation

The similarity measures evaluated in this paper are composed of statistical meth-
ods to perform string matching, word matching and the deep learning approach
using BERT. The outcome of each similarity measure is a number from 0 to 1,
where 1 means the highest similarity. Based on the previous studies, we decided
to use a similarity threshold equal to 0.7 to define the text that should receive
a tag recommendation [4,10,24,33].

The first group evaluated is based on string matching similarity measures
that seek to find substrings with overlaps at the character level. The most known
method is the Levenshtein distance, which counts the number of modifications
that should be done to change one string into the other [40]. The following list
outlines the measures that were evaluated in this group.

Levenshtein: We used the classical implementation of the Levenshtein distance.

Partial ratio: This algorithm performs the similarity matching of the shortest
string with all substrings of the same length.

Token Sort Ratio: This measure performs a tokenization process to clean the
string before the final matching using the Levenshtein distance.
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Partial Token Sort Ratio: It uses the Token Sort Ratio tokenization with the
Partial ratio substrings matching.

Token Set Ratio: This method uses the Token Sort Ratio, but it also adds a
stopword removal process before the final matching with Levenshtein distance.

Partial Token Set Ratio: It is similar to the Token Set Ratio, but it uses the
Partial ratio similarity instead of the Levenshtein distance.

Fuzzy Search: It uses Levenshtein distance to search for a group of similar
substrings instead of evaluating the entire text.

Edit Distance: This measure uses the Jaro-Winkler distance [37] to compute
the final similarity.

Rapidfuzz: This is a faster version of the Edit Distance similarity.

The second group is based on word matching by applying a different n-
gram composition. It uses the TF-IDF scores to vectorize the analyzed texts,
computing the similarities using:

1-gram: It compares the similarity of each word in both texts.

2-gram: It compares the similarity of each pair of words in both texts.

3-gram: It compares the similarity of each segment of three words in both texts.

4-gram: It compares the similarity of each segment of four words in both texts.

n-gram: It uses all the previous similarities (1, 2, 3 and 4-gram) to compute
the final score.

Finally, we also evaluated the performance of the BERT model in this study.
Unlike the word matching methods, BERT encapsulates one vector per word, not
per sentence. It means that the similarity, in this case, compares two matrices.
The main idea is to have semantic information about the words being compared.
However, it increases the time to have the final result.

To evaluate the performance of the proposed similarity measures, we adopted
the traditional machine learning measures Precision (P), Recall (R), and F1-
score, largely used in this context [23]. In short, precision measured the number
of tags recommended that the instructor accepted as a correct tag; and recall
assessed the number of relevant tags for a specific response that the system failed
to recommend. The F1-score is the harmonic mean between precision and recall.
Moreover, we also evaluated the performance in terms of time to recommend the
tag, as it is a critical issue for the practical use of the proposed approach.

5 Results

The results presented in this section show the performance of each similarity
measure for the recommendation of 25 tags for 207 students’ responses (see
Sect. 4.1 for more details). In the worst-case scenario, the system would recom-
mend 1063 tags, the total number of tags for each question multiplied by the
number of responses. Table 2 presents the results of each similarity algorithm
that was evaluated using precision, recall, F1-Score and the time to run the
recommendation for all responses in seconds.
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In general, all algorithms reached good results in terms of precision. In the
worst case, the Levenshtein similarity reached 0.80. It means that the algorithms
managed to recommend tags for instructors correctly. In contrast, multiple algo-
rithms obtained recall lower than 0.50. In other words, they overall suggested a
small number of tags, which means that the system has not recommended tags
for most of the questions and the instructor had to do it manually, maintaining
a similar workload of not using the proposed approach.

Three similarity measures achieved F1-Score higher than 0.80: Partial Token
Set Ratio, TF-IDF 1-gram, and BERT. These algorithms reached a balance
between precision and recall, and were the most adequate algorithms for this task.
However, BERT was the slowest one taking 93.28 s to perform the tag predictions,
while Partial Token Set Ratio made the same recommendations in 0.08 s.

Table 2. Results of each similarity algorithm in the tag recommendation task.

# | Similarity algorithm Precision | Recall | Fl-score | Mean time | Median time
1 | Levenshtein 0.80 0.01 0.01 00.02 00.03
2 | Partial Ratio 0.98 0.32 |0.48 00.06 00.29
3 | Token Sort Ratio 0.94 0.02 0.03 00.05 00.07
4 | Token Set Ratio 0.97 0.43 |0.59 00.05 00.06
5 | Partial Token Set Ratio |0.91 0.88 |0.89 00.08 00.20
6 | Partial Token Sort Ratio | 0.96 0.25 0.39 00.07 00.25
7 | Fuzzy Search 0.90 0.42 |0.57 01.22 26.95
8 | Edit Distance 0.93 0.62 |0.74 01.03 01.04
9 | Rapidfuzz 0.93 0.60 |0.72 00.86 00.87

10 | TFIDF 1-gram 0.90 0.74 0.81 05.10 05.10

11 | TFIDF 2-gram 0.98 0.06 |0.10 04.84 04.83

12 | TFIDF 3-gram 0.98 0.02 |0.03 04.78 04.75

13 | TFIDF 4-gram 0.96 0.01 0.02 04.71 04.62

14 | TFIDF n-gram 0.94 0.19 0.31 05.27 05.39

15 | BERT 0.89 0.79 |0.83 93.28 107.86

6 Discussions

6.1 Interpretation of the Results

The proposed method of evaluating open-ended responses using tag recommen-
dation is an entirely new approach in the field of AAG, as the previous works
focused on the comparison of students’ entire answers with reference answers
provided by the instructor [4,10,24,33]. Although there is previous literature on
tag recommendation systems [36], to the best of our knowledge, no similar anal-
ysis has been done in focusing on the AAG. It is important to mention that due
to the original nature of this study, it was not possible to compare our approach
with previous work directly.
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The results obtained for the tag recommendation algorithms evaluated in this
study indicated that the measures intended to analyze the similarity at a single
word level (Partial Token Set Ratio, TFIDF 1-gram, and BERT) reached better
results. Although we cannot generalize this result (due to the limited dataset used
in the evaluation), this behavior was expected as the recommendation system
works at the level of a single question, which generally is restricted to a spe-
cific topic. Previous literature on NLP methods demonstrates that word-based
methods achieve good results for the analysis of texts from a specific domain [8].

Another relevant factor revealed in the experimentation is that all algorithms
managed to recommend tags correctly, as the precision results were overall high.
This recommendation tends to reduce the number of tags removed by the instruc-
tor during the process of evaluating a specific question. Previous literature shows
that presenting information that is not relevant to the stakeholders (i.e., instruc-
tors) could demotivate the use of a specific tool or visualization [18].

Finally, the deep learning algorithm used (BERT) was the slowest one. We
expected this outcome as deep learning algorithms generally require more pro-
cessing time [4,27]. However, this approach can be beneficial in the analysis of
questions with a broader possibility of answering or even an extension of the
proposed tag recommendation system to evaluate essays or longer texts [20].

6.2 Implications

The findings of the study showed that the use of the proposed tag recommenda-
tion approach is promising for the analysis of open-ended responses in practical
settings. Not only could the proposed approach support the assessment of open-
ended questions, but it also has implications related to reliability, generalizability
and the improvement in the connection between the assessment and timely feed-
back [7,13,16].

Moreover, using an artificial intelligence method (i.e., the tag recommenda-
tion system) allows instructors to reuse previously defined correct statements
and errors, potentially reducing the workload to assess open-ended activities,
which increases the reliability and consistency in grading students’ activities
[31] and potentially reduces bias in the assessment [13].

Furthermore, the proposed approach increases the generalizability of the pre-
vious methods used for assessing open-ended questions as it does not require the
initial reference answer provided by the instructors [16,32]. Therefore, it could
be easily adopted in different learning settings without a previous adaptation or
effort from the instructors, which is a critical condition to facilitate the adop-
tion of learning analytics tools [30]. However, it is important to note that this
approach has a cold start problem. In other words, the instructor needs to assess
several students’ activities to receive effective tag recommendations.

The approach can effectively be used together with existing approaches for
the automatic provision of feedback as the tags provide tangible indicators about
students’ performance on each specific question. It could be used, for instance,
to feed the OnTask tool [29] that has been largely used to generate feedback
about multiple-choice questions.
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7 Limitations and Directions for Future Research

The limitations of the present study include: (1) The size and the nature of the
dataset used. The dataset adopted to evaluate this study comprised a relatively
small number of responses (207) produced by students enrolled in a single course
(basic informatics). Although this can interfere with the generalizability of the
proposed approach, the novelty of the paper is still relevant (no previous work
has made tag recommendation for this problem) and several previous works in
the field of educational text mining evaluated their studies with fewer data [16].
In future work, we intend to assess the same similarity algorithm using data
collected from other courses and possibly written in different languages. (2) In
this study, we have evaluated different similarity measures with different natures,
including string and word similarity and deep learning. Yet, other possible solu-
tions for this task could be explored, for instance, LSTM networks, clustering,
and topic modelling. Moreover, the use of white-box or explainable artificial intel-
ligence algorithms is also a target in the future. (3) This study has not evaluated
the application of the proposed approach in practice to assess instructors’ poten-
tial benefits and satisfaction with the tag recommendation algorithm. However,
such an algorithm is already integrated with the Tutoria platform, and we have
already scheduled initial experiments in real-world settings. Finally, evaluating
the system with larger texts, i.e., essays, is also important.
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Abstract. Automated Testing and Feedback (ATF) systems are widely applied
in programming courses, providing learners with immediate feedback and facil-
itating hands-on practice. When it comes to Massive Open Online Courses
(MOOCs), where students often struggle and instructors’ assistance is scarce,
ATF appears to be particularly essential. However, the impact of ATF on learning
in MOOC:s for programming is understudied. This study explores the connec-
tions between ATF usage and learning behavior, addressing relevant measures of
learning in MOOCs. We extracted data of learners’ engagement with the course
material, code-submissions and self-reported questionnaire in a Python program-
ming MOOC with an ATF system embedded, to compile an overall and unique
picture of learning behavior. Learners’ response to feedback was determined by
sequence analysis of code submission, identifying improved or feedback-ignored
re-submissions. Clusters of learners with common learning behaviors were identi-
fied, and their response to feedback was compared. We believe that our findings, as
well as the holistic approach we propose to investigate ATF impact, will contribute
to research in this field and to effective integration of ATF systems to maximize
learning experience in MOOCs for programming.

Keywords: Automated feedback - MOOCs for programming - Clustering -
Learning analytics

1 Introduction and Related Work

1.1 Automated Testing and Feedback (ATF) Systems

Writing and executing code is the basis for learning a programming language and devel-
oping programming skills [36]. An accurate, detailed and timely feedback on the correct-
ness and quality of the code may promote learning and increase practice effectiveness
[33]. Large scale courses, however, make assessing the great volume of submissions and
giving individual feedback nearly impossible [17]. Therefore, Automated Testing and
Feedback systems (ATF) are often offered as a learning tool, providing immediate feed-
back and allowing unlimited resubmissions [22]. Recent reviews of literature reveal that
ATF tools and systems are widely available, developed using different technologies and
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methodologies [9, 22, 30]. Feedback may refer to syntax errors, the correctness of results
or efficiency of the code [15, 36]. It may consist of only result correctness, or it might
include a detailed explanation of the error or hints for solving it [22, 35]. In response to
feedback, the learner is required to take two steps: decide whether to resubmit or waive,
and to engage in an active practice of identifying and correcting the errors [29].

Behavioral characteristics of learners using the ATF system have been studied mainly
through analyzing the programs submitted to the system and the feedback received.
Learners’ progress through code assignments, for example, was analyzed in [28] using
cluster analyses based on variables harvested from ATF logs. Machine learning algo-
rithms were applied on code solutions submitted for course assignments to identify
attrition points and predict dropouts [37]. These and similar studies, however, did not
analyse learning behavior in light of all course resources, including content consumption
and solving non-code exercises.

Regarding affective measures, studies have suggested that the automated feedback
enhances satisfaction and sense of learning [3, 4]. Learners perceive the automated feed-
back as enhancing learning and increasing motivation and engagement [30]. However,
results concerning the system’s impact on performance in the course, represented by
scores of final exam or concluding assignment, were inconclusive (e.g. [6, 16]).

1.2 Massive Open Online Courses (MOOCSs) and Learning Behavior Measures

Recent years have seen an increase in MOOC:s in a variety of subjects. Learners in MOOC
are usually diverse in their motivation for learning, as well as in their demographics and
previous background [1]. Despite high enrollment rates, a high percentage of learners
do not complete their learning due to variety of reasons including the lack of prior
knowledge, struggling with course materials, and the need to self-regulate learning [38].
MOOC:s, on the other hand, are not necessarily for credit and completing the course is
not the ultimate goal [13]. Different measures should therefore be applied to evaluate
learning outcomes and success in MOOCs [12, 23]. A common indicator of learning
outcomes in MOOC:s is learner’s engagement, measured by [20, 23] as the degree of
interaction with course materials, e.g. watching videos and attempt to solve exercises.
Persistence is another common measure, defined by learner’s determination to complete
assignments and the achieved progress in study units [20]. Grades achieved on exercises
and assignments determine the performance in the course [18].

Applying cluster analysis, researchers identified learning behavioral patterns and cat-
egorized learner by common patterns. In a key study [23] identified four major groups of
MOOC learners: completers (learners who completed most assignments), auditors (com-
pleted few exercises but engaged in watching videos), disengaging (stopped participating
after solving few exercises), and sampling (watched only few videos along the course).
Similar studies proposed from three up to seven clusters, categorizing learners based on
various sets of learning characteristics (e.g. [2, 21]). The most common variables used
were the number of videos watched, in-video questions answered, exercises and assign-
ments submitted, and social engagement such as activity discussion forums. In current
research, we considered the suggested measures of learning behavior in MOOCs and
applied cluster analysis in order to investigate the connections between ATF usage and
learning patterns.
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1.3 ATF Effectiveness in MOOCs for Programming

MOOCs for programming have the potential to teach programming to a broad and
diverse audience [26]. The high demand for computer professionals have led to an
abundance of courses, with large numbers of enrolees [24]. Independent programming
learning, however, is challenging. In addition to learning the programming principles
and syntax of the language, code assignments pose a significant difficulty, especially in
MOOCs where assistance from faculty or peers is scarce. Hence, automated feedback is
of particular importance, with the potential of supporting learners, prevent frustration and
even dropout [24]. Moreover, the flexibility of practicing and receiving feedback at any
time is appropriate to the nature of the MOOC’s learning [31]. The majority of studies on
ATF focus on frontal courses, or online courses offered as part of a curriculum. It is likely
that students in these courses interact extensively with the faculty, which enhances their
learning [34], and might “overshadow” the impact of ATF on learning outcome [17]. In
MOOC:s, the impact of ATF system may be more significant. Yet, the effect of ATF on
learning in MOOC:s is under studied.

Currently, most research on automated feedback in MOOCs focuses on increasing
error detection and feedback accuracy, with few reported on future intention to investigate
the impact of the suggested ATF on learning [24, 27]. In other studies, factors to con-
sider when developing ATF systems for MOOCs have been discussed, but no empirical
results were presented [36]. According to a several studies, ATF is perceived by learn-
ers as improving performance and increasing engagement [7, 25]. The researchers [14]
suggested that learners who formally registered to an ATF system were more engaged
when solving code assignments than those who used the system partially, but not for-
mally. No differences in performance or completion rates were observed. To summarize,
there seems to be some evidence to indicate that automated feedback has the potential to
support learners and enhance learning success in MOOCsS for programming. Yet, there
is still a lack of empirical research and a comprehensive picture of how the system is
affecting learning behavior and outcomes.

1.4 Research Questions

In order to harness the potential of ATF in MOOC:s, it is necessary to gain a better
understanding of how the system influences learning behavior. Using a quantitative
approach and an empirical design, the current study examines the relationship between
ATF use and learning patterns in a MOOC, referring to relevant measures of learning
in MOOCs. We suggest a comprehensive picture of learners’ behavior, combining data
of ATF usage, learners’ interactions with course materials and their perception of the
effect of ATF on learning. To that end, we pose the following research questions:

RQ1: Are the characteristics of learning behavior related to the interaction with course
materials similar to those of ATF usage?

RQ2: What are the connections, if any, between the patterns of learning behavior and
learners’ responses to the automated feedback on code assignments?

RQ3: What is learners’ perception with regard to the impact of ATF on learning?
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2 Setting

2.1 The Course and ATF System

Our research field is a MOOC to learn the Python programming language, offered on
Edx-based platform for MOOCs. The course was designed for beginners and no prior
background in programming or Python is required. It consists of nine learning units,
from the basics of programming in Python to the use of functions, data structures and
working with files. The content is delivered through videos, in which short ungraded
comprehension questions are embedded. Each unit includes closed exercises (e.g. mul-
tiple choice or text fill-in exercises, referred to as CE hereafter), answering of which is
followed by an indication of correct/incorrect answer and a numeric grade. In addition,
in order to provide learners with hands-on experience, code-writing assignments of dif-
ferent difficulty levels are offered. Programs ranging from a few lines of code to several
dozen lines are required as solutions. To get the most out of the practice, learners are
encouraged to submit their code solutions to the ATF system integrated into the course.

The system we implemented is INGlInious, an open-source software, supporting
several programming languages and suitable for online courses (for more details on
INGlnious, see [11, 19]). Upon submission, the INGInious runs the code against a
predetermined set of test scenarios and provides an instant feedback message, consisting
of a grade and a textual component. Adapted to each assignment and error-type, the text
may include varying levels of feedback (e.g. correct/incorrect, expected correct answer
or more elaborated feedback), as classified by [35]. The system is incorporated into the
course as an external tool, and registration is necessary for access. It is configured to
allow unlimited re-submission of solutions.

Each cycle of the course is open for learning for six months. All course resources are
available upon enrollment, enabling a self-paced mode of learning. It is offered free of
charge, although a certificate can be earned for a small fee. Learners interested must, in
addition to paying the fee, complete 70% of the closed exercises and submit a concluding
project, with a weighted grade of 70 (out of 100). The course staff review the project
and provides written feedback.

2.2 Population

The data for the present study were collected during the course cycle of June-December
21’. The research population consists of all learners who registered to the ATF system and
submitted code-assignments at least once (N = 899). Among them, 655 (72.86%) filled
out a demographic questionnaire. In terms of gender distribution, 73.28% of respon-
dents identified as male, 26.57% as female and 0.15% as non-identified. The reported
age ranged between less than 11 to over 75, with 15.57% under the age of 18, the major-
ity (66.26%) in the range of 18-34 and 18.17% above. Based on self-reported prior
knowledge, 32.67% of respondents had programming skills but did not know Python,
15.57% had prior Python knowledge, and 52.21% had no prior knowledge related to the
course content.
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3 Method

3.1 Operational Measures of Learning Behavior

In the context of the current study, learning behavior consists of engagement, persistence
and performance (Table 1):

— Engagement is measured using variables related to watching videos, completing
closed exercises and submitting code-assignments.

— Persistence is determined by the number of “touched” units, i.e. the number of units
a learner interacted with video or a closed exercise or submitted a code-assignment.

— Performance is defined by the mean grade of closed exercises and the mean grade
of code-assignments. The highest grade achieved in all attempts for each exercise or
assignment was considered.

3.2 Data Resources and Pre-processing

It is one of the main goals of this study to present a comprehensive picture of learners’
behavior in the course. Therefore, we have gathered and analyzed data from multiple
sources, as follows:

1. Learning Activity Log, including all events of learner’s interactions with course
material. We pulled out three types of event: playing video, answering of compre-
hension questions, and attempts to answer closed exercises. Video replays for the
same learner within the same video have been reduced to one event.

2. ATF System Log, containing records of code submissions. Each record includes the
submitter ID, the submitted code, testing results and the generated feedback.

3. Learners’ Responses to Self-reported Questionnaires. Two questionnaires were
administrated: one for demographic details including age, gender, and prior knowl-
edge of programming and Python. The second one, titled as “learning experience”,
collected learners’ perspectives of the impact of ATF on learning. Using a 5-point
Likert scale, learners were asked questions about system’s contribution to engage-
ment and learning effectiveness (e.g. “The system contributed to the motivation to
complete more tasks in the course”).

The research was conducted under the rules of ethics, while protecting privacy and
maintaining the security of information, and in accordance with the approval of the
university ethics committee.

3.3 Definition of “Response to Feedback”

In order to obtain a learner’s response to feedback on a particular submission, we com-
pared two consecutive submissions of the same code-assignment [32]. Three response
types were defined: any improvement (Al), meaning an error detected in a particular
submission has been fixed in the next one; no improvement (NI), when the same errors
appeared in two consecutive submissions, and getting worse (GW), where the score of
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Table 1. Learning behavior calculated measures

Learning behavior

Learning component

Variable

Description

Engagement

Course materials

Watched video

Percent of watched
videos (out of the 29
videos in the course)

Watched units

Number of units in
which at least one video
was watched (0-9)

Active-watched
ratio

Ratio between the
number of videos in
which the learner solved
comprehension
questions and the total
number of videos
watched (0-1)

Solved closed
exercises (CE)

Percent of CE a learner
attempted, out of the 39
CE in the course (0-100)

Solved units

Number of units in
which at least one closed
exercise was attempted
0-9

Mean attempts in
CE

Mean attempts per
closed exercise

ATF usage

Submitted
assignments

Percent of code
assignments for which
the learner has submitted
a solution, out of the 53
code assignments in the
course (0-100)

Submitted units

Number of units in
which at least one
assignment was
submitted (1-9)

Mean attempts in
assignments

Mean of attempts per
code assignment

Persistence

Course resources and
ATF

Units touched

Number of units in
which the leaner
watched a video or
attempted an exercise or
submitted an assignment
(1-9)

(continued)
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Table 1. (continued)

Learning behavior | Learning component Variable Description

Max unit touched | The most advanced
“touched” unit (1-9)

Performance Course resources CE grade The mean grade in CE
(0-100)
ATF usage Submission score | The mean score in
submitted assignments
(0-100)

the following submission was lower. An empty value was assigned as the response to
feedback for the last submission of each assignment or in case only one attempt was made
for an assignment by the learner. The degree of improvement in response to feedback
for each learner was determined as follows:

Positive Response to Feedback (PRF) = Z(AI responses)/ (Al + NI + GW) (1)

The PRFranges from 0 to 1, and its complement to 1 reflects non-improved responses.

4 Data Analysis and Findings

4.1 Learning Behavior - A Comprehensive Picture (RQ1)

For the purpose of analyzing the connections between learning behavior in the var-
ious learning components, the forementioned variables (Table 1) were extracted for
each learner and descriptive data were generated, summarized in Table 2. Examining
the correlation of the variables representing interactions with course materials and those
representing ATF usage revealed the following results: the mean percentage of solved
CE and submitted code-assignments, as well as the mean number of solved units and
submitted units, were found to be strongly correlated ((897) = .76 and r(897) = .82,
respectively, p < .001). Similarly, a strong positive correlation was found between the
percent of watched video and submitted assignments (r(897) = .63, p < .001), although
lower than the correlation between watched video and solved CE (#(897) = .81, p <
.001).

However, the mean grade on CE and the mean score on submissions were found to
be weakly correlated (r(897) = .22, p < .001), while no correlation was found between
the number of attempts in these two types of tasks. We further discuss this in Subsect. 5.

Even though the variables associated with solving CE and those associated with sub-
mitting code assignments correlated, the mean values of “paired” variables from these
two sets differed significantly, as visualized in Fig. 1. A Shapiro-Wilk test of normal-
ity distribution was statistically significant, indicating a univariate normality deviation
of learning behavior variables. Thus, the nonparametric Wilcoxon signed-rank test was
used for the comparison. When compared to the percentage of code assignments learners
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Table 2. Descriptive data of learning behavior variables (N = 899)

Learning component Variable Mean |SD Mdn
Course materials Watched video (percent) 41.40 |30.70 |34.00
Watched units 417 | 2.88 |3
Active-watched ratio 0.38 | 0.23 |04
Solved CE (percent) 36.60 |32.50 |26.00
Solved units 4.01 302 |3
Mean attempts in CE 2.23 145 |2
ATF usage Submitted assignments (percent) | 26.50 |32.20 |8.00
Submitted units 351 | 294 |2
Mean attempts in assignments 422 | 345 |3.12
Course materials and ATF usage | Units touched 462 | 293 |4
Max unit touched 480 | 299 |4
Course materials CE grade 81.80 [34.20 | 100
ATF usage Submission score 67.99 3543 |82.76

submitted and the mean score they received for those assignments, more CE were com-
pleted, with higher grades achieved. The mean number of attempts per CE, however, was
lower than the mean number of attempts per code assignment. Wilcoxon test indicated
that these differences were statistically significant (p < .001).

mean attempts in assignment 4.22
mean attempts in CE N 223

submission score

67.99
CE grade A 81.80

submitted assignments (percent) .
solved closed exercises 36.60

code tasks (ATF) m CE solving

Fig. 1. Learning behavior regarding solving CE and submitting code assignments

Cluster Analysis: Prior to clustering, PCA was applied to identify a subspace that
carries the meaningful information with minimal redundancy (e.g. high-correlated vari-
ables) in the high-dimensional data in hand [5]. Five “differentiating” variables were
identified, representing over 62.6% explained variance: watched video, submitted assign-
ments, mean attempts in assignments, CE grade and submission score. K-mean cluster
analysis was then performed with pre-defined number of five clusters, based on the elbow
method plot and silhouette score [39]. The features of the clusters and mean values of
differentiating variables are presented in Table 3.
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Table 3. Identified clusters: mean values of five differentiating variables and max unit touched

Name Size | Watched | Submitted | Mean CE Submission | Max unit
video assigns attempts | grade |score touched
per
assign
1 | Mid-course |299 |0.33 0.16 3.13 95.20 |88.11 4.09
learners
2 | Completers, |213 |0.78 0.78 3.73 97.30 |92.25 8.385
high
performers
3 | Content 189 |0.36 0.06 3.20 94.00 |21.34 4.063
oriented
mid-learners
4 | Touched and | 123 |0.15 0.05 4.01 20.00 |50.95 2.472
left
5 | Trail-error 75 10.28 0.11 12.87 87.00 |64.44 3.173
ATF users

The mean value of max unit touched was also calculated for each cluster, to add
the persistence to the learning patterns observed. The clusters were named as follows:
(1) “mid-course learners”: those who reached about the middle of the course, interact-
ing to some extent with all course resources, and achieving fairly high grades. This is
the largest group of learners. (2) “Completers, high performers”: learners with highest
performance and completing rates, while medium submission rate per code assignment.
This pattern was the second in number of learners. (3) “Content oriented mid-learners”:
the third group in size, characterized by reaching to similar stage as the mid-course learn-
ers, while watching video content but rarely using the ATF system (may have solved
code assignments without submitting to the system). (4) “Touched and left”: those who
log in but showed almost no engagement with course materials and actually dropped
out shortly after they started. (5) “Trail-error solvers”: those who submitted few code-
assignments with many attempts, showing low persistence and performance. This was
the least frequent behavior pattern.

4.2 The Response to Feedback (RQ2)

In examining the learners’ response to feedback, an interesting finding emerged, indi-
cating that only in 36% of resubmissions, learners corrected the indicated error and
resubmitted (mean PRF = 0.36, SD = 0.24, N = 796). Note that for learners who
attempt only one solution per assignment (11.8% of learners), the PRF variable is empty
as there was no consequent submission and thus no response to feedback. PRF was
found to positively correlate with mean score on code assignments (#(791) = .46, p <
.001), and negatively with mean attempts per assignment (r(791) = —.25, p < .001),
suggesting that positive response to feedback shorten the way to correct solution.
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Next, we compared PRF among the various clusters to examine how learners with
different learning patterns responded to feedback. Levene’s test indicated that the equal-
ity of variance assumption was not met, thus we use the non-parametric Kruskal Wallis
test one-way ANOVA-by-Rank for the comparison [8].

"Medium-level learners" I 0.43
"Completers, high performers" I 0.45
"Content oriented mid-learners" [N 0.21
“Touched and left" NN 0.28
“Trail-error ATF users” IS 0.25

Fig. 2. Mean values of PRF of the five learning behavior clusters (N = 791)

Findings suggest a connection between higher PRF and higher engagement and
performance, where learners in the “Completers, high performers” cluster tend to correct
and resubmit most often in compared to all other groups. The “mid-course learners”
were next in line to fix errors and resubmit, whereas learners in clusters 3, 4, 5 were less
likely to respond positively (Fig. 2). Kruskal Wallis test indicated statistically significant
difference among the clusters regarding mean PRF (H(4) = 196.64, p < .001).

The differences were examined applying pairwise multiple comparisons using the
nonparametric Dunn’s test, which is suitable for unequal sample sizes such as cluster
sizes in our case [40]. Significant difference was found between clusters 1 and 2 (pponf
= .003), as well as between each of these two and each of the other three 3, 4, 5 (ppont
< .001). No significant differences were found, however, among clusters 3, 4 and 5.

4.3 Learners’ Perception of ATF Effects (RQ3)

We analyzed learners’ responses to the “learning experience” questionnaire as supporting
evidence, therefore applying descriptive statistics only. As indicated by 102 responses
we received, learners tend to perceive that using the ATF system improves engagement,
performance, and motivation for deeper learning. Treating “I strongly agree” and “I
agree” (4 and 5 in Likert scale) as a consent, the majority of respondents agreed with
the statements that the option to correct and resubmit prompted them to make an effort
for a higher score (91.15%) and using the ATF system motivated them to be more
engaged in solving CE and assignments (84.32%). Using the system enhanced coding
skills, according to 84.31% of respondents, and 76.47% believed it enabled them to
develop more correct solutions. According to 86.27% of those who responded, code
testing and immediate feedback make learning more effective, and 84.31% found that the
immediate feedback helped them progress more rapidly. Nevertheless, it is noteworthy
that while the results indicate a positive impact of the system, about 53% of learners
who answered the questionnaire completed eight or more learning units of the course,
i.e. were characterized by high persistence and engagement.
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5 Discussion

Regarding the first research question, positive correlations between variables associated
with interactions with course materials and those related to ATF suggest that learners are
generally consistent in their learning behavior. Those who consume content and solve
closed exercises also choose to practice and submit code assignments. Yet, despite the
similarity in trends, learners attempted and succeeded in solving more closed exercises
relative to the number of code assignments submitted to the ATF and solved correctly.
Referring to Bloom’s taxonomy, [25] suggest that closed exercises assess only the degree
of understanding of the main concepts while code assignments address higher and more
complex levels of cognitive skills, thus being more challenging. The difference in learn-
ers’ behavior regarding these two types of tasks may be explained, therefore, by their
ability or determination to deal with the cognitive effort required for code assignments.
Moreover, identifying and correcting errors in the code, as needed in code writing, is
a difficult practice especially for beginners [10] and may result in increased number of
resubmissions in comparison to solving close exercises.

Five clusters of learners with common learning behavior patterns emerged from
the cluster. The identification of two groups of “extreme behaviors” - the “excelled”
learners and those who dropout early, along with a third group of “mid-learners”, is
similar to results of previous studies applying clustering of MOOC learners (not specif-
ically MOOC:s for programming, e.g. [2]). Two additional groups were identified, based
on their ATF usage patterns: those who reached half the course but rarely submitted
code assignments (“content oriented mid-learners”) and those exhibiting trial-and-error
behavior in their ATF usage (“trial and error ATF users”). Combining these two data
sources, i.e. course and ATF logs, enable us to characterize learners’ behavior in more
comprehensive way. To the best of our knowledge, this is the first study to use both
course and ATF behavioral data for clustering.

Examine the effect of automated feedback on learning outcomes, as stated in RQ2,
was one of the major goals of our study. Results offer evidence that a positive response to
feedback (PRF) enhances the probability of reaching a correct answer, and even shortens
the way until success. Less positive finding, however, is that in 64% of resubmissions
the error pointed out by the ATF was not corrected, and the learner received the same
feedback message again. An earlier study analyzing submissions for code assignments
found a high percentage of non-improved submissions as well [28]. The loop of resub-
mitting and getting the same error-message can cause frustration and even dropout [37].
Adding the option to change the wording of feedback in a situation of identical repeated
submissions may resultin a “rescue” and a faster move towards a correct solution. In addi-
tion, identifying code assignments in which this phenomenon is particularly prevalent
is recommended, to avoid potential attrition points in the course.

The connection between learning behavior and the response to feedback was demon-
strated by comparing the value of PRF among the clusters we characterized. Findings
indicated that learners in groups with lower level of engagement and persistence, and
relatively low performance (clusters 3, 4, 5), responded positively less frequently, were
unable to correct errors, or did not submit again. In contrast, however, the percentage
of positive responses was highest among the “Completers, high performers” (cluster 2).
Feedback has been found to be associated with higher performance in previous studies,
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concerning frontal programming courses [16, 32]. Regarding the measures relevant to
learning outcomes in MOOC:s, our findings suggest that the positive response to feedback
is significantly associated with success in the investigated MOOC.

As for RQ3, learners’ perceptions regarding the impact of ATF on learning support
the previous findings. In accordance with early studies both in the context of frontal
and online programming courses (e.g. [30]) learners reported higher motivation for
engagement in course assignments and considered the ATF as enhancing programming
skills and learning effectiveness.

6 Conclusions and Future Work

In this study, we present a comprehensive picture of learning behavior in a MOOC for
programming with an embedded ATF system. We believe that combining all the data into
a single holistic picture is a significant contribution to advancing research in the field.
Moreover, the indicated connections between ATF use and learning behavior may support
the assumption that the automated feedback facilitates engagement, persistence, and
performance. Nevertheless, we must be cautious in this context, and further research is
needed to confirm the causal connection. It is primarily due to a limitation arises from the
nature of the learning environment of the course, which includes an external interpreter
enabling learners to actively solve code assignments, without receiving feedback, or
having any indications in the analyzed data. Future research be undertaken with a setup
allowing the comparison of these data as well, might bring additional insight into the
effect of automated feedback. To maximize ATF effectiveness, however, exploring the
causes of the high percentage of feedback-ignored resubmissions is suggested, as well
as the impacts of feedback characteristics on learning behavior.
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Abstract. Multimedia learning methods can enrich any online learning
scenario. However, traditional Massive Open Online Courses (MOOCs)
often put the learner into classroom-like situations without considerably
varying presentation formats. By conducting a study and analysis of mul-
timedia elements such as interviews and podcasts, we lay a foundation for
future research in the field of multimedia learning. This research studies
video-based and audio-based education methods for secondary learning
content. We explore both the conscious and subconscious effects of the
different formats. In our quantitative assessment of more than 900 learn-
ers, we did not observe any significant differences in quiz performance
between learners of the two groups. Although our recurring learners are
used to video-based learning methods, the audio-based teaching meth-
ods were accepted and rated “easy to follow” by more than 80% of our
learners. However, we observe that the learners enjoy traditional podcasts
with a single presenter the least. Our work adds to the field of multime-
dia online teaching and shows that enriching courses with audio-based
education methods proves beneficial for asynchronous learning offers.

Keywords: Podcasts - MOOCs - Multimedia learning + Online
learning

1 Introduction

Teachers in traditional secondary and tertiary education classrooms have learned
to apply varying teaching methods to keep the learners’ attention [19]. Such
variation has already seen tremendous success. Nevertheless, few online-learning
courses use variable teaching methods or a variety in presentation formats to
increase learner engagement. Notably, the COVID-19 pandemic of recent years
triggered an incredible growth of online education [1]. While traditional edu-
cation such as from schools or universities has moved online, many additional
offers for personal and adult education in the form of Massive Open Online
Courses (MOOCs) have been created [2,13]. Unfortunately, recent studies show
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that the current state of MOOCs concerning learner interaction and educational
best practices is not en-par with face-to-face learning, yielding less learner suc-
cess [9,14].

Traditional online courses primarily consist of video material interlaced with
additional exercises such as multiple-choice quizzes to engage the learners and
ensure that the course content is appropriately understood. Trends show that
the use of interactive learning content (e.g., drag-and-drop exercises or H5P!
elements) has already increased largely [5]. Nevertheless, new knowledge in online
education is still primarily provided in video-based learning or as additional
literature proposed in the course.

In addition to visual learning, people consume much information and knowl-
edge by simply listening. This behavior has been observed over the last centuries,
for example, by the ongoing popularity of (informational) radio [17]. However,
recently, podcasts as a sole medium of entertainment and information sharing
have seen a massive surge of consumers. Podcasts have increasingly become a
part of everyday life as seen in rising listener counts, such as the increase of 30%
in podcast listeners over the past three years?. Similarly, podcasts have started
being used more and more as a medium for traditional education, which had to
move online [3,11,20,21].

To identify possibilities to improve online education, we conducted a study
to evaluate if educators can integrate podcasts into online education as a video-
equivalent teaching medium. Therefore, we formulate the following research ques-
tions:

RQ1. How does the form of content presentation (e.g., podcasts, interviews,
videos) affect learners’ perception? (c.f. Sect.4.1)

RQ2. How do audio-based teaching methods compare to video-based education
in regard to learning success? (c.f. Sect. 4.2)

RQ3. Which differences regarding learner acceptance and learning success can
a teacher observe when comparing audio-only and video-based education?
(c.f. Sect. 4.3).

2 Background and Related Work

Traditionally, video-based online education in the context of MOOCs features
audio-visual learning items—uwideos. These are usually open to any student to
watch and learn the content.

Very similar regarding the availability and openness are podcasts. They con-
vey knowledge in an audio-only format. Podcasts can be seen as the continued
development of radio, proliferating and available on almost any topic of interest
on various streaming platforms such as Spotify or Apple Podcasts [18]. Educa-
tional podcasts often rely on additional material such as the so-called show-notes,
often referencing texts or articles available for download to the listeners [6].

! H5P is a JavaScript Framework for interactive exercises, Website: https://h5p.org/.
2 Statistics from https://www.buzzsprout.com/blog/podcast-statistics (Retrieved
Feb. 5th, 2022).
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2.1 Comparing Audio-Based and Video-Based Education Methods

To the best of our knowledge, despite the rising popularity of podcasts and
the positive aspects they provide, the impact of the delivery medium of educa-
tional material on learner success is not yet investigated thoroughly. Some fellow
researchers explicitly exclude the comparison from their work [8].

Comparisons between audio- and video-based education have been performed
with a small group of students (N = 94) by Shqaidef et al. in the field of den-
tal education [16]. Their research identified that no significant difference exists
between the two learning groups for basic knowledge, such as easy recall tasks.
However, for analytical questions, the scores of students experiencing video-based
education were significantly higher. Limitations of their work are the relatively
small group of assessed students. Further, in-depth study material, namely the
printed presentation slides, was provided to the students. The way of knowledge
presentation is therefore not considered audio-only anymore.

Fellow researchers Daniel and Woody have studied 48 students of a psychol-
ogy course using podcasts for delivering new content [7]. However, they explicitly
state that “the use of audio podcasts remains untested for delivering secondary
content that reinforces, extends, and contextualizes the primary concepts of a
course or concept”. Further, they raise awareness for the challenge of carefully
selecting fitting content for audio-only education, as educators can not convey
every learning item or topic without visual support similarly effectively.

Our study fills in the gaps of previous research by comparing the learning
success of different forms of content presentation using videos and podcasts.

3 Study Material and Study Design

The following sections describe the content presentation forms to be studied, the
study design, and the execution of the same.

3.1 Learning Material for the Study

In previous work, we discussed our process of selecting appropriate content to
teach in an audio-only podcast [10]. We decided on using podcasts for secondary
content in new learning items, which we added to our course, within so-called
Deep Dive sections. In those sections, we reiterate key learning content, highlight-
ing interconnections or differences between various terminologies, technologies,
and functionalities previously explained. To gain a holistic view of the impact
of the presentation medium, we created three Deep Dive sections for our study.
These multiple Deep Dive sections allow room for subjectivity regarding the
perceived difficulty or learning result between the different learning topics.

For example, one of our Deep Dive elements in our online course on cybersecu-
rity reiterates on digital signatures. In previous learning elements, the technical
background of digital signatures has been presented, which leaves the Deep Dive
to target practical implementations and the security goals achieved with digital
signatures.
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3.2 Content Presentation Forms

In previous work, we assessed which presentation methods might be suitable for
evaluation in more detail [10]. We decided to offer the learning content from the
Deep Dive sections using three different teaching methods as shown in Table 1.

Table 1. Overview of the different presentation forms and the thereby manipulated
variables.

Presentation Method | Number of Presenters | Video Available
Interview Video 2 Yes
Interview Podcast 2 No
Traditional Podcast |1 No

Interview Video. Learners in our MOOC platform are used to video-based
education formats. As the control group for visual education, we present content
from two speakers in an interview format without any additional visualizations.

Interview Podcast. One of the elements under close survey for this work
is our interview podcast. To ensure that we teach the same content as in the
corresponding interview video, we took the audio from the video and presented
it as an audio-only podcast.

Traditional Podcast. Finally, we evaluate the impact that the number of pre-
senters in a podcast has by comparing a single presenter to multiple presenters.
After recording the interviews, we recorded this audio to ensure we presented
similar content in the one-person podcast. Hence, we picked the significant ques-
tions from the interview podcast and elaborated on the same ideas and challenges
while only having one presenter.

With our approach of recording the different elements, we are confident that
the knowledge and content we present in all three podcast variants are the same.
To assess the learners’ learning success, we provided identical quizzes and tests,
regardless of the content variant they had.

3.3 Study Design

We performed the study in the context of one of our Massive Open Online
Courses. Our study plan is preregistered with osf.i0® and thus available to fellow
researchers?.

3 Open Science Framework, Website: https://osf.io.

4 Survey Preregistration: Consuming Security: Fuvaluating Podcasts to Promote
Online Learning Integrated with Everyday Life: https://osf.io/grqek (DOI:
10.17605/0OSF.1I0/GRQEK.
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As presented in Table 1, the two main variables that we modify within this
study are the Number of Presenters as well as the Availability of Video Content.

In our online course and study, we presented learners with a total of three
Deep Dive sections in which we compared the different presentation methods. In
each section, users are first shown the learning item, i.e., the interview video or
one of the two audio-only podcasts. Afterwards, learners answer a content quiz
and finally, they are asked to complete one survey for feedback in each Deep
Dive section. Users are assigned to one of the three different forms of content
presentation when they visit the first Deep Dive section. This assignment is
performed in a round-robin principle and stays consistent for the other Deep Dive
sections. Thus, we present a single user content in only one of the presentation
forms throughout our course.

As we collect feedback from learners with one survey for each of the three
Deep Dive sections, we have fine-granular data, which further allows us to reflect
on changes in the users’ answers. These might occur because a specific topic
might have been more or less suitable for the podcast format as the others
or because the learners’ perception could change over time, i.e., with repeated
presentation of a specific learning medium.

Survey Design. The perception of learners was measured using a quantitative
survey questionnaire. Due to the high count of participants in a MOOC, we are
confident that a survey is the only reasonable proxy for quantitative measure-
ment of learners’ perceptions. We asked the learners to answer it after consuming
the respective learning material. The survey was optional, and we did not offer
rewards or incentives.

We divided the surveys into multiple question groups. First, we asked the
users to provide feedback on the content of the learning item. This feedback
is collected using various 5-point Likert scale [12] questions. While the learning
content remained identical during all the different learning variants, this question
block allows us to capture subconscious differences among the users and their
understanding of the content.

The next block of 5-point Likert scale questions targeted the type of learning
content. Recurring users in our online courses are used to traditional educa-
tion videos, showing the teacher and presentation slides. This section explicitly
required the users to assess whether they liked and enjoyed the new type of
learning (i.e., our interview video or podcasts).

The third block of 5-point Likert scale questions references the connection
between the presenter and the learner. We attempted to identify whether the
learner felt that a particular form of teaching might be particularly engaging or
boring.

Finally, we calculated the Net Promoter Score (NPS) [15] of our Deep Dive
sections. The NPS assesses the likelihood of users recommending an experience to
friends and divides them into promoters, passives and detractors based on their
responses. The final score (ranging from —100 to +100) allows us to compare
the different formats against each other easily.
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3.4 Learning Success

Besides the questionnaires we asked the users to fill out, we collected implicit
feedback on the learning items by providing the learners with an ungraded quiz
in the learning platform. This provides us with quantitative data to measure
the learning success of the different presentation forms. Therefore, we prepared
our course so that learners of any content variant first consume their Deep Dive
learning content. Next, we present them with the survey for their particular
variant. Finally, they can take an ungraded quiz to evaluate their learning success
from the previous learning item. Those quizzes followed the same design as usual
ungraded quizzes offered after each video unit, ensuring that learners are already
familiar with the format. Assessing the success of a teaching form by comparing
learners’ success for the different groups in the quiz helps us derive implicit
insights on the content presentation.

4 Results and Analysis

Table 2. Overview over the enrolled number of learners in the course and the corre-
sponding rate of completion of the different surveys, quizzes and learning items. Quiz
Completions showing unique users, some of which took the quiz without previously
accessing any of the learning items.

Interview Video ‘ Interview Podcast ‘ Traditional Podcast

Course Enrollments 3,969

Active Learners 2,815

Deep Dive 1 | Interacting Users 312 280 302
Survey Results 142 111 104
Quiz Completions 1,121

Deep Dive 2 | Interacting Users 231 225 213
Survey Results 104 79 76
Quiz Completions 909

Deep Dive 3 | Interacting Users 192 176 173
Survey Results 65 59 56
Quiz Completions 874

Course Completion 1,186 (42% of Active Learners)

We performed the study in this work performed alongside a cybersecurity MOOC
in English language. 3,969 Participants have initially registered with our online
course, out of which 1,186 participants (42% of active learners, i.e., those visiting
at least one item) have completed the course. As described in Subsect. 3.3, we
randomly assigned the learners into three groups to be able to compare the
different learning and content presentation types. For each learner, we offered a
total of three Deep Dive elements in which we presented the learning content
in the assessed form. We presented the learners with the same presentation



Integrating Podcasts into MOOCs 137

form across all three Deep Dive sections. Each of the Deep Dive elements was
accompanied by one survey per group of learners. Additionally, each Deep Dive
element was accompanied by an identical quiz for learners of all three groups.
Table 2 shows the exact number of participants and completions per learning
element in the course.

We derived the NPS over all of the nine different learning items out of the
three presentation categories. The calculated scores rank the Interview Video
the best (NPS: 7) followed by the Interview Podcast (NPS: —4) and finally the
Traditional Podcast with an NPS of —7. In the following sections, we analyze
in more detail which aspects of the teaching content were particularly liked or
disliked by the learners.

4.1 Acceptance of New Presentation Formats

M Interview Podcast Interview Video Traditional Podcast
60%
50% I
a0% &l gl
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Fig. 1. Distribution of the school grades that the learners assigned to the learning
content. Whiskers show standard deviation. N = 804

Independent of the actual learning success, in the field of lifelong learning and
adult education, keeping learners’ attention and motivation is of particular
importance [4]. We, therefore, tested the overall acceptance of our Deep Dive
elements and the three different presentation formats by asking the learners to
rate the items using school grades ranging from 1 - Very Good to 6 - Insufficient.
Figure 1 shows that the lowest-rated content out of the three was the Traditional
Podcast with an average grade of 2.18. The next-best rated type of learning was
the Interview Video, which was on average graded with a 2.03. With another
15% increased grade, Interview Podcast was the best-graded type of learning
item at an average grade of 1.73.
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To judge the acceptance of the new education formats, we further assessed
access statistics of the different learning items. Throughout all learning items,
we observe that 91% of active course participants at that point also access our
optional Deep Dives. This falls in line with statistics from other courses in which
92% of learners accessed optional items.

4.2 Analysis of Learning Success

The main target for any education form is to convey knowledge. We retrieved
implicit feedback on the quality and success of educating learners by assessing
their performance during the course and, e.g., weekly graded exams.

Figure 2 shows a box-plot of the course performance that the learners of the
three different presentation forms achieved. The course performance is almost
identical for all three variants (Median: 0.86), with non-significant differences
in-between the three groups (measured with a one-way ANOVA, p = 0.68). We
thus conclude that all three presentation formats fulfilled the task of providing
and reinforcing knowledge to our learners. This verifies results from related work
identifying that for teaching basic knowledge, audio-based and video-based edu-
cation serve equally good [16]. The x indicated in the chart marks the mean
course performance (Interview Video: 0.83; Interview-Podcast: 0.82; Traditional
Podcast: 0.82).

Having identified that all three presentation methods yielded similar good
results regarding the learners’ course performance, we also analyzed the learn-
ers’ conscious feedback on whether they understood the presented content. The
Likert scale presented in Fig.3 containing the results of our first Deep Dive
section shows two major results:

(1) The content in all three education forms was understandable to at least 89%
of our learners.

Interview

Video £ e ore }7 X

N=241

1

Interview

Podcast ¥ nee ° 43}— X

N=245

1

Traditional

Podcast oo o }—— X —‘

N=267

0.00 0.25 0.50 0.75 1.00
Course Performance

Fig. 2. Course performance of learners partitioned by the different Deep Dive presen-
tation formats. Black lines mark median values, X the mean. N = 753



Integrating Podcasts into MOOCs 139

(2) The surveys show a differentiation of eight percentage points between learn-
ers agreeing with the question of whether the content was understandable
between the variants Video (89%) and Interview Podcast (97%). This finding
is particularly surprising, as the (audio-) content in the interview podcast
was identical to the spoken content in the video. This could indicate that
being forced to concentrate on audio-only content might lead to learners
understanding that content better.

However, the results from the other two Deep Dive sections do not confirm
that hypothesis. Both other surveys show the comprehensibility of the Tradi-
tional Podcast slightly worse than that of the Interviews, with the Interview
Videos rated best (Traditional Podcasts: 89%, 89%; Interview Podcasts: 93%,
94%; Interview Videos: 96%, 97%). It appears to be generalizable that content
prepared by two speakers in the form of an interview or dialogue is better under-
standable.

The presented content was understandable.
'

Interview Video 6% 6% 89%
Interview Podcast 2% 1% 97%
'
Traditional Podcast 3% 7% 90%
1
100 50 0 50 100
Percentage
Neither
Strongly . . Strongly
Response Disagree Disagree Disagree Agree Agree
Nor Agree

Fig. 3. Likert scale answers whether the content was understandable, as taken from
the surveys of Deep Dive 1, N(Total) = 357

4.3 Comparison of the Presentation Forms

Having identified that the content appealed to the learners and adequately served
its function in educating our participants properly, we analyzed and considered
other variables closer.

In our survey, we collected feedback on the two modified variables (Video
Availability, Number of Presenters) for all learning types. Table3 provides an
overview of the results for the different presentation forms. For each of the vari-
ables and the respective presentation method, we highlight how the variable is
used in the offered teaching content and which option of the variable is preferred
by the learners as taken from the surveys.
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Table 3. Overview of learners’ preferences for modified variables. Highlighted are the
stronger preferred variants. Color-coded in Mint-Green are cases where user preference
is identical to the way the variable is presented. Highlighted in Beige are the cases
where learners preferred a different variant than the one they experienced.

Interview Interview Traditional

Variable Video  Podcast  Podcast
g Count 2 2 1
%f Preferred Single | 5% 15% 33%
& Preferred Multiple 86% 66% 24%
Indecisive ‘ 9% 19% 43%
Video Available Yes No No

% Preferred Video 53% 45% 44%
= Preferred Audio | 30% 20% 23%
Indecisive | 17% 35% 33%

Number of Speakers. One of the variables we experimented with was the
number of speakers in the learning element. Therefore, some of our questions
asked the users to imagine the other presentation forms they did not experience.
One example of such are learners of the Interview Podcast being presented with
the statement “I think multiple speakers are confusing for audio content”. In
the surveys, 66% of learners disagreed with that statement, implying that they
preferred multiple speakers. Table 3 highlights such feedback.

For the Number of Speakers, the data shows stronger tendencies towards
two speakers as seen in the 66% or even 86%. However, this does not appear
to be of universal truth, as the listeners of the Traditional Podcast responded
with a (slight) tendency toward a Single Speaker. One might argue that learners
tend to prefer the variant which they experienced. However, the listeners of the
Traditional Podcast with only one speaker were most indecisive. We conclude
that the learners who listened to only one presenter in a podcast were least
happy with their way of presentation.

Video Availability. For Video Availability, the hypothesis from before—that
learners tend to prefer the variant of the variable that they have been pre-
sented with—does not appear to hold. Of the learners who watched a video,
53% selected that they preferred it. However, even for learners who did not
watch a video, the majority (45% and 44%) would have preferred to see a video
in addition to the podcast. The same applies to the indecisive learners: The
learners presented with a podcast showed twice the amount of indecisiveness.
We observe similar results when analyzing whether the learners are interested
to see more content in the presented form (Fig. 4). User’s interest for more
Interview Podcasts has decreased from 50% to 40% throughout the three Deep
Dive sections. However, at the same time, interest in more content in the form
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of Interview Videos has increased from 50% to 69%. Therefore, we conclude that
while one standalone podcast is retrieved positively, recurring learning content
is most positively perceived in video form. Since videos are the primary way of
presenting content in our MOOC:s, this result aligns with the expected outcome.

Deep Dive 1
'
Interview Video = 19% 32% - 50%
Interview Podcast = 21% 29% - 50%
Traditional Podcast = 29% 30% . 41%
1
Deep Dive 2
'
Interview Video = 10% 33% - 57%
Interview Podcast = 21% 38% . 41%
Traditional Podcast = 28% 20% . 52%
1
Deep Dive 3
'
Interview Video 4% 27% - 69%

Interview Podcast = 31% 28%

Traditional Podcast = 24% 26% - 50%
50

41%

100 50 0 100

Percentage
Neither
Strongly . N Strongly
Response Disagree Disagree Disagree Agree Agree
Nor Agree

Fig. 4. Answers to the statement “I'd like to see more content in this form” grouped
by the different Deep Dive elements.

5 Limitations

The study at hand was created in the very narrow context of cybersecurity with
a relatively limited sample of learners (on average survey completions per Deep
Dive N = 265). Further, we presented podcast elements for the first time in this
MOOC, which could lead to a “novelty” effect for our learners. On the other
hand, our learners are used to video-based education and might have biased the
results against podcasts.

6 Future Work

Our study opens the research space for comparing audio-only to video-based
education, particularly for secondary content. However, some questions are still
missing generalizable answers. Therefore, we aim to investigate the following
ideas and questions in future research:
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1. The regular video units and podcasts we presented in the course were of
similar length, with 10 to 15 min on average. Platforms such as Apple Podcasts
or Spotify feature popular podcasts with lengths of up to 90 min. As such,
the optimal length of a podcast remains to be evaluated.

2. In future online courses for broader audiences, we will reiterate similar exper-
iments and the questions at hand. This should help normalize, e.g. the “nov-
elty” factor that podcasts had in the study at hand.

3. In our videos and podcasts, both the interviewer and the interviewee are mem-
bers of our teaching team. However, educators could use the interview format
to integrate experts on a specific topic. We aim to investigate the impact
of different interview partners and their level of expertise on the learner’s
interest in the interview-based learning elements.

7 Conclusion

The presented work tackles one deficit of current online courses: the lack of
diverse content presentation methods and not relying on visual information. To
enable more diverse and inclusive learning formats, we investigated the effects
of using audio-only podcasts compared to video-based online education for sec-
ondary learning content.

Previously, the question of whether audio-based education might be of a
substantial benefit or a suitable alternative to video-based online education was
often omitted or barely touched by other research [7,8,16]. Similarly, we hardly
see podcasts integrated into established online learning platforms, such as the
platform operated by us, openHPI®, or other (international) platforms such as
Coursera or Edx.

Our study compared three different presentation methods: (1) Interview
Video, (2) Interview Podcast, (3) Traditional Podcast. Learners were randomly
assigned to the different education groups. Throughout the course, we presented
them with three Deep Dive learning items in their respective education format,
followed by a survey and a content quiz to evaluate active feedback and subcon-
scious learning results. We were able to derive the following results regarding
our research questions:

RQ1. How does the form of presentation affect learners’ perception?

We identified that the learners perceived the educational character of the pre-
sented content throughout all three methods positively (80%, 82% and 83%).
When asked to assign school grades from 1 (Very Good) to 6 (Insufficient) to
the different course items, the Interview Podcast scored best, with an average
grade of 1.73 (Interview Video: 2.03; Traditional Podcast: 2.18).

RQ2. How does audio- and video-based teaching contribute to learn-
ing success?

5 https://open.hpi.de.
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Our study did not show significant differences in learning success between the
analyzed groups. Instead, all learners performed similarly well with averages of
about 86% performance in the course. Regarding the conscious feedback, our
surveys show that, generally, the content of the Interviews was rated slightly
(6%) better understandable throughout all learning items.

RQ3. Which differences can be observed when comparing audio-only
and video-based education techniques?

Our analysis shows a tendency towards multiple speakers compared to a single
speaker. Further, comparing the availability of video, learners preferred video-
based education. However, this might be because our recurring learners are used
to video-based education.

Comparing results between the different Deep Dive sections raised the
assumption that the Interview Podcast is primarily appreciated if only used
rarely, e.g., once or twice per course. This is supported by the fact that over the
three Deep Dive sections, the appreciation for the Interview Podcasts dropped
(by 23%). In contrast, the appreciation of Interview Videos has increased by
38%.

7.1 Takeaways for Researchers and Teachers

The essential question of this work on video- or audio-based education still shows
indecisiveness amongst learners. We account this uncertainty to personal pref-
erences, a relatively small amount of survey answers, or the inconclusiveness
of learners used to video-based education. However, we see that no presenta-
tion form is superior for learning success. Video-based and audio-only education
methods can account for specific needs during an online course. As a seldom
integration of podcasts for multimedia learning showed great resonance by the
learners, we advise any content creator, educator, or teacher to identify the con-
tent they can add as an interview-styled podcast to their courses.
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Abstract. The reopening of schools and the returning to normal after the emer-
gency experience of online teaching brought to the line new realities in educational
practice for both teachers and students. It is now crucial to reflect on the con-
sequences of this experience and rethink the prospects of using digital tools and
online learning. The previous remote learning experience could be conceived as an
opportunity for the educational community to take advantage of the benefits online
teaching offers and adopt those practices that could further develop the teaching
experience. This paper examines the reality in K-12 schools after the pandemic
investigating the incorporation of seven digital teaching strategies into teachers’
daily routines. The study adopts a mixed methodology approach analysing quan-
titative data from an online survey of 392 in-service teachers and qualitative data
from two focus groups. The results show that an essential percentage of teachers
continue to use some practices of the distance learning model to enhance learning
and communication in the classroom. The use of these strategies was directly and
indirectly affected by teachers’ attitudes towards the distance learning model and
their perceptions of the challenges faced during the pandemic. Implications for
policy and practice are drawn.

Keywords: Digital teaching strategies - Distance learning model - Post
COVID-19 era - Online teaching - K-12 education - Teachers

1 Introduction

There is much discussion about how COVID-19 is changing many areas of our lives and
education landscape. After more than two years of the pandemic, the investigation on
what are the long-term and permanent effects on teaching and learning has been set off.
Terms such as online education, distance learning, or education information technology
are no longer extraneous to school communities. Several authors noted that education
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would never be the same after COVID-19 [1-3]. However, the extent to which education
is now digitally transformed remains a question.

The disease outbreak in Cyprus started in March 2020, when the government imposed
the first national lockdown for around three months. As in most countries worldwide,
local primary and secondary education schools shifted to a new reality from one day to
another. The distance learning model vastly replaced the conventional physical atten-
dance in schools, gradually forming the new regular education. Teachers strived to
employ digital methods and practices by integrating technology and available digital
tools to maintain the educational process. Although this transition was imposed by the
circumstances of that period, it is still unclear whether teachers continue to employ such
practices in the post-COVID-19 era as long-term effects of the pandemic.

This study aims to investigate whether K-12 education in Cyprus changed after the
pandemic regarding the teaching practices and methods adopted by the teachers. As a
further investigation, we explore the influence of two factors related to the attitudes and
perceptions of teachers on the adoption of digital teaching strategies in the classrooms
after the lockdowns. This study serves as an evidence-based effort offering some critical
considerations regarding the effects of the distance learning model applied during the
pandemic and contributing to the discussion on rethinking education in the post-COVID-
19 era.

Despite the initial research conducted, no academic work focuses exclusively on
the impact of COVID-19 on the digitalization of teaching practices in K-12 educa-
tion in Cyprus. This research highlights critical insights from the teachers’ perspective
regarding using online practices in the classroom. Based on teachers, those practices
could further enhance the learning experience of both students and teachers, provid-
ing opportunities for collaboration, communication, and digital skills development. The
examination focuses on seven practices as strategies to improve learning. Quantitative
and qualitative data were collected through a parallel mixed-method design to address
the research questions of this study:

1. Which digital teaching strategies are used in K-12 education in Cyprus after the
pandemic of COVID-19, and to what extent? Which aspects comprise these digital
teaching strategies?

2. Which factors affect the use of these digital teaching strategies after the pandemic,
related to teachers’ attitudes towards the distance learning model for K12 education
and perceptions about the challenges faced during the pandemic? (see Fig. 1).
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Digital teaching strategies

Teachers' attitudes towards

using of the distance learning

model in K12 conventional
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Teachers' perceptions on the
challenges faced during the
pandemic

Fig. 1. The hypothesized model on the direct and indirect effects on the use of digital teaching
strategies (research question 2)

2 Rethinking K-12 Education After COVID-19

Indisputably, the COVID-19 has caused an immeasurable global impact on more than
191 educational systems worldwide [4]. The national lockdowns had interrupted con-
ventional schooling in response to the virus contagion. They forced institutions to switch
to a 100% online modality, making remote learning the de facto method of education
provision for varying periods [5, 6]. The immersive effects have demanded urgent atten-
tion and solutions to address the difficulties and limitations associated with the rapid
adoption of digital technologies and the transformation of educational infrastructures.

Studies conducted around the world reached some common conclusions regarding
the impact of COVID-19 on education regarding digital teaching practices and strategies;
teachers are compelled to make concerted efforts to develop creative approaches to
online teaching that they might not have prepared for in the past. This was attempted
by exploiting existing infrastructures or designing new pedagogical delivery concepts.
However, new methodologies required specific preparation time and familiarisation with
devices and platforms. Teachers would also collaborate with colleagues and teaching
staff to exchange ideas and support each other [7-10].

The crisis stimulated innovative approaches and teaching methodologies incorporat-
ing digital tools during teachers’ daily practice [11]. Digital-driven education innovations
can now be spotted everywhere, generating a “trend” in schools and classrooms [12].
For example, teachers would monitor and assess students’ performance through quizzes
and rubric-based assessment tools, although they face great difficulties monitoring and
verifying students’ learning [6, 12].

The mass response by governments to support the education systems for implement-
ing online learning solutions worldwide would possibly lead to new foundations for
transforming schools based on the demands of high digitalized societies [4]. The use of
digital tools and platforms were explored as valuable opportunities that came to stay in
education even when face-to-face teaching resumes [12]. This mass swift has shown that
the potential to transform the future of learning is possible, provided that systems are
appropriately supported, and technology is leveraged to complement a skilled teaching
staff [10].
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2.1 Challenges and Boundaries for Change

When designed and implemented deliberately, online learning might offer equal benefits
as conventional face-to-face schooling. However, emergency remote teaching due to
COVID-19 was far from that [13]. Still, effective and meaningful online learning can be
pursued if teachers have adequate time to plan and realize the full scope of using digital
tools and platforms [14]. Affordability and acquisition of appropriate digital devices,
availability of good quality internet, suitability of working conditions at schools and
houses, and catering for the unique needs of students are only some of the factors
that should be strategically addressed in basic education’s online learning. Moreover,
teachers’ and students’ lack of digital education recourses and low digital literacy were
among the main boundaries reported for a smooth transition [9, 15]. However, neither
the time nor the resources were adequate for such preparation. At the same time, social
isolation and emotional and psychological distress over adjusting to the new reality
imposed further challenges to distance learning [12, 16, 17]. Considering these factors,
the COVID-19 has undoubtedly highlighted the inadequacies and inequalities in the
education systems.

Results from European studies varied in the outcomes of applying online learn-
ing during the pandemic. For example, Kruszewska and her colleagues [7] found that
despite the vast experience teachers could gain from engaging in remote education,
they did encounter numerable issues that hindered their efforts to teach online. These
includes the absence of information technology equipment in students’ homes, lack of
communication and motivation among students, and decreased learning efficiency. Sim-
ilarly, a research in Finland [18] showed that while some teachers indicated remarkable
resilience and capacity to respond to the challenge of digitalizing their practices, others
have struggled, as it required the integration of digital tools efficiently and in a way that
benefits students’ performance. Lavonen and Salmela-Aro [19] identified that teachers
suffered from stress, weakening the learning conditions.

The switch to more digitalized solutions to learning has motivated institutions to
become more accepting of the use of modern technologies [20]. Empirical evidence
suggests that teachers’ intention to use online learning is highly correlated with their
readiness to incorporate such methods into their practices, prior experience and ICT
skills [21]. At the same time, students’ attitudes toward using computers, their self-
efficacy to browse the internet for educational purposes, and teachers’ positive attitudes
toward e-learning were significant factors contributing to their motivation for learn-
ing [17]. Online learning has also imposed more freedom and flexibility on physically
challenged students, who can participate in learning through virtual environments, thus
limiting movement requirements [12]. As a result, suitable pedagogies for online edu-
cation depend on teachers’ expertise and exposure to ICT tools for communication,
collaboration, and content creation. Therefore, the extent to which schools and society
adapt efficiently to online teaching is highly debatable when speaking in the long term.

2.2 The Case of Cyprus

Cyprus has not been an exception for transitioning to online education. In-school opera-
tion of all public and private schools in the country was suspended in March 2020, when
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the first national lockdown was imposed, recalling all institutions to act for synchronous
and asynchronous distance learning [22].

During the pandemic, most teachers used Microsoft Teams (as suggested by the
Ministry of Education) as their preferred platform to communicate with students and
deliver teaching, in addition to the use of email, Facebook (Messenger) and ZOOM [23].
Nevertheless, as in many other countries worldwide, many teachers in Cyprus working
in public schools struggled to shift their daily teaching practices into online modes, as
they did not have adequate prior experience using online tools. Therefore, they had to
receive specific training and overcome various technical and pedagogical challenges to
establish an efficient online learning process. In contrast, private schools proved to be
much more prepared to cope with such requirements, with students having fewer issues
accessing ICT and internet connections [24, 25].

3 Methods

3.1 Sampling Process and Participants

A parallel mixed-method design was used to obtain data for this study [26, 27]. Data
collection took place in June-July during the summer after the school year 2020-2021.
The subjects of this study are teachers of K-12 education in Cyprus.

An online questionnaire was administered electronically through an official
announcement! of the Cyprus Pedagogical Institute to all country’s primary and sec-
ondary schools. Data were collected as a part of a larger survey on teachers’ best prac-
tices, challenges and recommendations about the distance learning model applied during
COVID-19 in Cyprus. The questionnaire was developed by the CARDET research team,
who have long experience in educational technology topics and approved by the Cyprus
Pedagogical Institute. A total of 411 teachers filled in the online questionnaire admin-
istered in the Greek language. Pre-primary education teachers (n = 19) were excluded
from this study as they consist of a very small and not relevant cluster for this study.
Consequently, the sample consists of 392 teachers (24.7% male, 75.0% female, 0.3%
other). Most of the participants work in public schools (n = 349, 8§9.0%), while the rest in
private schools (n = 43, 11.0%). Around half of them are teachers in primary education
schools (i.e., grades 1-6; n = 207, 52.8%) and the other half work in secondary educa-
tion schools (i.e., grades 6—12; n = 185, 47.2%). From the latter group, 73 teachers are
employed in lower secondary schools (i.e. grades 7-9), 90 in upper secondary schools
(i.e., grades 10-12), and 22 in technical schools. The participants held either a master’s
degree (n = 246, 62.8%), a bachelor’s degree (n = 116, 29.6%), or a doctoral degree (n
= 30, 7.7%). The sample is reliable at 95% (Confident interval [CI] = .05) of the total
population of teachers in Cyprus, which is 10,863 for the year 2019-2020, according to
the latest data from the National Statistical Service [28].

Two focus groups were conducted in parallel with the questionnaire distribution,
based on a semi-structured guide, which provided the qualitative data of this study.
Eight primary school teachers formed the first group, and six teachers comprised the
group of secondary education. The conversations were recorded, transcribed, and content
analysed [29].

! The official announcement of the Cyprus Pedagogical Institute can be accessed here.
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3.2 Measures

Digital Teaching Strategies. The use of seven digital teaching strategies by teachers
after the pandemic, along with the conventional teaching in the classroom, was answered
on a scale from 1 (Every day) to 5 (Never). The items emerged during a preliminary anal-
ysis of how COVID-19 changed teaching in Cyprus. During this process, the research
team consulted the Cyprus Pedagogical Institute, which was continuously communicat-
ing with the schools during the 3-month lockdown (i.e. May-June 2020). Examples of
digital teaching strategies provided are “Use of the digital classroom in combination
with the conventional classroom”, “Create online activities for student collaboration”,
or “Provide personalised supportive teaching to students through technology (e.g. MS
Teams, chat)”. Further analysis of the properties of this scale is presented in the section
on results, as the investigation of this measure falls under the first research question.

Teachers’ Attitudes and Perceptions. Two items were used to observe the attitudes of
teachers towards the distance learning model for K-12 education: “If properly designed,
the distance learning model can bring just as good results as the conventional teach-
ing” and “I want to continue to use the distance learning model in combination with
conventional teaching (blended learning)”. The items were answered on a Likert scale
ranging from 1 (Totally disagree) to 5 (Totally agree). With the later item, we refer
to combining online learning with face-to-face class time as supplementary, which is
used to build upon the content discussed in the classroom. Other studies provided evi-
dence that this learning modality can benefit students as they can independently review
the course and interact with the online material at their own pace, which may result
in better performance, higher motivation and lower anxiety [30]. The reliability of the
factor representing teachers’ attitudes towards applying the distance learning model in
K-12 conventional education was measured using the Spearman’s Rho coefficient and
estimated at .408 (p > .01), which indicates a significant correlation [31].

Last, teachers’ perceptions of the challenges faced during the pandemic were cap-
tured through a scale addressing four main issues: the additional time required to prepare
a distance learning lesson, the lack of educational material in digital formats, the lack
of interaction with students, and the physical, mental and emotional exhaustion of stu-
dents and themselves. A higher score on the scale indicates that the challenge was more
important for the teacher (1 = Not important, 3 = Very important). Cronbach’s alpha
for this latent scale was satisfactory (a = .66). Confirmatory factor analysis (CFA) was
conducted for both measures added in the same model to examine their relationship and
test if these measures are consistent with the researchers’ understanding of the nature of
the construct. Model’s properties were assessed using the maximum likelihood method:
chi-square test, Comparative Fit Index (CFI > 0.95), Root Mean Square Error of Approx-
imation (RMSEA < 0.05), Standardized Root Mean Square Residual (SRMR < 0.05),
and 90% Confidence Interval of RMSEA < 0.08. Results indicated a good model fit, x 2
(7) =15.08, p < .05; CFI = 0.98; RMSEA = 0.05, 90% CI[0.01; 0.09], SRMR = 0.03,
after a minor correction on the distribution of standardized residuals. Factor loadings
were .55 and .75 for teachers’ attitudes and ranged from .39 to .77 for teachers’ percep-
tions of challenges (p < .05). The correlation between the two factors was estimated
at —.381 (p < .05). Based on these results, the structural model, including both latent
variables, was evaluated as acceptable for use in the following analyses.
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3.3 Data Analysis

As per the parallel mixed-method design, qualitative and quantitative data were collected
in the same phase of the research, analysed separately, and discussed together [27].
First, the two focus groups were scrutinised using content analysis to identify patterns
and new themes. Second, apart from the factor analysis to assess the psychometric
properties of each scale, we used Structural Equation Modelling (SEM) [32] to estimate
the direct and indirect effects of attitudes and perception on the use of digital teaching
strategies (see research question 2). Analyses were conducted using SPSS v.20.0.0 and
EQS 6.4 software [33]. Last, the qualitative data were used to confirm or complement
the quantitative results and triangulate our findings.

4 Results

4.1 Quantitative Results

The analysis of the seven given digital teaching strategies in K-12 education in Cyprus
showed that teachers barely tended to do so in their daily practice. The mean of all
items was well above the average (from 3.18 to 4.18), indicating that they employ
these strategies weekly or monthly. The most usual strategy identified deals with their
professional practice (i.e., use of technology to communicate with colleagues) rather than
directly involving technology in the classroom (M = 3.18, SD = 1.36). The assignment
of tasks via MS Teams or other tools and the combination of digital and conventional
classrooms were two strategies applied at least monthly. Less frequently, teachers created
online activities for student collaboration (see Table 1).

Correlation and comparable analysis (Pearson correlation and t-test for independent
samples) followed to identify whether any digital teaching strategy is related to teachers’
characteristics (i.e., gender, age, educational attainment level, years of experience, edu-
cation level employed). The results revealed no significant relationships or differences
(male vs female), apart from the case educational level used (primary vs secondary). The
t-test showed statistically significant differences in the means of seven items between the
two groups. Teachers in secondary education schools frequently used the seven digital
teaching strategies more than their colleagues in primary schools.

Since the scale was developed and administered for the first time, we ran an
exploratory factor analysis (EFA) and then a confirmatory factor analysis (CFA) based
on the results. The principal component analysis (PCA) with Varimax orthogonal rota-
tion was used for the EFA. The KMO test was good, .829, and the analysis extracted two
factors. The first factor represented the digital teaching strategies to enhance learning
(5 items) and explained 36.48% of the total variance. Factor loadings ranged from .57
to .82. The second factor comprised the digital teaching strategies for communication
(2 items) and explained 23.70% of the remaining variance (total variance explained
60.19%). Factor loadings were .88 and .65. Factors’ reliabilities were .78 (Cronbach’s
alpha) and .35 (Spearman’s rho), respectively (see Table 2).

The two subscales were entered into one CFA model to evaluate their psychometric
properties. Results indicated a good model fit, x2 (12) = 36.38, p < .001; CFI = 0.96;
RMSEA = 0.07, 90% CI [0.05; 0.09], SRMR = (.04, after a minor correction on the
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Table 1. Frequency of use of seven digital teaching strategies

Mean |SD
Use technology to communicate with colleagues (e.g., video conference) 3.18 1.36
Assign tasks via MS Teams (or other digital tools) 341 1.51
Use of the digital classroom in combination with the conventional 343 1.48
Use technology to communicate with parents/guardians (e.g. emails, etc.) 3.56 1.39
Create a space for asynchronous communication in the afternoon 3.70 1.42
Provide individualised supportive teaching to students through technology | 3.78 1.29
Create online activities for student collaboration 4.18 1.21

Note. Items were listed on a scale where 1 = Every day, 2 = 2-3 times a week, 3 = Once a week,
4 = Sometimes a month, and 5 = Never. N = 392

Table 2. Factor loadings of items on the two factors extracted by varimax rotation

# Factors* h?
I I

q01 | Use of the digital classroom in combination with the conventional 82 —.17 | .69
classroom

q02 | Create a space for asynchronous communication 73 .16 .64

q03 | Assign tasks via MS Teams (or other digital tools) .69 .38 .55

q04 | Create online activities for student collaboration .63 .26 48

q05 | Provide individualised supportive teaching 57 43 54

q06 | Use technology to communicate with parents/guardians (e.g. emails, | —.03 | .88 78
MS Teams)

q07 | Use technology to communicate with colleagues 37 .65 57
Eigenvalues 3.09 |1.13
Percentage of variance 36.48 | 23.70
Cumulative percentage of variance 36.48 | 60.19

Note.

*Factor I: Digital teaching strategies to enhance learning
Factor II: Digital teaching strategies for communication

distribution of standardized residuals. Factor loadings ranged from .52 to .78 for digital
teaching strategies to enhance learning and were .47 and .80 for digital teaching strategies
for communication (p < .05). The correlation between the two subscales was estimated
at .692 (p < .05). These evaluation indices confirmed the measurement fit of all items
and the structural fit between the latent variables as emerged from the EFA; therefore,
the two-factor model was allowed for use to form the hypothesised model.
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The structural analyses were conducted in four phases regarding the second research
question. First, the factor of teachers’ attitudes was regressed on the two subscales of
digital teaching strategies. The exact process followed with the teachers’ perceptions as
the independent variable. Then, a model was constructed to observe if teachers’ percep-
tions affect teachers’ attitudes. Last, the factors were incorporated into one structure to
form the hypothesised model. However, after the analysis preceded the digital teaching
strategies (research question 1), the hypothesised model emerged (see Fig. 2).

Digital teaching strategies to Digital teaching strategh
\enhance learning communication/
S —

@ers' perceptions on the

[ challenges faced during the using of the distance learning "

) model in K12 conventional
Qdemlc educalion/

£/

Teachers' attitudes towards

Fig. 2. The emerged hypothesised model on the direct & indirect effects of the use of digital
teaching strategies

The regression analysis of teachers’ perceptions of digital teaching strategies to
enhance learning showed no statistically significant effect. Similarly, the effect on digital
teaching strategies for communication was very low (i.e., —.07). The model did not show
a good fit either. Thus, these effects were excluded from the final model. The regression
of teachers’ attitudes on the same subscales showed low to moderate negative effects
on digital teaching strategies (—.385 on digital teaching strategies to enhance learning
and —.256 on digital teaching strategies for communication). The analysis of the two
independent factors revealed that teachers’ perceptions of the challenges faced during
the pandemic have a negative effect (—.381) on their attitudes towards using the distance
learning model after the pandemic. Based on these results, we structured the final model
(Fig. 3). Model fit was good, x2 (52) = 131.97, p < .001; CFI = 0.93; RMSEA =
0.06, 90% CI [0.05; 0.08], SRMR = 0.06. Teachers’ attitudes were found to negatively
affect teachers’ perceptions (—.350, p < .05), meaning that those who considered the
challenges during the pandemic less important expressed more positive attitudes towards
adopting the distance learning model along with the conventional classroom. Therefore,
teachers’ perceptions of challenges only indirectly affected digital teaching strategies
through teachers’ attitudes towards the distance learning model. The direct effect of
teachers’ attitudes on digital teaching strategies to enhance learning and communication
was estimated at —.402 and —.251 correspondingly (at p < .05). These effects indicate
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that positive attitudes toward the distance learning model foresee more frequent use of
the digital teaching strategies.
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Fig. 3. The final model and estimated direct and indirect effects on the use of digital teaching
strategies. Note. All effects are statistically significant at p < .05.

4.2 Qualitative Results

The data from the focus groups led to the triangulation of the above findings, as emerged
from the qualitative analysis. During the focus groups, teachers were asked to provide
their opinion if the distance learning model was used or could be exploited after the pan-
demic as a step toward a blended K-12 education. Responses were informative beyond
the quantitative results, revealing further insights on why teachers continued using digital
teaching strategies after the pandemic or not.

In secondary education, the attitudes towards the blended learning model were more
optimistic than those in primary education: “We uploaded many lessons online, so they
are now there. If structured better, we can use them in the future and next year”. A teacher
said, “I would demand it to dedicate one day of the week for distance learning”. On the
other hand, the hybrid model was, in many cases, imposed by the circumstances because
some students in the classrooms needed to stay home to stop the chain of contamination.
Primary education teachers found coping with the hybrid model challenging. A teacher
explains, “I had to react very fast in everything. In the beginning, I allowed children to
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interact [with those at home ] to make the lesson more engaging and interactive. However,
I soon had to interrupt them and choose the student to talk to. Good organisation and
time management were required.”

Several digital tools were used in classrooms as a ‘heritage’ from the pandemic era. A
primary education teacher said, “We used some tools such as Kahoot and Padlet because
we have already learned them. [...] Also, something I saw that worked well was chatting
communities and online spaces for communication and for students to upload their
assignments”. In secondary education, teachers also mentioned several digital tools; “/
used MS Teams for communication as a group chat and OneNote. I told them [students]
now you know how to use your online notebook, assignments will be done and corrected
there.” Similar practices were adopted by secondary teachers, such as “worksheets and
exercises for homework were uploaded in MS Teams”.

As observed in the quantitative results, teachers used digital means for communica-
tion with colleagues; “As a school principal, I did not teach to classrooms, but I used
MS Teams for teleconferences with my school staff”. In secondary education, teachers
mentioned that “we met several times with colleagues during afternoons and days off to
discuss several things”. Others added that online meetings are a handful in cases where
teachers live in different towns with other schools and attend the seminars.

In summary, teachers’ experience with the distance learning model opened new
approaches to teaching. They appeared confident to discuss the possibilities of inte-
grating new tools and practices in their daily practice, if not new teaching models.
However, several limitations exist that do not allow a complete transition even if desired
and accepted by the education stakeholders, including themselves, as evidenced by the
quantitative analyses. How they experienced those limitations appears to be decisive in
their attitudes and integration of digital tools into their daily practice.

5 Discussion

Our study falls under the global discourse to explore whether the urgent need for contin-
uing schooling and the adoption of online methods and tools to achieve remote education
due to the COVID-19 pandemic turned over a new leaf for K-12 education, as questioned
by more researchers [34]. Nevertheless, looking at the bigger picture, with technology
integration in education, schools are no longer seen as classrooms in the traditional sense
where knowledge is merely imparted upon students [15]. According to the literature,
there is no one-size-fits-all pedagogy for online learning; it is dependent upon factors
such as the subject under study, such as the adequate provision of training or technical
infrastructure to enable the incorporation of digital tools [12]. The question that arises,
therefore, is the extent to which this new reality could redefine education and reimagine
it beyond the inflexible and outdated models that most systems continue to apply today.

In this article, we examine the use of seven digital teaching strategies after the pan-
demic in K-12 education in Cyprus. Factors related to teachers’ attitudes toward the
distance learning model and teachers’ perceptions of the challenges faced during the
pandemic were selected to examine their effect on the use of digital teaching strate-
gies. Our results reveal that K-12 education teachers in Cyprus now use digital teach-
ing practices for communication, task assignment and digital classroom management.
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Secondary teachers adopted digital teaching practices to a greater extent than primary
teachers to provide educational opportunities to all students. As argued during the inter-
views, secondary education teachers found it easier to adopt digital strategies because
their students appear familiar and competent with technology. On the contrary, primary
education teachers should contact parents or guardians instead of reaching out to their
students, as essential guidance and support from an adult are required during distance
learning. However, the presence of an adult was not always feasible in many cases. This
fact generates important implications for integrating certain digital practices based on
students’ education level.

The structural equation analyses revealed that teachers’ positive attitudes towards
the distance learning model foresee a more frequent use of the referred digital teaching
strategies. This effect was more substantial on the digital teaching strategies to enhance
learning than strategies for communication. Teachers’ perceptions of challenges during
the pandemic had a moderate negative impact on these attitudes. This highlights that
perceived limitations and deficiencies of the distance learning experience during lock-
downs influenced whether teachers are willing to adopt a digitally-friendly approach.
This is important for policymakers and school leaders to consider. Should conventional
teaching continue to be supported using online methods, it is necessary to invest in teach-
ers’ professional development and real-time guidance to overcome the pandemic upset.
Considering the benefits of technology-enhanced learning, the digital transformation
of education should be a core concern among governments, seeking ways to empower
teachers and schools to act as leaders in the digitalisation of classrooms [18].

The global crisis has shown us the lucrative side of online teaching and learning and
the benefits of sermonizing teachers and students at any time, in any part of the world,
destroying any barriers that conventional methods could not [20]. Online teaching could
be equally creative, innovative, and interactive as traditional modes to attract students’
attention and facilitate knowledge. There are undoubtedly gaps in remote learning, yet, it
has a great potential to continue as part of the teaching process if appropriately designed.
Taking all into consideration, important questions arise regarding the role of distance
education in reshaping digitalization after the pandemic. The policymakers’ role is cru-
cial in addressing those for a holistic integration of digital strategies into the teaching
reality.
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Abstract. We investigate a computer supported approach in which pairs co-
construct a qualitative representation of the dynamics of the industrial revolution
in a shared workspace. A key feature of this approach concerns the use of a meta-
vocabulary for representing cause-and-effect relationships that facilitates the use
of a predefined norm-representation to automatically steer the collaborative learn-
ing process. In particular, it provides focus on the set of ingredients that the learners
should use. Additionally, the workspace offers each learner pair information about
progress and content-related support. An evaluation study was executed in a real
classroom. A workbook provided information for constructing the representation
and gave advise on how to approach this task together. However, most pairs took
an alternative approach and divided their actions in the shared workspace in an
unbalanced way. Three types of task division occurred that showed differences in
the number of errors and the number of requests for support. From this result, we
formulate future directions for the development of a pedagogical approach that
stimulates collaborative learning with qualitative representations and the support
offered by the software.

Keywords: Knowledge representation - Computer supported collaborative
learning - Secondary education - Systems thinking

1 Introduction

Creating a representation (e.g., diagram, graph, concept map) of a knowledge domain
requires students to actively construct and translate concepts from one mode to another,
which promotes deep learning [1-3]. Collaboration enforces this process of translation,
since it supports students in making their ideas explicit, while the shared visual repre-
sentation focuses the discussion in the group [4]. In the present study, we investigate
how pairs co-construct a qualitative representation in a shared workspace.
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Collaborative learning (CL) is a pedagogical approach in which two or more students
share acommon goal [5]. Effective collaboration does not happen spontaneously by plac-
ing students in a group and offering them a task. Collaboration is difficult and students
need support throughout the learning process. A computer can support collaboration
between students, i.e., computer supported collaborative learning (CSCL), which has a
positive effect on learning [4, 6]. Students should be guided to balance their participation
so that they are equally involved in active, constructive and interactive learning activi-
ties [7, 8], for instance by scripting the division of work [9], creating group awareness
by displaying the contribution of group members [10], or training [11]. Teachers find
it difficult to provide adequate support to students in a CL situation [12]. CSCL could
alleviate this by providing automatic content-related and collaboration-related support
to students [4, 6], and by providing teachers with real-time insight into the learning
process on which they are able to take action [10].

Visual representation tools have a positive effect on CL [4] and each representation
has its own affordances and constraints [1, 3]. Qualitative representations are logic-based
descriptions of systems and their behaviour. The vocabulary of qualitative representations
consists of ingredients such as entities, quantities and causal relationships with which
a system can be described in a formal, non-numerical way [13]. Students can, alone or
together, create their own representation of a system or reconstruct a predefined target
representation. Note that, the function and vocabulary of qualitative representations
differs from concept maps [14]. Concept maps use nodes and links and have no further
typing in terms of the knowledge representation language. In a concept map there are
usually various correct ways to represent a knowledge domain. This makes it a challenge,
for computers, teacher, or students, to monitor the process and assess the progress and
quality of the concept map [15].

Qualitative representations provide specific opportunities to support the collabo-
rative learning process. When students reconstruct a predefined target representation,
automatic content-related support can be given, i.e., an algorithm can compare stu-
dent’s representation with this norm representation and give hints to improve the former
[16]. The vocabulary of qualitative representations makes it possible to conduct a fine-
grained analysis per ingredient. This allows errors to be corrected and misconceptions
to be avoided. Uncorrected errors and misconceptions are known pitfalls when students
create their own representation [17]. Furthermore, creating (or reconstructing) a repre-
sentation and CL are both complex tasks and the induced cognitive load might hamper
learning. Automatic support can reduce this cognitive load because support is available
immediately [18].

Another affordance of qualitative representations is that the action log provides
real-time information about the individual and group learning processes, e.g., student’s
activities compared to other group members or other groups [10]. The challenge is to
decide which information is critical and how to present these to students and teachers.
When critical moments are detected automatically, they can be used to generate cues [19].
This reduces the burden on behalf of the teacher and gives the teacher the opportunity
to provide further (more advanced) support where necessary.
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In the present study, learner pairs in a history class are given the task to co-construct
a qualitative representation that explains the dynamics of the industrial revolution.
Content-related support based on a predefined (yet for the learners hidden) norm-
representation is offered. Our main question with this study is: How do pairs co-construct
a qualitative representation together in a shared workspace? Do they divide the work?
How do they interact with the automated content-related support that detects errors? Do
they co-construct ‘shared’ relationships in the representation? These insights help us to
further develop a pedagogical approach for CL when creating qualitative representations
and to add and optimize content-related and collaboration-related support.

2 Method

2.1 Participants

The lesson was conducted in a mixed pre-college and pre-university class (K-10) of a
school in the northwest of the Netherlands. The school participates in a four-year project
in which researchers, teacher educators and teachers jointly develop and implement
lesson series in which students learn by constructing qualitative representation [13, 20].

All students (n = 40) constructed qualitative representations in previous lessons, so
they were already familiar with the vocabulary. In these previous lessons, students made
representations individually.

2.2 Development of the Qualitative Representation and Workbook

The lesson was jointly designed by the school’s history teachers, teacher educators and
researchers. Several sessions were spent to come to a consensus about the predefined
norm-representation of the industrial revolution (Fig. 1). Note that, other choices were
possible here because the causal mechanisms of the industrial revolution are part of
ongoing scientific discourse [21] and the learning goals as prescribed by the Dutch
national curriculum are partly implicit about the causal mechanisms that need to be
learned.

A workbook was developed to guide students in constructing the representation. The
scheduled duration of the lesson was 100 min and was conducted at the students’ school
during regular class time.

2.3 Qualitative Representation

The DynaLearn software (https://dynalearn.eu/) supports creating qualitative representa-
tions at multiple levels of complexity [13, 20]. Ateach level new ingredients are available
to describe system behaviour. In the present study, students created a qualitative rep-
resentation at level 2. Qualitative representations distinguish entities (physical objects
or abstract concepts) and guantities (changeable features of an entity) within a system.
Entities can be structurally related to each other by adding a configuration. Quantities
can have causal relationships with other quantities and a direction of change (3). At level
2, causal relationships are either positive (+) or negative (-). A positive relationship
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indicates that a change in the source causes a change in the target in the same direction.
A negative relationship indicates that a change in the source causes a change in the
target in the opposite direction. Once a qualitative representation is constructed, it can
be used to simulate the system. Opposing influences lead to ambiguity: multiple system
behaviours may occur. For this, initial values need to be assigned to some quantities
(i.e., the direction of change at the start).

Figure 1 shows the complete qualitative representation of the industrial revolution.
There are four entities (Country, Industry, Agriculture, and Population), three configu-
rations (e.g., Country has Industry), 17 quantities, 26 causal relationships (only positive
causal relationships were used) and 24 ingredients that need to be named (i.e., entities,
configurations and quantities). Students were provided a template in which the four enti-
ties and for each of them a quantity (Political stability, Mechanisation, Productivity, and
Growth) was already prepared in advance.

The consensus with the teachers was to select Political stability as the initial cause
that sets the industrial revolution in motion. The representation thus reads as follows: if
Political stability increases Investments increase (there is increasing confidence among
investors with regard to the business climate), an increase of Investments causes an
increase of Knowledge, etc.
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Fig. 1. Qualitative representation of industrial revolution.
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The status bar at the bottom of the canvas informs students about their progress per
type of ingredient. The status bar in Fig. 1 shows, among others, that (i) four entities
need to be constructed, (ii) four are already constructed, and (iii) zero of these are wrong
(all four are correct). The numbers in the status bar become green when all ingredients of
a certain type are constructed. When an error has been made (i.e., a difference with the
norm representation has been detected), the question mark on the right side of the canvas
turns red. Students can click the question mark to receive a hint about where the error is
located and the type of error (e.g., “Causal relationship between wrong quantities.”).

2.4 Workbook

At the beginning of the lesson, students are asked to form pairs and sit next to each other.
Both students work on their own computer.

The workbook contains four tables (one for each entity) and text as two forms of
information for the students for constructing the representation. Both students had this
information and were instructed to read through it once before continuing. Each table
contains descriptions of the associated quantities. For example, the table of the entity
Population contains the description “Compensation, usually in the form of money, paid
to employees for services rendered”. Students had to link these descriptions to the avail-
able quantities in the representation (i.e., Wages). If students found a match, they could
add the quantity to the entity in the representation. Students could use the text about the
industrial revolution to derive the appropriate cause-effect relationships. For example,
the text contained the line “The yields of agriculture increased spectacularly, partly as
a result of the application of scientific knowledge, which, for example, made it possi-
ble to make better agricultural implements”. Based on this information, students were
expected to infer that they should construct the causal relationships between Knowledge,
Mechanisation, and Productivity (of entity Agriculture).

The workbook also contains instructions on how the students could divide the work.
One student could be responsible for part 1 of the representation (i.e., quantities and
causal relations of Country and Industry) and the other student for part 2 (i.e., Agriculture
and Population). The students were advised to first add the quantities to the correct entity
by using the tables. Next, they could add the causal relations in their own part by reading
the text. Finally, they could jointly add the causal relationships between quantities of the
shared part, i.e., causal relationships from part 1 to part 2 and vice versa (e.g., increase
in Laborers of entity Population causes an increase of Productivity of entity Industry).

The above described approach was chosen because it is expected to induce active,
constructive and interactive learning activities [7]. Note that pairs could ignore the rec-
ommended approach. During the lesson, there was no further steering on following the
approach.

2.5 Data Analysis

The action log of the software is used for analysis of the construction process of the rep-
resentation. Firstly, we focus on how pairs approach the joint construction of quantities
and causal relationships in part 1, part 2 and the shared part. Students can create, modify
or delete quantities and causal relations in the representation. The number of actions
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performed by each student of the pairs on quantities and causal relations in the parts of
the representation are described. Secondly, a cluster analysis (k-means) was performed
to distinguish clusters of pairs that demonstrate similar types of task division with regard
to actions on causal relations in the parts. For this, we determined the ratio of the number
of actions on the parts for each pair (Eq. 1).

. . . lactions in partyydens | — actions in partsyden: 2|
ratio of actions in part = 1 — - - - - (D)
actions in partsygens 1 + actions in partsydent 2

A score of zero means no joint actions on that part and a score of one means that
both students performed exactly the same number of actions. Analysis of within groups
sum of squares differences per cluster size was used to determine the optimum cluster
size. Thirdly, we analysed per cluster the sequence of actions on quantities and causal
relationships in time. Fourth, we analyzed per cluster how representation progress, errors,
and content-related support were related. Finally, we analyzed by a non-parametric
Kruskal-Wallis test if there were differences per cluster with regard to (1) how much
time was spent on the representation, (2) completion of the representation, and (3) the
number of actions performed.

3 Results

3.1 Actions on Quantities

Figure 2 presents the number of actions performed by each student of the 20 pairs (A-T)
on quantities (Q) and causal relations (C) in part 1, part 2 and the shared part of the
representation.

On average, students performed 13.80 (SD = 9.31) actions on quantities in part 1
and 14.65 (SD = 8.16) action in part 2. None of the pairs divided the work on quantities
in such a way that each had an own part. In six pairs (B, C, F, K, P, R) all actions related
to quantities were performed by one of the students. In 12 pairs (A, D, E, G, J, L, M, N,
P, Q, S, T) actions on quantities in part 1 were performed by both students and actions in
part 2 by one of the students. In one pair (I) actions on quantities in part 2 were performed
by both students and actions in part 1 by one of the students. In two pairs (H, O) both
students performed actions on quantities in part 1 and 2.

There are differences between pairs in the ratio in which both performed action on
quantities in parts 1 and/or 2. For example, student 1 of pair G performed 39 actions in
part 1 whereas student 2 only performed 4 actions. Actions of Pair Q on part 1 are more
balanced, student 1 has 9 actions and student 2 has 8 actions.

3.2 Actions on Causal Relations

On average, students performed 75.85 (SD = 53.85) actions on causal relations in part 1
and 63.05 (SD = 40.52) actions in part 2. In five pairs (D, F, K, R, T) all actions on causal
relations in part 1 and part 2 of the diagram were performed by one of the students. In
11 pairs both students performed actions on causal relations in part 1 and part 2 of the
diagram (A, C,E, G, H, [, L, M, N, Q, S). In four pairs (B, J, O, P) actions on causal
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relations in part 1 were performed by both students and actions in part 2 by one of the
students. There are no pairs where all actions in part 1 were performed by one student
and actions in part 2 by both students.
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75 75 75 75
50 ‘ 50 50 50
25 I_ 25 25 25
1 2 1 2 1 2 1 2
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Fig. 2. Actions performed by each student (1-2) of pairs (A-T) on quantities (Q) and causal
relations (C) in part 1, part 2 and the shared part of the representation. There is a limit on the
y-axis of 100 to make comparison easier.

On average, students performed 76.0 (SD = 54.27) actions on causal relations in the
shared part. In 11 pairs (A, C,E, G, H, I, L, M, N, Q, S) both students performed actions
in the shared part. Note that, for the latter pairs both students also performed actions in
both parts of the diagram. In 9 pairs (B, D, F, J, L, O, P, R, T) the actions on the shared
part of the diagram were performed by one of the students. With regard to the latter, in
all cases this is the student with the highest total number of actions on quantities and
causal relations in part 1 and 2.

There are differences between the pairs in the ratio in which both students performed
actions on quantities in part 1, part 2 and the shared part. There are also differences within
pairs in the ratio in which both performed actions on quantities in parts 1, part 2 and the
shared part. For example, student 1 and 2 of pair A both performed 45 actions in part 1,
student 1 performed 77 actions in part 2 and student 2 performed 4 actions, and student
1 performed 75 actions in the shared part and student 2 performed 23 actions.
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3.3 Cluster Analysis

Most of the actions (77%) during the lesson were devoted to making the causal rela-
tionships in part 1, part 2 and the shared part. The ratio of actions by both students
on causal relationships was calculated for each part and was used as input for cluster
analysis. Analysis of within groups sum of squares differences per cluster size led to
the conclusion that the optimum cluster size is three. Figure 3 shows the results of the
cluster analysis.

cluster
1

(@] 3

Dim 2 (22.9%)

(=1

3 2 -1 0 i
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Fig. 3. Cluster plot with a three cluster solution.

Cluster 1 contains 5 pairs (A, B, I, M, O). The cluster mean for the ratio of actions
is 66.22% for part 1, 7.75% for part 2 and 24.61% for the shared part. So students in
this cluster mainly performed joint actions on part 1 and somewhat on the shared part.
Actions in Part 2 were mostly performed by one of the students. Cluster 2 contains 10
pairs (D, E, F, G, J, KP, R, S, T). The cluster mean for the ratio of actions is 4.26%
for part 1, 0.86% for part 2 and 1.35% for the shared part. In this cluster, the actions in
the representation were almost completely performed by one of the students. Cluster 3
contains 5 pairs (C, H, L, N, Q). The cluster mean for the ratio of actions is 38.36% for
part 1, 77.78% for part 2 and 55.85% for the shared part. For the pairs in cluster 3, both
students performed a considerable amount of actions on causal relations in all parts of
the representation.
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3.4 Sequence of Actions in Time

Figure 4 presents the sequence of actions students performed on quantities (Q) and causal
relations (C) in part 1, part 2 and the shared part. Students of pairs (A, B, I, M, O) in
cluster 1, mainly collaborated on causal relations of part 1 and somewhat on the shared
part. Pairs A, I and M completed the representation (score = 50). The general trend
for the sequence of actions of the latter pairs is that at the beginning of the lesson both
students performed actions in their own part and for some time they both worked on the
representation at the same time. At the end of the lesson, one of the students performed
all actions and completed the representation. Pairs B and O performed fewer actions and
did not complete the representation. Their actions were more spread out over the lesson,
but it seems that they mainly performed actions simultaneously at the beginning of the
lesson. The sequence of actions for all pairs in cluster 1 mainly followed the order as
recommended in the workbook. On a fine-grained scale the actions on causal relations
of different parts were often intertwined. For instance, student 1 of pair I seemed to
focus on actions on causal relations in the shared part at approximately 65 min but some
actions on the shared part were made early in the lesson and actions on causal relations
in part 1 and 2 were also still performed.
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Fig. 4. Sequence of actions of each student (1-2) of pairs (A—H) on quantities (Q) and causal
relations (C) in part 1, part 2 and the shared part.

In cluster 2 (D, E, F, G, J, KP, R, S, T) one of the students of the pair performed
almost all actions on causal relations in the representation. Seven pairs (D, E, G, KP, S,
T) completed the representation. The students that performed the actions of pairs E, G, P,
S and T mainly followed the sequence as recommended in the workbook. The sequence
of actions on quantities and causal relations of the student of pair D and K were more
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mixed. For instance, student 1 of pair D already started creating causal relations in the
joint part before most actions of quantities in part 1 and 2 were performed. Pair F, J, and
R did not finish the representation. These students also mainly followed the sequence of
actions as recommended in the workbook.

Incluster 3 (C, H, L, N, Q) both students performed a considerable number of actions
on causal relations in all parts of the representation. The pairs H, N, Q, and L completed
the representation. The latter pairs differ in the extent to which actions were performed
on the representation at the same time. For example, students 1 and 2 of pair H did
not often perform actions at the same time. Student 2 mainly performed actions at the
beginning of the lesson, and student 1 mainly performed actions at the end of the lesson.
In contrast, students of pair L performed many actions at the same time. At the end of
the lesson, both students of pair L also performed actions to complete the shared part of
the representation. Pair C did not complete the representation. At the beginning of the
lesson, student 2 of pair C focused on creating causal relationships in part 2. Later in the
lesson, student 1 added the quantities and the causal relations to the representation.

3.5 Errors and Content-Related Support

Figure 5 shows the number of errors and requests for content-related support per cluster
as pairs made progress in the representation. Representation progress is the current score
at a particular point in the construction process. Note that the construction process varies
per pair and that any representation with a current score of 30 points may look different.
However, the analysis of the sequence of actions in time (Sect. 3.4) shows that most
pairs constructed the representation as suggested in the workbook to some extent.

In cluster 1, few errors were made in the beginning of the construction process.
There were two periods in the construction process where the number of errors were
increasing. The first period was at a representation progress of approximately 20 to 28
and the second period was when the representation was nearly finished. The peak in the
first period coincides with the moment in the construction process where most quantities
were added and the first causal relationships were constructed. The number of possible
causal relationships that can be constructed was large at that moment and it is possible
that the students had initial difficulties with interpreting the text and translating it into
the representation. In the second period, when the representation was almost finished,
the last causal relationships need to be constructed. These causal relationships were
probably difficult to find, either because they were less explicitly mentioned in the text,
but also because the number of ingredients in the representation was large at that moment
and students might have had difficulties keeping an overview. The number of request for
support during the construction process was related to the number of errors.

In cluster 2 the number of errors was slightly increasing in the beginning of the
construction process and when the representation was nearly finished. The number of
requests for support were relatively high in the beginning of the construction process.
This period coincides with the moment when quantities were added to the entities.
The number of requests for support were low when the representation was nearing
completion. One of the students was performing actions in this cluster and this probably
made it immediately clear that the notification (the question mark turns red) was the
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result of their own action and they could probably fix the error without asking for more
extensive support by clicking the question mark.
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Fig. 5. Number of errors, requests for content-related support and representation progress per
cluster.

Cluster 3 showed much variation in the number of errors throughout the construc-
tion progress. As in cluster 1, there was an increase in the number of errors around a
representation progress of approximately 20-30 and when the representation is nearing
completion. During the construction process, the number of requests for content-related
support was in sync with the number of errors. The number of requests for support were
relatively high when te representation was nearly finished. In this cluster, students were
jointly working on the shared part of the representation in this period. The support func-
tion detects and reports all errors to both students (the question mark turns red). This
might have been confusing when both students worked simultaneously. The increase in
the number of requests for support may be explained by the fact that it was not clear to
students whether their action or that of their partner was wrong.
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3.6 Differences Per Cluster

Kruskal-Wallis test showed that there was no statistically significant difference in time
spent on the representation between the cluster (X2(2) = 2.36, p = 0.31) with a mean
time spent of 96.0 (SD = 6.47) for cluster 1, 83.8 (SD = 17.9) for cluster 2 and 95.7
(SD = 11.1) for cluster 3. Also no significant differences (x2(2) = .19, p = 0.91) were
found between completion of the representation for cluster 1 (M = 45.8, SD = 6.57),
cluster 2 (M = 45.6, SD = 7.23) and cluster 3 (M = 46.8, SD = 7.16). Furthermore,
there was no statistically significant difference in the total number of actions performed
on the representation between the clusters (x2(2) =.09, p = 0.95), with a mean number
of actions of 210 (SD = 155) for cluster 1, 228 (SD = 176) for cluster 2 and 217 (SD =
101) for cluster 3.

4 Discussion and Conclusion

The present study examines how pairs co-construct a qualitative representation about the
industrial revolution in a shared workspace. Students were advised on how to approach
this task together. We expected that the approach would ensure active involvement, a
sense of responsibility for completing the model and discussion about the parts, as well
as the whole, in both students [7]. However, pairs could ignore the advised approach.
Students were supported by the built-in content-related support function and they could
monitor their progress by checking the status bar.

Itis notable that none of the pairs divided the work into the two parts as recommended
in the workbook. Three types of task division occurred: (i) for most pairs one student
performed all actions on quantities and causal relationships in the representation. This
does not mean that the other student was inactive, they could also contribute, for exam-
ple, by thinking along and reflecting on the actions that the other student made in the
representation. The debriefing of the lesson with the teachers and researchers involved
provided anecdotal evidence to support the latter. (ii) Some pairs worked together on
the entire representation, and (iii) some pairs worked together on part 1 and somewhat
on the shared part.

Most pairs followed the sequence of constructing the quantities and causal relation-
ships as recommended in the workbook. Students of pairs that divided the work to some
degree did not necessarily perform their actions simultaneously. In many occasions we
found that either one student or the other was performing actions at a certain moment.
We also found differences between the three types of task division and the number of
errors and the number of requests for support during the construction progress. Pairs that
more or less worked together made more errors when the first causal relationships were
constructed than pairs where one student performed most of the actions. For all types,
there was an increase in the number of errors when the representation was almost ready.
For pairs who worked together on the shared part, the number of requests for support
increased during this period. Type of task division was not related to time spent on the
representation, completion of the representation, and number of actions performed.

In conclusion, it is not self-evident that students jointly create a knowledge represen-
tation in which the work is distributed in a balanced way, even if the task, the software and
the recommended approach are aimed at this. Students are likely not used to working this
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way and may not have sufficient collaboration skills to adapt to the recommended app-
roach. They may misinterpret ‘collaboration’ by constructing together all quantities and
relations and step over the phase of individual construction to enforce co-construction
[7]. Following the results, we can formulate future directions for the development of a
pedagogical approach that stimulates CL with qualitative representations and the support
that is offered by the software.

Key to the approach should be that all students are active and that interaction is
induced. For this, it might be useful to train students explicitly in collaboration on
the representation [11] and to emphasize why it is important to alternate individual
construction and discussions on shared construction.

The software could be extended with a dashboard that offers real-time collaboration-
related support to students and teachers [22]. The action log and the norm representation
are two features of qualitative representations that facilitate the development of such
functionality. The dashboard could, for instance, provide insight into the extent to which
the members of the group are making progress, making errors or using content-related
support. A teacher dashboard, possibly with an automated advice function [23], could
support teachers to offer guidance to groups that are unable to reach a satisfactory
outcome together. Collaboration-related support could also be enhanced with a script
that gives guidance about how to interact [ 19]. The results of the present study suggest that
such critical moments can be distinguished, e.g., an uneven distribution of the number
of actions in a certain amount of time, too much working on the same ingredients, many
errors and use of content-related support in a short period.

The content-related support function could provide more customized help for each
student of the pair. At this moment, both students get the same notifications (the question
mark turns red and the status bar shows there is an incorrect ingredient) if an error is made
by either student. If both students perform actions simultaneously in the representation,
it may not be clear for whom the notification is intended.

To conclude, qualitative representations have specific affordances and constraints
and provide opportunities for CL that need to be explored. The present study discusses
how students work together in such a learning environment and provides indications for
further development of this approach and (automated) support.
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Abstract. One of the main concerns in online learning environments
is the identification of students with learning difficulties. Convention-
ally, analytical models trained offline on pre-prepared datasets are used
to predict student performance. However, as learning data become pro-
gressively available over time, this learning method is no longer suffi-
cient in real-world applications. Nowadays, incremental learning strate-
gies are increasingly applied to update online analytical models by
re-training them on newly received data. Various online incremental
learning approaches have been proposed to overcome different issues
such as catastrophic forgetting and concept drift. However, no app-
roach addresses the question of when to update the model and how to
determine whether the new data provide important information that the
model should learn. In this paper, we propose a method for determining
when an online classifier that predicts student performance and receives
a real-time data stream, should be updated. In addition, we use a typical
approach that maintains balanced old and new data examples to re-train
the model when necessary. As a proof of concept, we applied our method
on real data of k-12 learners enrolled in an online physics-chemistry
module.

Keywords: Incremental learning - Distance learning + K-12 learners -
Machine learning - Classification

1 Introduction

Learning from anywhere, at any time and at one’s own pace has become a reality
through the use of e-learning platforms. One of the main concerns in such a con-
text is the high failure rate among the learners. Multiple research works focused
on elaborating analytical models to predict students performance. Convention-
ally, most of these models operate in batch mode by reading and processing the
entire training set, with the strong assumption that the data is static and always
available in advance. Indeed, the learning data become progressively available
over time. It is impossible to collect all relevant training examples at once, and
the models must therefore be updated to incorporate the unlearned knowledge
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encoded in the new data received over time. Thus, the traditional methods of
training and evaluating models are no more sufficient in real-world applications.

To address this challenge, incremental learning is increasingly used to ensure
continuous adaptation of online analytical models based on newly received data.
The use of online incremental learning has revealed many challenges, includ-
ing concept drift and catastrophic forgetting. Both of these problems have been
widely addressed and many approaches have been proposed [1,8,12] to overcome
their impact on the model efficiency. However, none of the incremental learning
approaches addresses the question of when to update the model, which in turn
raises the question of how to determine whether the newly received data provides
relevant information that the model should learn. Addressing the frequency of
updating an online model is of high importance. In the distance education, each
student has his own pace to learn, which results in variations in the students
engagement, regularity and reactivity. There are periods during the school year
when most students are active, while the rest of the time only a few of them
use the e-learning platform continuously. This variation in the learning behavior
has an impact on the quantity and the quality of the generated data over time.
According to the existing definitions [4,5,13], incremental learning is a dynamic
strategy that consists in processing the stream data as soon as it becomes avail-
able due to limited memory resources. This method can lead to frequent and
unnecessary updates of the models.

In this paper, we propose an incremental learning process for determining
when an online classifier that predicts student performance and receives a real-
time data stream, should be updated. Our process invokes the retraining process:
i) when new classes are detected in the newly received data; ii) when the for-
getting value in each detected class is below a certain threshold and iii) when a
class label is seen but never predicted. The forgetting value within a class is the
difference between the two accuracy values over two successive time intervals. To
overcome the problems related to concept drift and catastrophic forgetting, our
process uses a typical approach that consists in maintaining a balanced training
set of old and new data to train the model when necessary. An algorithm is pro-
posed to update the exemplar set continuously as long as the data is generated
to re-train the model when necessary. As a proof of concept, we used a real-world
scenario of k-12 learners adopting 100% online education. Our process is applied
with an Artificial Neural Network (ANN) to predict students at risk of failure.

The rest of the paper is organized as follows: Sect. 2 presents the related work.
Section 3 introduces the proposed incremental learning process. In Sect.4 and
Sect. 5, we present respectively the case study description and the experimental
results. The Sect. 6 presents the conclusions and the future works.

2 Related Work

Online incremental learning is an Artificial intelligence (AI) technique that refers
to the circumstance of a permanent online adaptation of the analytical model
according to the constantly received data flow over time [4,5,13]. This technique
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has been used to fulfill adequately various learning analytics objectives among
which predicting students performance [1,6,7], image classification [10,14] and
text classification [11]. Most of the existing works focus either on solving the
problem of catastrophic forgetting and concept drift, or on comparing incremen-
tal online algorithms. When it comes to predicting student performance incre-
mentally, most of the research is oriented towards the comparison of incremental
algorithms. In [7], the authors compared four classifiers that can run incremen-
tally. The aim is to recommend the suitable algorithm to use in assessing students
performance within an incremental learning context. In [1], the authors com-
pared three approaches of incremental learning to determine the suitable way
to handle students stream data. The used approaches include instance-based,
batch-based and ensembling of instance-based incremental learning. In [6], the
authors proposed an incremental learning technique that combines an incremen-
tal version of Naive Bayes, the 1-NN and the WINNOW algorithms. The aim is
to predict the student’s performance within a distance education environment
by using incremental ensemble based on a voting methodology.

The use of incremental learning is more developed, especially for image clas-
sification. In [5], the authors proposed an incremental learning framework to
overcome the problem of catastrophic forgetting when learning new classes and
the problem of data distribution over time referred as concept drift. The frame-
work was tested to classify images using the CIFAR-100 and ImageNet-1000
datasets. In [12] the authors presented a novel framework that can incremen-
tally learn to identify various chest abnormalities by using few training data. the
framework is based on an incremental learning loss function that infers Bayesian
theory to recognize structural and semantic inter-dependencies between incre-
mentally learned knowledge representations. In [8], the authors compared eight
popular incremental methods representing different algorithm classes using sta-
tionary and non-stationary datasets. A set of metrics including the accuracy, the
robustness and the error classification rate are used to assess the algorithms.

Existing incremental learning methods address a variety of issues, such as
catastrophic forgetting, but none address the issue of when to update a model.
In this paper, we propose a new incremental learning method that considers the
optimal time to update a model by reducing the number of unnecessary updates
while maintaining good performance stability.

3 Proposed Approach for Incremental Learning

This section starts with a formal introduction to the problem of when and how to
update an online analytical model using stream data (Sect. 3.1). Then it presents
an overview of the proposed incremental learning process (Sect. 3.2).

3.1 Problem Formalization

Online incremental learning [8] is a subset of incremental learning, which is
further constrained by runtime and the ability to provide lifelong learning with
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limited data when compared to offline learning. In general, these constraints are
related to real-world applications in which new data is generated sequentially
over time, thereby contradicting the strong assumption of total data availability.

Assume My, My, .., My a sequence of models that is computed on stream
data (D1, Y1), (D2, Y2),.., (Dg, Yi) as shown in the Fig. 1.

3.
>

train train train e train train
M @ " > ;@ ;@

predict predict predict predict l
[ ] [ ] [ 1 [

Dy Y1

-

Dy | Y2 D1 | Yiet

Dtrain1 Dtrain2 Dirain3 Diraink-1

Fig. 1. An incremental online scenario

Each D; represents a block of new data (z;|i € {1, m}), which it has at least
one element and no more than m elements. Usually, the size of the block is
limited due to memory constraints [5]. Each Y; represents the set of true labels.
Diraini = (Dy,Y;) represents the data used to update the model M, to create
the model M;; that will be used to predict D;1.

As shown in Fig. 1, the principle of incremental learning is that each time new
data is available, the model update is invoked. This, however, may necessitate
frequent updates of the online model, which is both time and resource intensive.
Defining when to invoke the re-train is of high importance. If the model M;
can accurately predict D;, there is no need to update it; it can still be used to
process the data D;; 1. In other words, if the model maintains a certain level
of performance stability, it means that the new data does not contain any new
knowledge that the model is unable to handle.

Further, one of the difficult challenges in incremental learning is catastrophic
forgetting. Suppose the model M; is trained on j classes and we invoke its train
on Dyrgini = (D;,Y;) that contains p new classes. In theory, the model can
predict all classes well (j+p), but in practice, the model’s stability on the old
j classes decreases significantly due to a lack of representation of these classes
when training on new ones.

In this work, we propose a new online incremental learning process that aims
to reduce the frequency of updating a model while maintaining a certain per-
formance stability over time. To address the problems related to catastrophic
forgetting, our method uses a typical approach [3,5,9] that consists in main-
taining a balanced training set of old and new data to train the model when
necessary.

3.2 Learning from a Train Exemplar

To address the common issues of incremental learning (e.g. catastrophic forget-
ting), we adopt a common approach [3,5,9] that has been widely applied: we
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Fig. 2. Exemplar set

use a small exemplar of both old and new data. In our work, the exemplar set
is updated each time new data are received. The new data may contain both
new data classes and new observations of old classes. As shown in Fig. 2, we no
longer use only newly received data to train the model; instead, we use an exem-
plar set created previously and updated it with new samples from the received
stream data. Exemplar samples are selected at random, but with each update,
we seek to preserve an equal representation of all learned data classes. Algorithm
1 depicts the entire process of updating the exemplar set.

The Algorithm 1 takes as input the exemplar to update £, the received data
(D,Y), the number of samples m to store in £ and the ratio of the classes R.
This ratio defines the representation of the classes within the exemplar (e.g. if
we have 3 class labels, R is equal to 1/3). The Algorithm provides as output an
updated version of the exemplar £.

It all starts with cleaning up the old exemplar £ (Line 1-Line 8). The algo-
rithm checks the number of samples in € for each old class (Line 3). If this number
is strictly greater than the new representation ratio, the algorithm removes the
extra samples at random in order to meet the class representation condition
(Line 4). Otherwise, there is no need to delete the old observations (Line 6).

The next step is to update the exemplar with the new data. We distinguish
between two types of updates: i) the exemplar is updated with the new detected
class labels (if any) (Line 9-Line 16), and ii) the exemplar is updated with the
new observations for the old class labels (Line 17-Line 25). For the first kind
of update, the algorithm first determines whether the number of samples in the
new data exceeds the allowed representation ratio (Line 10-Line 11). If this is
the case, the algorithm selects samples at random to store in £. The number
of selected samples must meet the representation condition. Else, all samples
are kept in £ (Line 14). For the second type of update the algorithm checks,
for each class, whether the number of samples for old observations meets the
representation ratio condition (Line 18-Line 19). If this is the case, all of the old
data that have new observations are updated (Line 20). Otherwise, the algorithm
updates the old data with new observations (Line 22). Then, it selects samples
at random from the new observations of old classes to store in £ while satisfying
the representation condition (Line 23).
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Algorithm 1. Build the exemplar set
Require: &,(D,Y),m, R
Ensure: £

1: (Dotd, Yoia) < get-old_class(E)

2: for (c € Yoiq) do

3:  if (|Doa.| > (m =+ R)) then

4: & — remove_extra_observations(E, (Dotd,, c))
5: else

6: No need to remove

7 end if

8: end for

9: (Dnew, Ynew) < get_new_data((D,Y))

10: for (c € Ynew) do

11:  if (|Dnew.| > (m * R)) then

12: E — put(&, select_random((Dpew, Ynew), R, m))
13: else

14: E — put(&, (Dnew,;c))

15: end if

16: end for

17: (Dnew,ys» Yold,,, ) < get-new_observations_for_old_class((D,Y))
18: for (c € Yoa,,.) do

19:  if (|Dnewyy,, | == (m * R)) then
20: & «— update(&, Dotd,, Dnew,,., )
21: else
22: & «— update(&, Doya,,, Dnewubsc)
23: E — put(€, selectJ"andom(DnewobSC  Youd,,.))
24: end if
25: end for

In the next section, we present how the use of the exemplar fits into the
overall incremental learning process.

3.3 Incremental Learning Process to Update an Online Model

Our incremental learning process (Algorithm 2) takes as input: i) the stream
data D = (Dy,.., D,) as it arrives over time; ii) the true label Y = (Y7,..,Y},)
associated to the stream data'; iii) the ML model (M) , iv) the allowed forgetting
value (F) and v) m the number of samples to store in the exemplar trainset.

The Algorithm 2 starts by iterating over the prediction times (Line 1). If
the prediction time corresponds to the beginning of the time interval (Line 2),
we train the model on the received data during that time (Line 3). This first
moment corresponds to the beginning of the school year, when all students are
given a class label. Indeed, to overcome the cold start problem, students can be
considered all successful, all at risk of failure, or their historical information can
be used to assign them to a specific class among the predefined ones.

! e.g. Y} represents the set of true labels for the stream data D.
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Algorithm 2. Incremental Learning Process

Require: D = ((D1,Y1), .., (Dn, Yn)), M, F,m
1: for ¢in (1..n) do

2: if (¢==1) then
3: M — fit(M, (D;, V7))
4: C — get-seen-class(Y;)
5: &; « build-trainset((D;, Y;), m, 1/|C|)
6: Alast — (Z)
7 else
8: c—|C|
9: List_preds < predict (M, D;)
10: A; < Score-Accuracy(List_preds,Y;)
11: C; «— get_current_detected_class(Y;)
12: C <+ unique_class (CUC(;)
13: & — update Exemplar set(&;_1,(D;,Y;), m,1/|C])
14: if (|C| > ¢) then
15: M — fit(M, &)
16: else
17: OK «— true , j 0
18: while (OK and j < |C|) do
19: if (A” == 0) then
20: M — fit(M, &)
21: OK « false
22: else if (Alastj > A;;) then
23: a; < compute_forget (Alastj,Aij)
24: if (a; > F) then
25: M — fit(M, &)
26: OK « false
27: end if
28: end if
29: je—j+1
30: Alast — Al
31: end while
32: end if
33: end if
34: end for

Then (line 4), we recuperate the learned classes during the first training time.

Later, we build the first trainset (Line 5). The build-trainset function takes as
parameters the received data (D7), the true labels (Y1), the number of samples
to store (m) and the ratio of each learned class (1/|C|). The samples are selected
randomly, but the learned classes are equally represented in order to address the
issue of under-represented classes. The algorithm uses the list A;,s¢ to save the
accuracy values of the model for the most recent prediction time (Line 6). For
the following intervals, the algorithm starts by saving the number of the classes
already seen (Line 8). Then, the last calculated model is used to predict the
classification of the received stream data (D;) (Line 9). Then it calculates the
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current accuracy scores for the seen class labels (Line 10). C; that corresponds
to the list of class labels detected in Y; is identified (Line 11) and the set of seen
classes C is updated (Line 12). Later, the exemplar train-set is updated using the
Algorithm 1 (Line 13). The train-set is updated each time new data is received,
regardless of whether or not a model is updated. The aim is to maintain an
up-to-date train-set that will serve to train the model when necessary. There are
three cases to start model training: If new classes are detected in the labeled new
received data (Line 14), the model’s train is invoked using the recently updated
exemplar set (&;). If no new classes are found, the model’s accuracy per class is
checked: if the current accuracy score equals zero than the training is invoked
(Line 19-Lline 21). Else, the accuracy is compared to that computed during the
last prediction time to see if it has improved or decreased(Line 22). If the second
case, the algorithm verifies if the forgetting value within the learned classes does
not exceed a given threshold (F) (Line 23-Line 24). If it is so, the model’s train
is invoked (Line 25). It is sufficient to detect a drop in accuracy in one class to
start the training phase.

4 Case Study

The Cned? offers a diverse range of courses entirely online to k-12 students
located all over the world (173 countries). These students come from a variety of
demographic backgrounds and are unable to attend regular schools for a variety
of reasons. The Cned offers the courses through a Learning Management System
(LMS) and provides with it a set of applications such as an education manage-
ment system that allows administrative tracking of the students. Our case study
in this work consists of K-12 students enrolled in the physics-chemistry course
during the 2017-2018 school year. There are 46 weeks in the school year and 671
enrolled students.

To predict students performances on weekly-basis, the problem is formalized
as a n-classification problem. The classification consists of three classes: high
risk (<8), medium risk (<8 and <12) and success (>12). On each week w;, a
student is defined by a tuple X = (f1,.., fm,y) where fi,.., fn, are the features
and y is the class label. The student class may vary from one week to another
based on his/her performance. The selected features are extracted from the two
data sources including the LMS (moodle) and the education management system
(GAEL).

We distinguish the following indicators [2] calculated based on the used fea-
tures:

— Demographic data: it represents information such as the gender, the age, has
or not a scholarship, and repeating or not the year. These data are provided
by the education management system.

— Performance: this indicator denotes the submitted exams and the grades.

2 Centre national d’enseignement & distance: https://www.cned.fr.
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— Engagement: it described the learner activity on the LMS. The only way to
track learners engagement is through their interaction with the LMS content.

— Regularity: it denotes the progress made by the learner in terms of achieved
LMS activities and the number of submitted exams through GAEL.

— Reactivity: It is denoted by the time taken to submit an exam as well as the
time between successive connections to the LMS.

The aim is to predict students at risk of failure as early as possible while
taking into account the progressive availability of data over time. To address
the issue of a cold start, all students are classified as having a high risk of
failing during the first week. This classification will evolve over time based on
the students performance.

5 Experiments

As a proof of concept, the incremental learning process was tested with the
ANN model. Prior to the assessment, a set of experiments were performed to
determine the suitable parameters for our model, including defining the optimizer
(SGD) and the learning rate (0.01). Several configurations were used to evaluate
the effect of process parameters on the number of model updates as well as
its accuracy. Furthermore, to demonstrate our process’s efficiency in reducing
the number of model updates while maintaining good performance stability, we
compared it to an incremental process that has full access to all previous data
and is trained each week. The second process is ideal for an incremental model
because all data is available and training is performed on a weekly basis.

5.1 Impact of the Forgetting Value and Exemplar Set Size

Our incremental learning process is based on two key parameters including the
exemplar set size and the forgetting value (see Sect.3). The first specifies the
number of the samples to be used when re-training the model. While the second
shows the rate of forgetting we can tolerate per class label.

Various configurations were used to test the proposed incremental learning
process (see Table 1). Each configuration differs in the size of the exemplar set
and the forgetting value. Overall, three exemplar sizes (80, 100 and 150) were
used, each with ten forgetting values (from 1% till 10%).

Table 1. Configurations

Exemplar set size | Forgetting value

80 1%, 2%, 3%,4%, 5%, 6%, 7%, 8%, 9%, 10%
100
150
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Fig. 3. Number of updates and average accuracy per exemplar size and forgetting value

The Fig. 3 depicts the variation in the number of model updates as well as
the average of accuracy as a function of exemplar size and forgetting value. The
weekly accuracy values are used to calculate the average accuracy (over a period
of 46 weeks).

Regardless the exemplar size, we notice, in overall, that the number of
updates decreases while the forgetting value increases. This is to be expected,
as increasing forgetting values give the model a lot more space to forget what it
has learned. While a minor forgetting value may result in frequent updates. As
shown in Fig. 3, for allowed values of 1%, we find the highest number of updates
(28, 28, and 19 updates respectively for exemplar sizes 80, 100 and 150). While
for a value of 10%, we notice the smallest number of updates (6, 5 and 6 updates
respectively for exemplar sizes 80, 100 and 150).

The average accuracy associated with the lowest forgetting values and thus
frequent updates is, indeed, the highest. However, for fewer updates, the aver-
age accuracy remains high (>90%), even though it gradually decreases as the
forgetting value increases.

Despite the decrease in the number of updates as the forgetting value
increases, the model has maintained good stability, which can be attributed to
the use of an updated exemplar set. As explained in Sect. 3, the exemplar set is
used to store observations for old and new classes over time. Furthermore, when
creating this exemplar, we consider an equal representation of all classes to allow
the model to learn the knowledge gained over time more effectively. Equal class
representation is considered, since the received data over time already present
imbalances with respect to the “medium risk failure” class. Consequently, with
a non-equal representation this class is not well detected, especially when the
samples are selected randomly when building the exemplar set. The number of
samples in the exemplar influences both the number of updates and the average
accuracy. Increasing this number does not always ensure the smallest number
of updates and the highest average accuracy. For example, using an exemplar
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Fig. 4. Accuracy over weeks

set of size 100, for half of the time resulted in an equal or higher number of
updates than using an exemplar set of size 80. Furthermore, it demonstrated
a high variation in average accuracy when compared to the rest, even though
this variation was not significant. While, in overall, the use of the exemplar set
with a size 150 samples resulted in less number of updates and better average
accuracy. Furthermore, for each exemplar set size, we observe that the number
of updates is stable or only slightly varies on an interval of forgetting values for
each exemplar set size. For example, for the exemplar set with a size 80, on the
interval [6%, 10%], the average accuracy is stable, and the number of updates
is equal to six. This can be explained by the fact that most of the detected for-
getting values were less than 6%, requiring no model update. Thus, in this case,
the number of updates is mostly identified when a new class is detected or when
the accuracy of a given class equals zero.

In summary, the forgetting value and the size of the exemplar set are relevant
parameters for reducing the number of updates and increasing the stability of
the model performance in the context of incremental learning. The goal of this
article is not to identify and fix these parameters, but rather to demonstrate
how they can be incorporated into a full incremental learning process to reduce
unnecessary updates while maintaining good stability.

5.2 Assess Our Proposal to an Incremental Process with Full Data
Access

In this experiment, we compared the efficiency of our proposal to an incremental
learning process that has full access to old data and trains the model weekly. The
second procedure does not take into account the use of the forgetting value and
the exemplar set for training. The model update is invoked 46 times (over the
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Fig. 5. Confusion matrix

46 weeks). For the rest of the paper, this second process is denoted as the naive
process. For this experiment, we consider the results of the model trained with
a forgetting value of 5% for each of the exemplar set sizes (80, 100, 150). The
Fig. 4 presents the evolution of the accuracy of the four ANN models over the
weeks. The model with the highest accuracy values over time is the one that was
trained weekly using a process that has full access to all of the data. However,
the rest of the models, which were only trained 7 times over the 46 weeks using
our incremental learning process, were able to maintain high accuracy values of
90% or higher.

The overall accuracy does not reflect the actual performance of a classifier.
Thus, in the Fig. 5, we present the confusion matrix of the four models over all
weeks. The model trained using the naive incremental process is represented by
the first confusion matrix. It has the highest accuracy values across all classes,
and we used it as a reference to evaluate the efficacy of our incremental learning
process when training the rest of the models with different exemplar set sizes.

Indeed, with our incremental process, we find that increasing the sample size
does not always improve the model’s accuracy across all classes. When detecting
the medium risk class, training the model with 80 samples outperforms training
it with larger numbers of samples (100, 150). Indeed, this could be a result of the
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sample selection strategy used when creating the exemplar set. When it comes
to class representation, the data distribution is not homogeneous during the first
few weeks. As a result, the total number of samples determined by the fixed rate
cannot always be guaranteed (e.g. 30% of the number of samples should be in
the medium-risk category or only 10% are available). However, with a smaller
number of samples we can reach the full proportions of the different classes more
quickly than by using a larger number of samples. The rapidity is addressed
in terms of the number of the week at which we begin to have a complete
representation of all classes of students in the selected samples with respect to
the predefined rate for each class. We believe it is important to determine the
appropriate threshold that should be used as the size of the exemplar set. Since
the goal of our experiments is to detect students in difficulty (high and medium
risk), we can say that for a fixed forgetting value (5%), the appropriate size of
the example set is 80. Indeed, high-risk students have the lowest accuracy value
when compared to the rest (100, 150), but students who are not well detected
are classified as medium risk. As a result, they will be notified in both cases.
Furthermore, with 80 as the exemplar size, the proportion of students who are
actually at medium risk and were classified as successful is low (only 8.7%),
compared to the rest (100: 17%, 150: 20.8%).

6 Conclusion

In this paper, we addressed the question of when to update online analytical
models and how to determine whether the new data provide important informa-
tion that the model should learn. We proposed an incremental learning process
that determines when an online classifier that predicts student performance and
receives a real-time data stream, should be updated. Our method invokes the
retraining process: i) when new classes are detected in the newly received data;
ii) when the forgetting value in each detected class is below a certain threshold
and iii) when a class label is seen but never predicted. In addition, we use a
typical approach that maintains balanced old and new data examples to re-train
the model when necessary. As a proof of concept, we applied our method on
real data of k-12 learners enrolled in an online physics-chemistry module. The
experimental results show that the forgetting value and the size of the exemplar
set are relevant parameters for reducing the number of updates and maintaining
the stability of the model performance in the context of incremental learning.
Further, we found that increasing the exemplar set size does not always improve
the classifier’s accuracy across all the classes. Both parameters can be set based
on the requirements and the desired outcome.

The current work presents some limitations that we tried to mitigate when
possible: i) currently, the proposed incremental process has been evaluated using
only the ANN, as the method, rather than the model, makes the most significant
contribution and ii) we defined fixed rates for the samples representing each of
the class labels when creating the exemplar set for training. This representation,
however, cannot always be insured because the number of samples available may
be less than what is required.
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In the future, we plan to compare the use of our incremental learning process
with other classifiers, such as the random forest. Furthermore, we are interested
in improving the process of building the exemplar set, particularly as it’s cur-
rently based on a random selection of samples.
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Abstract. This article focuses on pattern identification in the context
of pupils aged 9 to 15 who are learning programming at school. In this
context, programming puzzles that involve moving a robot on a 2D grid
using a block-based programming language is common. We consider the
ability to identify and formally characterize recurring structures within
data or processes, to be a fundamental skill of computational thinking.
In this article, we study the case where the motif (i.e. repeating unit)
can be identified visually from the grid (obstacles, target...) for tasks
involving the use of a loop. We ask what makes motif identification, and
thus problem solving, difficult in this context. We provide a quantitative
analysis based on the success rates of a hundred tasks from an online
programming contest (200,000 participants). We have identified relevant
features of the visual motif, which led us to specify five categories accord-
ing to the degree of correspondence between the visual motif (2D grid)
and the algorithmic motif (corresponding loop based program).

Keywords: Computational thinking - Pattern - Pattern
identification - Loop + Computer science education + Quantitative
analysis - Large-scale study

1 Introduction

Computer Science (CS) education has recently been reintroduced into school
curricula in many countries. In France, CS content has been included in compul-
sory school curricula since 2016. For students aged 9 to 12, programming is part
of the mathematics curriculum!. The prescribed task is to control a robot or a
character on a screen using a block-based programming language. For students
aged 12 to 15, they are expected to be able to “Write, develop and execute a
simple program.”?. But what does “a simple program” mean?

! Cycle 3 curriculum in effect in 2020, mathematics, space and geometry section.

2 Cycle 4 curriculum in effect in 2020, mathematics, theme E - algorithmic and pro-
gramming.
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For this age group, using loops is one of the objectives of the school curricu-
lum, along with sequences of instructions, conditional instructions and variables.
At first, it could be considered that a program including a single loop, without
nesting, conditional statements or explicit variables, is a simple program for
students to write.

In previous studies [11], we set up pedagogical scenarios to explore how pri-
mary school students deal with programming tasks whose solution focuses on
the use of a loop. The results from these case studies led us to consider the iden-
tification of patterns, redundancies, as essential to deal with this type of task.
Especially, a recurring difficulty has been identified: the transition from one to
several instructions inside the loop.

In this article, we want to improve our analysis of pattern identification when
solving loop-focused programming tasks. Our two research questions are:

1. RQ1 What does pattern recognition consist in, in the context of visual pro-
gramming puzzles resolution?

2. RQ2 What are the parameters that make pattern recognition difficult when
getting started with solving loop-focused tasks?

To answer these questions, we mobilized elements of the theory of conceptual
fields by G. Vergnaud [16] to conduct an a priori analysis. This allows us to dis-
tinguish several elements involved in pattern recognition and to identify param-
eters that can explain the difficulty of the problems. Then, we carried out a
large-scale statistical analysis based on the success rates of 101 loop-focused
programming tasks from the 2018 to 2021 editions of the Algorea french pro-
gramming contest, which is organized by the France-ioi association. This statis-
tical analysis validates the relevance of the identified parameters.

In the next section, we introduce the context of this research: the concept of
motif and our analysis framework based on classes of situations. We then present
the analysis of the programming tasks as well as the experimental setting before
presenting the statistical analysis of the results for these tasks. We conclude
by suggesting perspectives to go further in our understanding of the process of
learning the basics of programming.

2 Theoretical Framework

2.1 From Pattern to Motif

In computer science, the word pattern is used in works about design patterns in
the field of software engineering [4]. It is also associated with a specific skill in
the scope of computational thinking, for which we can find various expressions:
“looking for patterns” [21], “pattern recognition” [6], “identifying and making
use of patterns” [3].

Some works more specifically mention the notion of loop, the focus of this
paper. Gouws et al. [5] have defined a framework for describing computational
thinking skills based on a literature review. This framework contains a category
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called “Patterns and Algorithms”, in which the notion of loop is taken as an
example. Rich et al. [12] define learning trajectories, including goals and exam-
ples of associated activities, one of which deals with iterative structures. The
authors mention the importance of the perception of redundancy because it is
intimately linked to the initiation to the notion of loop. Unfortunately, they do
not provide any analysis of pattern identification activities.

On the other hand, in mathematics education, some works address this ques-
tion of pattern identification. For Collins & Laski [2], a pattern is a sequence
with a replicable regularity, which can vary along one or more dimensions. Lil-
jedahl [7] proposes to distinguish two categories of patterns: repeating patterns
and number/growing patterns (Fig. 1). The first corresponds to a cyclic structure
generated by the repetition of a discernible unit. This definition is used in several
works [9,18,20]. The second corresponds to a pattern parameterized by one or
more pieces of information.

REPEATING PATTERN GROWING PATTERN

Hl BN BN B Bm ||

The red/blue/yellow unit is repeated 5 times consecutively

On each line, the number of red squares
increases by two units —

Fig. 1. Two categories of pattern in early mathematical education

For the previous authors, a pattern denotes the whole sequence, while our
focus is on the repeating unit. In our work, we choose to use the word motif for
the unit of repetition. With this meaning, the term motif is usually used in the
artistic or literary field: “an idea that is used many times in a piece of writing
or music”?, “a design which is used as a decoration or as part of an artistic
pattern”*. Drawing inspiration from the previous definitions, we define a motif
in our context as an entity that can be identified within a set, because
it is repeated identically or with predictable variations.

Liljedahl [7] lists different tasks related to the concept of pattern: copying a
pattern, continuing a pattern, finding missing elements in a pattern, transferring
a pattern from one representation to another, identifying the unit of repetition,
i.e., identifying the motif. Based on experiments conducted with young children
aged 3 to 6, Warren et al. [18] designed a pedagogical sequence and establish
a progression in the difficulty of these tasks [19,20]. In this progression, the
identification of the motif is the most difficult task and it is the one that reveals
the understanding of the structure of the pattern [19]. Indeed, the term-to-term
matching strategy, which consists in processing the elements of the pattern one
by one without considering it as a whole, is systematically defeated during the
activity of motif identification [2].

3 Cambridge Dictionary.
4 Collins Dictionary.
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In our context, we are interested in the activity of motif identification in the
field of computer science education. More specifically, we study motif identifica-
tion when pupils deal with loop-focused programming tasks. We consider that
the distinction proposed by Liljedahl [7] is a beginning of characterization of
the forms of complexity of pattern abstraction, in particular the transition from
directly observable (visual) patterns to unobservable patterns (changes of state
of the environment, even similarity processes in the context of design patterns).
We propose to specify what motif identification is in our context (RQ1) and to
study in more detail, the characteristics of the motifs to be identified and their
relation with the difficulty of the task (RQ2).

2.2 Classes of Situations

We aim to characterize and categorize the motifs to be identified when solving
loop-focused programming tasks. For this purpose, we rely on the concept of
class of situation developed by Vergnaud within the theory of conceptual fields
[16]. Vergnaud takes a constructivist and cognitivist approach to learning. He
aims to understand conceptualization, especially in the case of complex cognitive
tasks, of which computer programming is a part. The unit of analysis is the sub-
ject/situation couple, where situation is used in the sense of a task. Vergnaud’s
hypothesis is that any finalized action is based on a conceptualization-in-act, that
is to say that the actions of the subject reflect a cognitive activity that remains
most often implicit, including for the subject itself. In computer science educa-
tion, the conceptual field theory was used by Rogalski [13,14] to study computer
literacy in high school and more recently by Spach [15] to analyze educational
robotics situations. In our context, we place ourselves in this theoretical frame-
work to study situations where the goal of the subject is to design a computer
program that solves a loop-focused task.

Vergnaud invites us to analyze the situations the subject is confronted with,
by grouping them into classes. This categorization can be considered from the
point of view of the expert, by an analysis of the characteristics of the situations,
and from the point of view of the subject, by studying the way in which he deals
with the situations. The expert relies on the identification of situation variables
aimed at differentiating close situations. The change in value of a situation vari-
able may affect the structure of the subject’s processing of the situation. This
makes it possible to define two distinct classes of situations.

Vergnaud also insists on the progressiveness of the conceptualization, which
should be considered over a long period of time. In a study on additive struc-
tures in the mathematic field, Vergnaud & Durand [17] asked 28 pupils in each
level from grades 1 to 5, to solve additive tasks whose answer is strictly the
same numerically, but for which the formulation of the task induces a different
reasoning. They thus identified classes of situations which correspond to levels
of difficulty in the resolution of these additive tasks. Their results show an effect
of the age on students’ ability to solve these tasks.

In this article, we propose to refine the definition of the concept of motif in
relation to RQ1 and to characterize difficulties related to the motif identification
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activity when dealing with loop-focused type situations in a programming con-
text (RQ2). We rely on the works carried out around the concept of pattern and
we mobilize the concept of class of situation to categorize loop-focused tasks.
We are also inspired by the study by Vergnaud & Durand [17] which we have
transposed into our context. The following section details the methodology and
the experimental framework that we used to carry out this study.

3 Methodology and Experimental Setting

Our work is based on the analysis of the characteristics and results from a selec-
tion of 101 different loop-focused tasks that come from the 2018 to 2021 editions
of the Algorea french programming contest. They consist in programming puz-
zles [10] involving a virtual robot on a grid, using the Scratch language. Their
common point is that the sequence of actions to be performed by the virtual
robot includes redundancy, which must be identified to solve the problem. The
reference solution therefore involves a loop or several loops in sequence, but no
nested loops. For the study of these programming situations, we considered the
two points of view indicated by Vergnaud. First, we carried out an analysis of
the programming tasks from the point of view of the expert, also called a priori
analysis, which led us to identify the parameters that have a potential impact
on the difficulty. Then we analyzed the activity of the subjects confronted with
these situations during their participation in the Algorea competition, through
the success rates noted for these problems.

3.1 A Priori Analysis: Visual Motif and Algorithmic Motif

When dealing with a loop-focused problem involving programming a virtual
robot on a grid, one has to consider two kinds of motifs. The first one is a visual
motif, which is observable on the grid. It consists of adjacent cells, which may
contain visually salient elements (marked cell, or containing an object). This can
be related to the concept of data which is one of the core concepts of computer
science [1].

The second kind of motif is the algorithmic motif, which is related to the
concepts of algorithm and machine, two other core concepts of computer science
[1]. The algorithmic motif consists of actions to be executed one after the other
by the machine, actions which are induced both by the pattern identified in the
data and by the specificities of the machine. A series of actions in a fixed chrono-
logical order constitutes this algorithmic motif and in our context it is induced
by the visual motif but it is also dependant on the possible actions (i.e., robot
language, orientation system). The algorithmic motif is only observable during
the actual execution of the actions. For instance, in the relative orientation sys-
tem, the rotational actions of the robot are not matched with any element of
the grid. In a program designed in the Scratch language, the algorithmic motif
corresponds to the sequence of blocks inside the repeat block.
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Solving a loop-focused programming problem in our context therefore
requires identifying the wvisual motif on the grid, matching this wvisual motif
with the actions to be performed by the virtual robot on this same grid, and
expressing this algorithmic motif with the Scratch programming language.

For each of these motifs, visual then algorithmic, we identify several parame-
ters or characteristics, which correspond to variables of situation in the sense of
Vergnaud [16]. For the visual motif, we consider the number of cells it occupies
on the grid, the presence of visually salient elements within the visual motif and
the presence of decorative elements on the grid. For the algorithmic motif, we
retain the number of actions constituting the motif and the presence of actions
that are not part of the pattern (corresponding to instructions outside of the
loop). As a variable of situation, we also study the degree of correspondence
between the visual motif and the algorithmic motif. These are the parameters
that will drive our analysis of the difficulty of the programming problems.

3.2 Experimental Setting

The virtual robot programming situations that we study come from the Algorea
online contest, whose programming environment is shown in Fig. 2.

®
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Fig. 2. Algorea contest programming environment (Situation 1, where the visual motif
covers a single cell)

This environment is suitable for our study on motif identification. On the
one hand, for loop-focused tasks, the repeat block is the only available control
structure block. The subject quickly infers that he is in the situation where he
needs to use this repeat block. On the other hand, the total number of blocks
that can constitute a program is limited, which forces pupils to make use of this
repeat block. However, the number of trials is not limited, which allows a trial
and error strategy.

In total, the Algorea competition involves more than 200,000 participants
each year, from grade 4 to grade 12 (9 to 18 years old). In the context of this
study, we are only interested in the individual results of pupils from grades 4 to
9 (9 to 15 years old), who selected the Scratch language. This represents between
6,000 and 75,000 participants depending on the round of the contest. Studied



Computational Thinking: Focus on Pattern Identification 193

participants are distributed over the 6 class levels, with an over-representation of
middle school students. Thus, we do not control the size of the sample studied,
which varies depending on the round but remains substantial. In addition, the
competition takes place in school or at home, so in real life conditions. However,
we consider that the large sample size compensates for the variations of the
participation context.

4 Analysis and Results

For each situation, we collect the success rate by class level, i.e. the quotient of the
number of participants who succeeded in the task over the number of participants
who opened the task. As a preliminary to the study on the identification of
motifs, we proceeded to some analysis of a more general nature. On the one
hand, we checked the robustness of our data concerning success rates. When
considering all class levels together, a chi-square test of independence allows us to
verify that all differences in success rates between two situations are statistically
significant with a p-value less than 0.01. For a particular class level, a success
rate difference of 5% units between two situations is significant for the middle
school levels (p-value < 0.02). Only a few situations for the elementary level,
whose numbers are smaller, lead to differences in success rates of 5% units that
are less statistically robust.

On the other hand, Fig.3 confirms that, as expected, the success rate
decreases when the number of instructions in the reference solution increases.
However, we notice a significant dispersion of values on the vertical axis, some-
times by more than 50% units, which tells us that other situational variables
influence the success rate. The identification and study of these variables are the
subject of the following sections. To this end, for each characteristic identified in
the Sect. 3.1, we calculate the median of the success rates and the interquartile
range, as indicators of the distribution of the data. At first, we focus on the
visual motif which allows a first categorization of the tasks. We then complete
and refine the analysis by also considering the algorithmic pattern.

4.1 Visual Motif

In this section, it is the visual aspect of the pattern that matters, regardless of
the actions that the virtual robot has to perform.

Concerning the number of cells over which the wvisual motif extends, we can
very clearly distinguish two classes of situations (Fig.4). For a first class of situ-
ation, the visual motif consists of a single cell of the grid (example Fig.2). The
success rate of these tasks is high as early as elementary school. The interquar-
tile range is low, which means that this characteristic is significant in explaining
the success rate. On the other hand, the interquartile range is much higher if
the wvisual motif extends over several cells (examples Fig. 6). In this case, other
variables contribute significantly to the value of the success rate.
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Fig. 3. Success rate scatter plot depending on the number of instructions in the ref-
erence solution (linear correlation rate —0.81; p-value < 0.05 on the Bravais-Pearson
test)
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Fig. 4. Two classes of situations: situations where the motif is limited to a single cell,
and situations for which the motif extends over several cells

For 70 situations for which the wvisual motif extends over several cells, we
study the adjacent cells which are not part of the same motif.

When adjacent identical cells with a visually salient element do not belong
to the same motif (examples Fig. 6: situations 3 and 4), the success rate is low
(Fig. 5: red curve), and this is more pronounced with younger students. However,



Computational Thinking: Focus on Pattern Identification 195

100%
90%
80%

70%

No identical adjacent cell not

belonging to the same pattem
i} 60% '__-1.(33situations) [TTe[ T Te] I Tel
o L I 1 ]
E 50% i - oY ed Adjacel:nt cells with background color
§ . - oL - belonging to different pattems
S 0% et ement G2suiens) [To[ T [8] [ 0]
n B - -n P id L I 1 ]

30% gamt g

o Adjacent cells that belong to different
- L pattems, and contain the same salient

(15statons) [@]_[®[¢] [®[e] [@]

20%

10%

0%
4th 5th 6th 7th 8th 9th

Class level

Fig. 5. Study of adjacent cells not belonging to the same visual motif

when two adjacent empty cells belong to different motifs, the success rate is close
to that of situations without identical adjacent cells belonging to different motifs.
This result leads us to think that the salient elements are taken as privileged
reference points during the identification of the wvisual motif. Identical salient
elements on adjacent cells are perceived as part of the same visual entity. When
they do not belong to the same motif, this makes the motif less visible and
therefore more difficult to identify.

We show in the same way, the effect of the presence of decorative elements on
the grid, that is, visual elements that are not on the expected path of the robot,
but make the cells look different from regular empty cells, or may be forbidden
cells for the robot. For lack of space, we only give for each modality, the value of
the median (Q2) and the interquartile range (IQR) for all the class levels taken
together, with the unit being the percentage point of the success rate. Depending
on how they are arranged, the decorative elements are more of a help or a source
of difficulty. When they completely constrain the path of the robot (Q2: 60.0,
IQR: 31.3), they constitute an aid compared to situations without decorative
elements (Q2: 51.1, IQR: 58.0). If not, they seem to act as distractors and are a
source of difficulty (Q2: 27.7, IQR: 49.0). This difficulty becomes massive when
these decorative elements make some motifs visually different (Q2: 3.2, IQR:
3.3). Thus the study of the characteristics of the wvisual motifs shows that the
nature of the elements present on the grid has an effect on the complexity of the
situation. The easier the motif is to visually isolate, the more likely the situation
is resolved by pupils. Conversely, factors that disrupt the visibility of the motif
negatively impact the success rate of the situation.
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4.2 Matches Between Visual Motif and Algorithmic Motif

Once the visual motif on the grid has been identified, it is necessary to deduce the
matching algorithmic motif. We distinguish 5 classes of situations concerning the
correspondence between wvisual motif and algorithmic motif. For the first three
classes, all the visual motifs are the same, which is no longer true for the last
two classes.

Situation 2 (classe 2) Situation 3 (classe 3)

» - Visual pattern on 2 cells

o B - Allpatterns are the same

BR - visual salient elements on

B adjacent cells do not belong to
] the same pattern

R - No decorative element

L] - Linear arrangement of patterns

- Instructions before and after the
loop.

- Visual pattern on 3 cells

- All patterns are the same

- Visually salient elements on
adjacent cells belong to the
same pattern

- No decorative element

- 1D pattern layout -

- No instruction outside the loop.

plant a seed

plant a seed

Situation 4 (classe 4) Situation 5 (classe 5)

- Visual pattern on 5 cells

- Decorative elements make the patterns visually
different 1

- Visual salient elements on adjacent cells do not belong | |
to the same pattern

- Présence of decorative
elements

- Cyclic arrangement of patterns

- Instructions before the loop.

pick the domino

pick the domino

pick the domino

- Visual pattern on 6 cells
- All patterns are the same
- Visual salient elements on adjacent cells do not

move backwards bellong to the same pattern Statement : program the robot to
- Présence of decorative elements pick up only fully blue dominoes.

Wil - Cyclic arrangement of patterns
] -Instructions before the loop.

Fig. 6. Prototypical example of a situation for each class defined for the correspondence
between visual motif and algorithmic motif

A first class of situation, very distinct, and which we have already identified
in the previous section, concerns situations where the motif is limited to a sin-
gle cell (example in Fig. 2). The other classes are represented in Fig. 6. We put
in a second class, situations where the motif extends over multiple cells, and
for which we have a strict correspondence between wvisual motif and algorith-
mic motif. Each movement action of the robot is identifiable by the boundary
between two cells, while the other actions are identifiable by a visually salient
element. These are the situations where the movement of the robot is only pos-
sible in one direction, and the situations for which the orientation of the robot is
absolute (north, south, east, west). A third class corresponds to situations where
several states of the robot on the same cell are visually identical, making the cor-
respondence between visual pattern and algorithmic only partial. These are the
situations where the robot has a relative orientation, and for which the pivoting



Computational Thinking: Focus on Pattern Identification 197

actions of the robot are not observable before the execution of the program. To
solve these situations, it is necessary to mentally simulate the pivoting actions
of the robot, by representing them on the appropriate cells and by keeping the
orientation of the robot in memory. The fourth class concerns situations in rela-
tive orientation for which the arrangement of motifs is cyclical. The visual motifs
are identical but each rotated by a quarter turn compared to the previous one.
Finally, for the fifth class, the correspondence between visual motif and algorith-
mic motif is hindered, and it is necessary to disregard certain visual elements.
That is, either visual salient elements or decorative elements are equivalent but
visually different, or several visual motifs are partially superimposed, disturbing
the visibility of each of them.

The 5 classes of situations defined above correspond to a gradation in the
difficulty of matching visual motif and algorithmic motif (Fig. 7). The situations
of class 1, for which the correspondence between the two motifs is attached
to the cell, are solved well by most pupils from elementary school. However,
situations of class 5, which require much more abstraction skills, are still difficult
for most middle school students. The interquartile zones of classes 1 and 5 do
not overlap with those of the other classes of situations. We deduce that the
degree of correspondence between visual motif and algorithmic motif strongly
determines the difficulty of these situations. On the other hand, classes 2, 3 and 4
have partially overlapping interquartile areas, which means that other variables
also impact the difficulty of these situations in a significant way. These are also
classes of situations where we observe the strongest progression during the 6
class levels studied.
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Fig. 7. Study of the correspondence between wisual motif and algorithmic motif

Concerning the algorithmic motif expressed in Scratch language, we further
show that the success rate is correlated with the number of instructions in the
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loop (linear correlation rate of —0.79) and that the situation is significantly less
successfully resolved when it is necessary to place instructions outside the loop,
especially before the loop. We think that this last difficulty is linked to the
identification of the position of the robot to be considered for the beginning of
the pattern, i.e. the robot has to move to reach the beginning of the pattern.
This position need to be mentally anticipated.

5 Conclusion and Perspectives

We show in this study that a loop-focused programming puzzle, even if the solu-
tion includes only one loop, is not necessarily a simple task. When solving this
type of problem, pattern identification skill is essential, especially the identifi-
cation of the repeat unit. We have specified the definition of a motif in this
context. More precisely for programming puzzles that involve moving a virtual
robot on a 2D grid, the identification of a wvisual motif and of the correspond-
ing algorithmic motif are required (RQ1). Using a quantitative analysis of one
hundred loop-focused tasks, we have characterized factors that make it difficult
to identify the visual motif and we have established a gradation in the difficul-
ties encountered, in particular for the matching of visual and algorithmic motifs
(RQ2). Among the difficulties identified, we find the one, already identified in a
previous study [8], related to the association of the programming situation with
orientation in space.

Our contribution to knowledge concerns the understanding of what pat-
tern identification covers in the situation of programming a virtual robot on
a grid. This contribution makes it possible to better understand the obstacles
encountered when starting learning computer science. The practical implication
addresses teachers, by helping them to understand the difficulties of their stu-
dents and to design relevant courses.

Further work is underway to continue this study. On the one hand, can we
consider that a student has mastered the notion of loop when he has solved
programming problems by trial and error, which is possible in this context? On
the other hand, we know that motif identification is not the only issue in the
treatment of loop-focused situations. Once the motif has been identified, the
motifs have to be counted, which can lead to other difficulties that remain to be
analyzed. To refine our understanding, we need more precise data. This is why
we have set up a collection of activity traces at several scales. Apart from the
success rates collected at the national level analyzed in this article, we have traces
of activities at the class level and video recordings of contest participation at the
individual level. Class-wide activity traces should allow us to distinguish between
expert solving procedures and trial-and-error successes. As for the analysis of the
video recordings, we seek to identify indicators that reflect the reasoning, the
conceptualization-in-action [16] of the participant (expert procedure, errors).
The objective will then be to match these indicators with the traces of activity
in order to scale up, i.e. to make the link between the three collection scales.
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Abstract. Different studies have highlighted changes in pedagogical practices
in elementary school and several of them question the potential impact of lock-
down. The objective of our research is: to analyse the TEL practices of French
elementary school teachers in 2020 and 2021, to determine and qualify the lev-
els of technological integration, and to identify the factors explaining the (non-)
integration of technology. We conducted a survey and analysed the responses of
572 teachers on their practices and work contexts in 2020 and 2021. By combining
a cluster analysis technique on the reported practices and a covariance analysis
between the obtained classification and other variables, we identified 3 groups of
practices (stabilized, emerging, underdeveloped) and 5 classes of teachers (tradi-
tional, interpretative, reproductive, explorer, innovator) according to the way they
use technology in vs. outside of the classroom and for traditional vs. constructive
learning methods. The impact factors are personal (like the perception of the added
value of TEL), contextual (like the equipment offered at the school) and related to
the experience of remote work in 2020 (like the feeling of isolation). In the light
of our results, we propose recommendations: to foster greater digital integration
that goes hand in hand with teachers’ professional development and to conduct
future diachronic analysis of practices.

Keywords: Teaching practices - Technology integration - Digital uses -
Adoption model

1 Introduction

The teacher plays a decisive role in the learner’s success, through his or her choice of
teaching method and ability to manage the class [1]. Teaching methods include verifying
the learners’ understanding regularly or explicating the course’s structure for instance.
The quality of classroom management is reflected by continuous supervision of the
class or by providing an emulation system to reinforce certain student behaviours. More
generally, these teaching practices describe activities implemented to target specific
knowledge for learners. The introduction of technology into the classroom transforms
these teaching practices. In France, like in other countries, introducing technology into
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the class is part of an institutional prescription: since 2013, “elements of digital culture”
appear among teachers’ expected skills. Teachers must mobilize them to vary didactic
content and evaluation format and modalities while contributing to learners’ digital skills
development.

In this context, studies on the integration of technology in schools focus on teaching
practices with technology. We conducted a literature review and observed diverse ways
of analysing these practices. First, teaching practices can refer to tasks or activities medi-
ated by digital tools (1.1) or to the use of digital resources (1.2). Furthermore, the recent
context related to Covid-19 has contributed to a renewal of the issues related to the inte-
gration of technology in schools (1.3). In terms of methods, two main approaches exist
(1.4): a descriptive approach, generally associated with qualitative research methods,
which complements a rather quantified and modelling approach. Our previous contri-
bution consisted in proposing a digital integration model while considering teachers’
professional activity in primary and secondary schools while home-working during the
first lockdown of 2020. In this paper, we aim to start from this model to determine how
teaching and digital practices evolved, after the 2020 lockdown. Following the presen-
tation of our literature review and our model in this section, we present the study we
conducted in 2021 and the main results we obtained in the next ones.

1.1 TEL Activities in Pedagogical Practices

We apprehend the role and place of technology in teaching or learning activities using
a theoretical framework built on the activity theory [2] completed by the contributions
of the instrumental approach [3] on the one hand, and the process described by the
didactic triangle [4] on the other hand. Thus, the introduction of a technical object, such
as a digital resource, a website, an application, or a service in a pedagogical situation
mainly fulfils three educational functions: training on basic digital skills, accessing and
searching for information or supporting a learning activity. For this article, we focus on
the third function.

574 Belgian elementary school teachers had their practices studied and classified
through a cluster analysis [5]. For this purpose, the authors differentiated the declared
teaching practices according to “traditional” or “constructivist” teaching methods and
obtained four profiles: teachers who declare both traditional and constructivist practices,
with high in