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Preface

Welcome to the proceedings of the 17th European Conference on Technology Enhanced
Learning (EC-TEL 2022) - one of the flagship events of the European Association
of Technology Enhanced Learning (EATEL). Due to the restrictions imposed by the
COVID-19 pandemic, EC-TEL 2020 and 2021 were held in an online format. However,
EC-TEL 2022 was able to be held in person in Tolouse, France, and was hosted by the
Institut de Recherche en Informatique de Toulouse during September 12–16, 2022.

In addition to the restrictions of hosting EC-TEL 2022 as an in-person event, the
COVID-19 pandemic generated further challenges concerning technology-enhanced
learning. In order to avoid the spread of the virus, many educational institutions rapidly
shifted to remote learning activities. This derived to an intensive use of educational
technologies without necessarily having the required capacities. Still, best practices and
lessons learned can be captured by looking back to what happened during that period of
time. In this context, researchers and practitioners who are involved in the design and
implementation of technology enhanced learning (TEL) not only have the responsibility
of understanding the consequences of the pandemic in terms of TEL adoption, but also
the opportunity to evaluate and improve the learning processes at an institutional level.

In this context, the conference topic for EC-TEL 2022 was “Educating for a new
future: Making sense of technology-enhanced learning adoption”. In the past two
decades, many educational technologies emerged and evolved along with the grow-
ing attention for ‘the Web’ and ‘the Internet’. Throughout this road, researchers and
practitioners have designed and implemented different types of strategies, tools, ser-
vices, and devices to improve learning for a wide range of students. Many studies have
been carried out by our community to describe promising technologies, which under-
pin and benefit multiple educational contexts around the world. However, never before
have we seen the increased mainstream adoption of educational technologies observed
since the outbreak of the COVID-19 pandemic. The current context gives rise to several
questions such as: What is the purpose of education in the current context of societal
transformation? How do learning technologies support this new purpose? How do we
ensure that technology is a means to make education more inclusive? In case of another
similar situation, will institutions, teachers and students be more prepared for this rapid
shift to full digital situation (electronic administration, teaching, etc.)? In that sense, this
EC-TEL conference provides us with an opportunity to search for answers to some of
these questions, and to explore different topics concerning the future of education.

For EC-TEL 2022, 109 research paper contributions were received. All papers were
reviewed by at least three members of the TEL community in a double-blind review
process, followed by discussions and a meta-review provided by a senior TEL member.
As a result, 30 research papers (27.5%) were accepted and presented at the conference.
In addition, 21 posters and 10 demos were presented during the conference to fuel the
discussions among the researchers. Research, poster, and demo papers can be found in
this volume. In addition, the conference offered seven workshops over two days and a
doctoral consortium.
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Abstract. Studies of technology-enhanced learning (TEL) environ-
ments indicated that learner behavior could be affected (positively or
negatively) by presenting information about their peer groups, such as
peer in-system performance or course grades. Researchers explained these
findings by the social comparison theory, competition, or by categorizing
them as an impact of gamification features. Although the choice of indi-
vidual peers is explored considerably in recent TEL research, the effect
of learner control on peer-group selection received little attention. This
paper attempts to extend prior work on learner-controlled social com-
parison by studying a novel fine-grained peer group selection interface in
a TEL environment for learning Python programming. To achieve this
goal, we analyzed system usage logs and questionnaire responses col-
lected from multiple rounds of classroom studies. By observing student
actions in selecting and refining their peer comparison cohort, we under-
stand better whom the student perceives as their peers and how this
perception changes during the course. We also explored the connection
between their peer group choices and their engagement with learning con-
tent. Finally, we attempted to associate student choices in peer selection
with several dimensions of individual differences.

Keywords: Learner control · Social comparison · Open learner
model · Computer science education · Self-regulated learning · Online
learning

1 Introduction

Over the last ten years, social comparison approaches have become an essential
component of modern online learning tools. Researchers explored social compar-
ison in various forms, such as leaderboards [21], comparative progress visualiza-
tion [2], learning analytics dashboards [25], and socially-enhanced open learner
modeling interfaces [5]. These social comparison approaches demonstrated their
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ability to increase learners’ participation and contributions [26], help learners
navigate more efficiently [16], and improve completion rates in MOOCs [8]. How-
ever, the studies on social comparison also demonstrated that it could provide no
effect [8] or even negative effect for some groups of learners [19,23]. For example,
high-performing learners were not affected by social comparison based on class
average [8], while learners exposed to perfect peer performance exhibited declined
success and increased drop rate [23]. These findings suggested that mismatches in
selecting peer comparison groups could neutralize or negate the positive impact
of social comparison. On the other hand, social psychology research states that
comparison to similar peers strengthens the positive effect of social comparison
[6].

To address the need for a proper peer group selection in social comparison,
recent research explored the value of learner control over social comparison fea-
tures, i.e., allowing learners to choose their peer comparison group [1]. While
existing research reported positive results, the explored learner control options
were quite limited: Instead of comparing themselves to the whole class, learners
could choose the upper or lower part of the class as their peer groups. This paper
explores the value of a more advanced interface for fine-grained learner control
over social comparison in a Technology-Enhanced Learning (TEL) environment
for learning Python programming. This interface allows a learner to choose pre-
cisely a segment of the class as the peer comparison group. As an added value,
the freedom of choice provided by this interface offers an opportunity to examine
how learners identify a segment of a class as their comparison peers. Then, we
investigated how these comparison preferences relate to engagement and which
factors cause variance in peer-group selections, such as achievement goals and
social comparison orientation.

2 Social Comparison in Python Grids

We explored learner-controlled social comparison in a practice system designed
for Python programming called Python Grids (PG) [1]. For this study, the PG
interface was augmented with fine-grained learner-controlled social comparison
features. This section reviews the components of the PG: content access inter-
face with learner-controlled social comparison features and the set of available
interactive learning tools.

2.1 The Content Access Interface

In the PG, an Open Social Learner Modeling (OSLM) interface [20] (Fig. 1[B-D])
provides access to a set of Python learning content. The interface helps students
decide what they need to work on and how much they need to practice freely.
In this context, the ability to track personal and peer progress becomes critical
to encourage students to practice more and guide them to the most relevant
practice content. This ability is the core component of this interface.
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Fig. 1. The PG interface with fine-grained controllable social comparison features (A),
OSLM grid (B), a set of learning activities (C), and anonymized ranked list (D).

The columns of the OSLM grid (Fig. 1B) organize the learning content into 15
topics. The rows in the grid visualize the topic-by-topic progress of the student
and the comparison peer group while making it easy to compare them to one
another. The first row of the grid summarizes the topic-level progress of a learner
using a green color of different density. The third row displays an aggregated
average progress level of students in the selected comparison peer group (Fig. 1A)
using a blue color. The middle comparison row presents the progress difference
between the learner and the currently selected peer group. The green-colored
topics in the middle row represent the topics where the learner is ahead of the
comparison group. In contrast, the blue-colored topics show the topics where the
comparison group is ahead of the student. In all cases, the darker color indicates
a higher level of progress (or progress difference) for that topic. By clicking on a
specific topic column, a student accesses the learning content available for this
topic. Similar to the topic-level progress visualization, the PG also visualizes
content-level progress using the green color density (Fig. 1C). The progress of a
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topic or content is computed as the ratio of completed activities associated with
the topic or content.

2.2 Learner-Control over Social Comparison

In our recent study [1], we explored some options for learner control, but these
options were limited, i.e., a learner could compare herself to the upper or lower
half of the class in addition to viewing the average progress of the whole class and
anonymized ranked list of learners in the class (Fig. 1D). For the current study,
we augmented the interface with fine-grained control of the peer comparison
group through the comparison slider widget (Fig. 1A). The 0–100 progress scale
represents all students in a class ranked by their current total progress in the
PG from a student with the lowest progress (marked as 0) to the student with
the highest progress (marked as 100). Within this range, each student could set
the target comparison group using two sliders. The handles on the comparison
slider define the minimum and maximum progress range of the comparison group
within the class, i.e., the group that average progress is visualized by the bottom
row of the PG interface (Fig. 1B) and which is shown in the anonymized ranked
list in detail (Fig. 1D).

In the beginning, the peer group is placed in the middle of the class with the
sliders set to the 25–75 range. At any time, the student can change the peer group
by moving the handles or dragging the cyan colored segment between the handles
(i.e., comparison group bar). After each change, the progress visualization in the
PG interface and the ranked list are updated accordingly to show only students
in the selected peer group. To help students in choosing the peer group, their
own relative progress within the class is shown as a red cursor. Note that student
progress is automatically displayed by the system and the position of the red
cursor could move within the slider widget as the student standing in the class
changes. In contrast, the selection of the peer group, i.e., the position of sliders, is
fully controlled by students. Altogether, this interface offers students full freedom
in deciding who their comparison peers are, i.e., how wide the group is, how far
from the bottom of the class it starts, how close to the top of the class it ends,
and how it is positioned in relation to student’s own progress ranking.

2.3 Learning Activities

Once students decide to practice on a specific topic in the PG, they can “open”
a topic and examine the available learning activities by clicking on the topic
column. In each topic, the PG provided access to two types of examples and two
types of problems for learning Python programming. Figure 1C shows the prac-
tice contents available for the topic of Boolean Expressions. Content items are
shown as squares organized by the four content types. Example content types
include Animated examples and Examples-Challenges. Animated examples [24]
provide interactive visualization of the code execution. Examples-Challenges [15]
consist of a single worked example that allows students to examine a solution
to a coding problem and one or more “challenge” activities that ask students to
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Table 1. Summary of practice with the learning content (N = 122).

Mean (%) SD Med

Number of sessions 8.66 (-) 6.26 7
Unique content accesses 99.5 (41%) 65.5 89.5
Unique questions and Parsons attempted 41.1 (51%) 24.0 41.5
Unique challenges, animated examples
worked examples attempted/viewed

58.4 (36%) 47.7 53

find the missing code lines from a set of options. Questions and Parson’s prob-
lems are the problem types. Questions [17] are parameterized exercises that test
student comprehension of program execution by asking to predict the output of
a given program. Finally, Parson’s problems [22] are code construction exercises
in which students must arrange code lines in the correct order. In this study,
students accessed 243 unique content: 81 problems (47 questions and 34 Parsons
problems) and 162 examples (39 animated examples, 52 worked examples, and
71 challenges).

3 Research Methodology

3.1 Study Context

We conducted the study with 174 undergraduate students during multiple offer-
ings of an introductory programming course at a large Australian university. The
course was delivered online during the study due to the Covid-19 pandemic. The
course does not assume any previous programming experience and covers pro-
gramming fundamentals, including input and output, decision structures, loops,
functions, data structures, file I/O, exceptions, and object-oriented programming
concepts. One coordinator and two other instructors taught the course using the
same syllabus, course materials, and grading policy. The passing grade is 50%,
which students must collect through assignments (30%), a project (40%), and
class participation (30%). By solving one Question and one Parson’s problem for
each of the 15 topics in the PG, i.e., 30 problems (37% of the problems in the
system), students could receive up to 10% practice credit as a part of the class
participation. The practice with the example content types was not counted for
the credit. The blue checkmarks on each topic column in Fig. 1B highlight the
topics where the student fulfilled the credit requirement.

3.2 Data Collection

We collected data from four course offerings where we kept the PG the same.
There were no significant differences between course offerings in learners’ prac-
tice behavior in the PPG, including overall engagement and usage of the social
comparison control features (e.g., the number of problem-solving attempts and
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peer group changes). Thus, we combined data from these offerings into a single
dataset that includes system usage logs, performance measures, and individual
learner differences collected through several standard instruments.

System Usage Logs: The system logs include detailed time-stamped records
of practice with all learning activities including attempts to Parson’s problems,
questions, and challenges, viewing animated and worked examples (see Table 1).
The logs also contain social comparison actions such as peer group changes and
ranking list views (see Table 2). The system continuously recorded the current
state of social comparison preferences, such as the orientation of the comparison
group bar and the learner’s current rank in the class (i.e., red cursor position).

Performance Measures: In the first week of the class, we administered a
pretest and several instruments focused on individual differences. The pretest
had ten problems related to various Python programming concepts. Due to min-
imal participation in the post-test, we only considered course grades as the final
performance measure.

Instruments: The social comparison orientation (only the ability factor) was
measured by the Iowa-Netherlands Comparison Orientation Measure (INCOM)
[14], and the achievement goal orientation framework [12] was applied to measure
achievement orientations. Researchers demonstrated that both questionnaires
are inter-connected in interpreting students’ social comparison choices [4]. In
this study, we administered these questionnaires mainly to explore their possible
link to the comparison preferences observed in the PG.

In analysis, we used the logs from students who attempted at least one learn-
ing activity in the practice system. We only used students who gave their consent
for the research study and received a final course grade (i.e., did not withdraw
from the course). In total, we analyzed the logs of 122 students.

For questionnaire-based analysis, we filtered out students who selected the
same option in all items and responded very quickly (in less than 4min – 1st
quartile is used as the threshold). After the initial filtering process, we analyzed
the internal consistency of each scale and included the items with a factor loading
of at least 0.5 on the appropriate subscale. For the achievement goal orientation,
we found three valid constructs: (1) mastery approach (Cronbach’s α = .61), (2)
mastery avoidance (α = .77), and (3) performance orientation (α = .78) (both
performance avoidance and approach items loaded on the same factor). Further,
we validated the social comparison orientation (ability factor) items (α = .62).
As a final step, we calculated a scale score by calculating the mean scores of the
selected items related to a subscale and used these scores in our analysis. Not
all students participated in the pretest and questionnaire. As a result, we only
used students with the complete data for specific analyses1.

1 We had complete data for 53 students (43%), including system logs, course grades,
pretest, achievement orientation, and social comparison orientation scores.
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3.3 Data Analysis Methods

In regression analysis, we checked regression assumptions, including multi-
collinearity, by calculating the Variance Inflation Factors (VIF) and ensuring
none of the features had

√
V IF > 2. Then, we performed a backward step-wise

feature selection process. We reported regression model results with the fea-
tures selected by this process. For linear mixed-effects models, we added learner
identifier as a random effect which also resolves the non-independence issue of
our session-based data. We shared the results of mixed-effects models after con-
firming that the model fitted better than a random-effect only model using the
likelihood ratio test. For count data predictions (e.g., number of learning activ-
ities), we used Poisson regression.

3.4 Labeling the Social Comparison Preferences

Researchers have explored the direction of social comparison, i.e., upward and
downward comparison (comparing with someone better or worse), to understand
the potential effects of social comparison [3,7,10]. Following the prior work,
we labeled learners’ comparison group changes with a comparison direction to
examine their comparison intentions in our analyses.

First, we performed the labeling by checking the absolute position of the
selected comparison group on the 0–100 scale (the cyan segment between sliders
in Fig. 1A). For the absolute labeling, we used the index position of 50 as the fixed
reference point, and we labeled the comparison group obtained after each change
of sliders by four comparison types: (1) Downward, (2) Upward, (3) Balanced, or
(4) Average. Downward/Upward type means that the selected comparison group
mainly (or entirely) contains students from the lower-half/higher-half of the class
(students below/above the reference point value of 50). The balanced comparison
corresponds to the case where the comparison group covers the lower and higher
half of the class equally (e.g., the sliders set to the 30–70 range). Lastly, the
average type covers the case where the student selected the whole class as the
comparison group (i.e., the sliders set to the 0–100 range).

Second, we used the relative position of the comparison group to students’
current rank in the class (shown as a red cursor in Fig. 1A) to represent the com-
parison direction more reasonably. We summarized learners’ comparison group
selection with a single scalar value for relative labeling. This value corresponds
to the distance of the learner’s current position (i.e., the red cursor) to the mid-
point of the selected comparison group (i.e., the cyan segment), and we called
this value mid-distance. If this value is below 0, the student’s position was lower
than the most (or all) of the students in the selected comparison group, i.e.,
performing a relatively upward social comparison. If it is above 0, the student’s
position was higher than the most (or all) of the comparison group, indicating
a relatively downward social comparison. By using the mid-distance value, we
classified each group change as (1) Downward, (2) Upward, (3), or (3) Balanced.
This case has no average type since we considered the learner’s current position.
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Table 2. Summary of social comparison actions and preferences (N = 113).

M(SD) Med Absolute Relative
Upward Downward Upward Downward

Peer group changes 5.7(6.4) 3.0 40% 35% 47% 52%
Ranked list views 4.3(6.6) 2.0 - - - -

4 Results

The focus of our analyses is twofold. First, we want to examine learners’ inter-
actions with the social comparison control interface and understand the social
comparison preferences they expressed through this interface. Second, we want
to examine the association between these preferences and engagement with the
practice system. To assure that engagement with the practice system is valu-
able for learning, we start our analyses by examining the connection between
engagement and course performance.

4.1 Engagement with the Python Grids and Course Performance

As shown in Table 1, students extensively used all content types. Notably, they
solved significantly more problems (Parsons and questions) than the criteria for
obtaining the full practice credit (i.e., solving 30 problems) (t(121) = 5.11, p <
.001), and 71% of them (N = 87) exceeded this threshold. In addition, students
practiced with 36% (M = 58.4) of the example content types, although they
were not counted for credit. This data indicated that the students considered
the Python Grids (PG) valuable for their learning rather than just a source of
credit points.

To assess the relationship between the practice system usage and course
performance, we regressed course grades on pretest scores, achievement goal
subscale scores, and overall practice amount (i.e., percentage of uniquely accessed
learning content). We found a statistically significant regression model (F (5, 52 =
7.2), adj.R2 = .35, p < .001) with pretest scores (B = 5.3, p = .003), system
usage (B = 15.9, p = .015), mastery approach (B = 5.6, p = .004), and mastery
avoidance (B = 7.5, p < .001) scores were positively associated with the grades.
However, performance orientation was associated with lower course grades (B =
−5.0, p = .011). Given these results, we observed that working with the practice
system was positively associated with higher course grades while keeping prior
knowledge and various individual differences constant.

4.2 Social Comparison Preferences

Students used social comparison controls noticeably on average, although the
usage differed between students (see Table 2). Most students (83%) used the
opportunity to change their comparison peer group at least once (M = 5.7).
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Similarly, 71% of the students viewed the anonymous ranked list at least once
(M = 4.3). Also, there was a significant correlation between the number of rank-
ing views and comparison group changes (r= .27, p = .002). Thus, we counted
both actions as social comparison events in the rest of the analyses.

Following the comparison preference labeling process explained in Sect. 3.4,
we could summarize learners’ preferences in peer comparison group selection
in detail (see Table 2). Out of 639 comparison group changes, 41% of changes
were labeled upward, 35% downward, 12% average, and 12% balanced based
on the absolute labeling. From the relative labeling prospect, students preferred
downward comparison the most (52%), then upward comparison (47%). Only
1% of the changes were balanced. Thus, according to the absolute labeling,
students preferred upward comparison the most. However, the dominance of
upward comparison was not present in the relative labeling. This difference might
originate from the fact that for high-performing students (e.g., a student at the
5th percentile), there is limited opportunity to perform an upward comparison
due to the ceiling effect.

4.3 Social Comparison Events and Engagement

Throughout the semester, learners worked with the practice system in multi-
ple sessions of varying duration and with different intensities. We hypothesized
that if social comparison events (i.e., group change and ranking view) influ-
ence engagement, we should observe this effect on the total number of learn-
ing actions performed in a session (num-act), i.e., problem-solving attempts
and example views. Thus, we classified all sessions (N = 1057) into two types:
those with at least one social comparison event occurred (27%) and those with-
out (73%). Then, we compared the number of learning actions performed in
these session types per student. We filtered out students who did not have both
types of sessions for this analysis (N = 93). We discovered that students prac-
ticed significantly more in sessions when they also performed a social comparison
event (M = 72,Med = 43) compared to sessions without a comparison event
(M = 40,Med = 27)(V = 3028, p < .001). This observation holds for both
the example and problem activity types. Moreover, students had a significantly
higher chance to increase their in-system progress-based ranking as a result of
their practice (19% progress difference) in sessions when they interacted with
the social comparison controls (t(92) = 5.54, p < .001).

4.4 The Effect of Social Comparison Direction on Engagement

The results reported above revealed a positive association between the usage of
social comparison controls and practice. However, this connection might depend
on social comparison direction, namely upward or downward. This section
assesses the effect of direction on learner engagement.

First, we analyzed the direction effect based on the absolute labeling. To
perform such an evaluation, we considered learning sessions containing at least
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one comparison group change (N = 146). This filtering was necessary to con-
centrate on sessions with explicit group change. We utilized the labeling pro-
cess described in Sect. 3.4 and calculated the ratio of upward social comparison
changes (upward-ratio) within a session. Then, we predicted the number of learn-
ing actions (num-act) performed in a session by fitting a linear mixed-effects
model with the upward-ratio and session duration as fixed effects. We found
significant positive effects of the upward-ratio (B = .21, z = 8.5, p < .001) and
the session duration (B = .95, z = 47.2, p < .001) on num-act. We also found
an opposite effect for the downward social comparison. These findings highlight
the importance of comparison direction, namely upward social comparison, on
engagement.

Fig. 2. Predicted number of unique learning activities (num-act) for the interaction
term (direction*position). Purple bars denote 95% confidence interval. (Color figure
online)

Second, we leveraged the relative labeling to examine the comparison direc-
tion. We used the mid-distance value (as described in Sect. 3.4) and calculated
the mean of mid-distance for each learner session to represent the comparison
direction. Using this mean value, we categorized a session either as an upward
or downward comparison session, e.g., a session was labeled as upward when the
mean mid-distance was below zero. Additionally, we categorized each session as
a lower or higher standing session by computing the mean of learner position
index (on the 0–100 scale). For example, a higher standing session implies the
learner is positioned in the higher half of the class (above 50) on average dur-
ing that session. In this case, we considered sessions containing a comparison
group change or the ones that come after the first comparison group change,
not necessarily including another comparison change (N = 765 sessions). This
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filtering was critical in observing the learner’s explicit attitude in peer-group
selection throughout multiple sessions, given that students could observe their
positions without changing their comparison groups. We fitted a linear mixed
model with the comparison direction, learner position, and session duration as
fixed effects to predict num-act in a session. A significant interaction effect of
position and direction was found (B = .51, z = 7.77, p < .001), along with a
significant effect of session duration on num-act. As presented in the interaction
effect plot (Fig. 2), the results revealed that students performed more learning
actions in lower standing sessions if they were engaged in downward comparison
(num-act= 28) compared to upward comparison (num-act= 23). In contrast,
if they were in the higher progress state, engaging with upward comparison
(num-act= 40) was more effective than downward comparison (num-act= 29).
To summarize, this detailed analysis revealed that engagement with the learn-
ing activities was associated with the direction of the social comparison and the
progress standing of the student.

4.5 How to Explain Learners’ Social Comparison Preferences?

We explored the social comparison preferences of learners in Sect. 4.2 to under-
stand the frequency and type of comparison group changes, such as upward or
downward comparison. However, in that section, we did not discuss the factors
that might affect learners’ choice in selecting their peer comparison group.

We started by checking which factors affect the size of the selected comparison
group (i.e., having a more expansive comparison group bar in Fig. 1A). A fitted
linear mixed model revealed that the higher the learner’s current position within
the class, the wider the comparison bar is (B = 3.26, t = 2.604, p = .010). In
addition, being closer to the end of the course was positively associated with
choosing a larger comparison group (B = 2.54, t = 1.992, p = .048).

How did students increase the size of the comparison group? To modify the
size and placement of a peer group, students could adjust either the left or right
slider, and their use might be associated with different factors. To understand
these factors, we fitted two separate mixed-effects models to predict the position
of the left and right slider after controlling for the position of the opposite slider.
Regression results indicated that the current standing of the learner in class was
statistically significantly and positively associated only with the position of the
right slider (B = 2.91, t = 2.993, p = .003). On the other hand, closeness to the
end of the course was marginally and negatively correlated with only the left
slider position (B = −1.93, t = −1.824, p = .069). As a result, we concluded
that when students advanced in their standing within the class, they increased
their comparison group size by adding stronger students (i.e., by moving the
upper slider to the right). In addition, while approaching the end of the class,
students added weaker students to their peer group by decreasing the position
of the lower slider (i.e., moving it to the left).

We extended our analysis by connecting the comparison preferences with the
collected self-reported instruments. Thus, we tried to predict the scalar value of
mid-distance by using the collected instruments (see Sect. 3.2 for details). We
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fitted a linear mixed model on the session-based data (290 comparison group
changes). The results indicated that there was a significant effect of social com-
parison orientation score (B = −17.76, t = −4.774, p =< .001) and performance
orientation score (B = 9.66, t = 2.757, p = .008) on mid-distance. In other
words, socially-oriented students preferred upward social comparison (given the
sign of the regression coefficient) while performance oriented students favored
downward social comparison. Following the previous analysis, we fitted another
linear regression model to predict the size of the comparison group but could
not find any significant model.

5 Discussion: Results in the Context of Related Work

In this paper, we report the results of several rounds of classroom studies to
explore the effects of learner-controlled social comparison on learner engage-
ment and performance in an online programming practice system. We observed
that students used the system extensively throughout the semester and showed
that their engagement with the system was positively correlated with the course
grades. We also found a link between achievement goals and course performance,
where mastery-oriented students finished the course with better grades [11].

The unique design of the user-controlled social comparison interface also
enabled us to explore the diverse learner preferences towards social comparison.
Social comparison theory states that people want continuous improvement and
assess their capabilities and opinions by comparing themselves to similar people
[13]. Moreover, the performance-based reward system in education leads stu-
dents to compare themselves socially [9]. Our analyses show that students paid
considerable attention to social comparison features. We also observed a gradual
change in their social preferences, which is consistent with the findings of Huguet
et al. [18], who argued that social comparison is a dynamic process that changes
over time. Our data also demonstrated that students tend to choose the upward
social comparison (in absolute labeling) most frequently in a TEL environment,
the tendency observed earlier in other contexts [10].

A deeper analysis of social comparison choices yielded more discoveries, which
correlate with findings reported in the literature. First, we observed that stu-
dents practiced significantly more and increased their in-system progress levels
in sessions where they also self-assess their current state by interacting with
the learner-controlled social comparison features. Researchers presented similar
positive effects of social comparison [8,26]. We also highlighted that the direc-
tion of the comparison and the progress level of a learner impact the benefit
of social comparison. We found that engaging with upward social comparison
(in absolute labeling) was positively associated with enhanced practice inten-
sity. Researchers argued that learners tend to perform upward comparison as
a means of self-improvement when they also recognize that they can improve
their standing [7,18]. Moreover, the progress state of a learner interacted with
the comparison direction (in relative labeling) such that performing a compar-
ison that is “matched” to their current state (i.e., performing upward compar-
ison while being in the higher state) was more beneficial on engagement. This
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interaction could mean that the upward comparison might be beneficial only
when students do not feel uneasy about being inferior [3]. We believe that the
novel learner-controlled comparison features with OSLM features helped learn-
ers choose appropriate peer groups based on their standing, leading to increased
engagement.

We concluded our analysis by exploring the factors affecting the comparison
preferences. For example, we observed that students added high-performing stu-
dents into their peer groups based on their standing within the class. Finally,
we connected peer group preferences back to learners’ differences and discovered
that students with higher social comparison orientation favored upward social
comparison, while performance-oriented students preferred downward compari-
son. This finding conforms to earlier observations where researchers found that
the performance-avoidance group conducts downward comparison more [4].

6 Prospects and Limitations

Our work demonstrated that fine-grained learner controls on social compari-
son could increase the effect of social comparison by helping learners find the
most appropriate peers. Moreover, we showed that these control features pro-
vide valuable insight into students’ intentions in the peer-group selection and
emerge as a practical technology for future studies. We want to explore learner
control more broadly while addressing several limitations of this study in future
work. We hope to augment our findings with qualitative analysis to understand
how students think and feel while adjusting their comparison groups. Moreover,
the online delivery of the programming course could impact students’ compar-
ison behavior. Even though we diligently verified our statistical findings, we
conducted some of the analysis only with limited data. Also, the authors are
conscious of the difference between causality and correlations, and more rigor-
ous study designs are needed to investigate causal effects. Finally, although the
system usage was encouraged slightly through course credits, our study might
be susceptible to the self-selection bias since the majority of the system use was
voluntary. We hope to address these limitations in our future work.
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Abstract. Past research has yielded ample knowledge regarding the design of
analytics-based tools for teachers and has found beneficial effects of several tools
on teaching and learning. Yet there is relatively little knowledge regarding the
design of tools that support teachers when a class of students uses AI-based tutor-
ing software for self-paced learning. To address this challenge, we conducted
design-based research with 20 middle school teachers to create a novel real-time
dashboard, Tutti, that helps a teacher monitor a class and decide which individual
students to help, based on analytics from students’ tutoring software. Tutti is fully
implemented and has been honed through prototyping and log replay sessions.
A partial implementation was piloted in remote classrooms. Key design features
are a two-screen design with (1) a class overview screen showing the status of
each student as well as notifications of recent events, and (2) a deep dive screen
to explore an individual student’s work in detail, with both dynamic replay and an
interactive annotated solution view. The project yields new insight into effective
designs for a real-time analytics-based tool that may guide the design of other
tools for K-12 teachers to support students in self-paced learning activities.

Keywords: Teacher dashboards · Problem-solving practice · AI-based tutoring
software

1 Introduction

Much research in technology-enhanced learning has focused on creating and evaluating
tools that support teachers or instructors in aspects of awareness and classroom orches-
tration. This work has resulted in novel tools and insight into how best to design these
kinds of tools [1, 2, 4, 9, 13, 14, 16, 25]. A small number of classroom studies have
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documented beneficial effects of such tools on teaching and learning [13, 16]. The cur-
rent work focuses on scenarios in which students do individual, self-paced work with
an intelligent tutoring system (ITS). This mode of personalized learning is increasingly
common in K-12 [19, 23] and often leads to improved learning outcomes compared to
instruction without this kind of software [7]. This type of software supports deliberate
practice [15] in solving complex problems with “step-based tutoring” [22] and individu-
alized mastery learning [8]. We target “real time” scenarios in which a class of students
works with tutoring software, each student working individually at their own pace, and
a teacher is available to help the students. The teacher monitors the class and interacts
with students (often individually) to provide extra help or encouragement.

Creating teacher support tools for this kind of scenario presents several novel design
challenges, compared to past work on teacher analytics tools. First, many existing real-
time teacher support tools have been designed with the assumption that a class of stu-
dents progresses through instructional activities in a relatively synchronized manner.
By contrast, ITSs often support personalized mastery learning [8], which means that
students proceed in a self-paced manner, work on different problem-solving activities at
the same time, and finish milestones at different times [21]. Second, few teacher tools
are designed to be used in conjunction with ITSs. These systems are typically capable of
producing rich analytics [6], yet much is still unknown regarding how best to leverage
these analytics to support teachers in real-time scenarios.

Recent work has started to look at these challenges by creating teacher tools for
scenarios in which students ITSs (e.g., [11, 18, 25]) or other classroom scenarios [1,
16]. Some reporting tools designed for use in conjunction with an ITS support detailed
monitoring of student progress [3, 5].Other tools are helpful to teachers during classroom
discussions of homework assigned through the system [14] or during lesson planning
[25]. Yet other tools were designed to be independent of any learning software [2]. A few
of these projects yielded implemented tools for real-time scenarios, including Lumilo,
mixed-reality smart glasses that support teachers in real-time scenarios with ITSs [11].
A classroom experiment with Lumilo provides evidence that a real-time analytics tool
can measurably change how teachers allocate their time and attention among students,
yielding better learning outcomes for students [13]. While Lumilo provides answers
to our design challenges, it requires hardware (mixed-reality devices) that is not often
available (yet) in schools. Thus, how best to design tools that support teachers in helping
students who are engaged in personalized, technology-enhanced, self-paced learning, is
still largely an open design problem.

In the current work, we address the question: Howmight we design a dashboard that
displays analytics from (K-12) students’ work with an ITS to support teachers in aiding
students in real time, during their work with the ITS? Building on the prior work with
Lumilo, we conducted a process of human-centered research and design, grounding
our designs in data about teachers’ goals and needs, uncovered through a range of
design activities. We created a new dashboard, named Tutti, within the infrastructure for
development of ITSs named CTAT + Tutorshop [3].

The paper is structured as follows: After describing the instructional contexts for
which Tutti is designed, we give a brief overview of the design as it is currently imple-
mented (it is fully functioning). In the following sections, we describe the process that
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led to this design, present some of the insights that resulted from that process and that
helped shape the design of Tutti, look at key design features and describe how they are
grounded in data from our many interactions with teachers.

2 Context

The current work targets contexts in which students engage in self-paced, personalized
learning with AI-based tutoring software, by now a common occurrence in K-12 in
the US and elsewhere [16, 23]. It covers scenarios in which students are either present
in class or work remotely, either synchronously or asynchronously. Using the tutoring
software, they work through assigned problem sets, each targeting a set of knowledge
components, also called “skills.” The software uses a form of AI plan recognition to
assess student work at the level of problem steps and provides guidance in the form
of hints and feedback. It also supports individualized mastery learning: Students move
on to the next problem set only when they master the skills targeted in the current, as
assessed by the system [6]. The design of the tutoring software is grounded in cognitive
theory, theory of deliberate practice, and notions of scaffolding/tutoring [15].

When a class of students uses tutoring software, students typically work through
assigned problem sets at their own pace. Thus, at any given point in time, different
students work on different learning objectives or problem-solving tasks, even when they
are working synchronously in the classroom. A teacher monitors the class and helps
students in situations that the software is not designedwell to handle. Other teacher goals
may be to keep students on task, to keep them motivated, as well as to encourage and
praise them. In remote learning, much of the communication and progress monitoring is
mediated through technology. In in-person scenarios, teachers tend to move around the
classroom and can talk to students to better understand their struggles or celebrate their
successes. Yet it is not always easy for a teacher to assess who needs help the most, as
students may hide their struggle, or, conversely, may ask for help when they do not need
it urgently [24]. Further, teachers must be very efficient in their one-on-one interactions
with students, as many students may need attention.

The current work builds on a proven technology infrastructure for research and
development of ITS called CTAT+ Tutorshop [3]. The infrastructure provides tools for
building tutoring systems and for deploying and using them in classrooms. It has been
used to create many ITSs [3]. It also has many affordances to support the development
of analytics tools. Although our examples in the current paper tend to focus on a tutor-
ing system for equation solving, in principle Tutti can work with any tutoring system
developed within the CTAT + Tutorshop infrastructure.

3 Overview of Tutti’s Design

We briefly overview the design of Tutti in its current implementation. In a later section,
we discuss key design features in more detail.

Similar to prior teacher dashboards designed for use with classes that use learning
software [11, 16, 25], Tutti has a two-screen design. An overview screen (Fig. 1) shows
information about each student in a class and is designed to draw the teacher’s attention
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to students who may need help (e.g., students who appear to be struggling or misusing
the software) or deserve praise. At the teacher’s request, a deep dive screen (Figs. 2, 3)
shows more information about any given student. This information might help a teacher
assess more fully whether communication with any given student is needed (e.g., what
skills, problem types, or errors a student is struggling with).

Fig. 1. Overview screen with progress table (left) and stream of notifications (right). The names
are not real student names.

The overview screen shows a table with information about each student’s progress
and status (Fig. 1, left). Each of the small squares in the table represents a problem
set, filled up (with black) in proportion to how far the student progressed through this
problem set. A set of “indicators” capture each student’s recent learning experience
(shown in the “Status” column in Fig. 1). The indicators were developed and honed with
frequent input from teachers in past research on the Lumilo system [11]. The indicators
are: Struggle, system misuse (aka “gaming the system”), being off-task, and making
good progress (so as to alert the teacher to opportunities for complimenting students).
For example, to determine whether a student is struggling, their correctness rate over
recent attempts is gauged, using a sliding window over student attempts. As well, the
overview screen displays notifications of recent events regarding students’ learning with
the software (Fig. 1, right). Notifications are generated when the status of an indicator
changes or when a given status has persisted for a certain threshold amount of time. For
example, an idle indicator (“Zzz”) appears when a student has not been working in the
tutoring software for 2 min.

The deep dive screen (Fig. 2) provides information about a single student’s progress
through the assigned problem sets (top right), their mastery of the skills targeted in these
problem sets (top left), and the problems they have solved (bottom left). The teacher
can also look at a student’s areas of struggle, defined as skills on which the student
has made little progress despite ample practice, a sign that the tutoring software might
not be helping the student effectively and that extra help from the teacher could be
beneficial. The display of areas of struggle was highly requested by teachers. For even
more detail, a teacher can look at a student’s current problem solution (as a “remote
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peek over the shoulder,” a feature also found in Lumilo [9]) or at any of a student’s
past problem solutions in full detail. Tutti offers two ways of doing so, both of which
teachers found useful (as described below): Annotated Snapshots (Fig. 2, right panel)
and Replay (Fig. 3). Both show a student’s stepwise attempts at solving a problem,
displayed in the tutor interface. Snapshots provide quick insight into which problem
steps were challenging, as indicated by the number of errors and hints, shown with icons
in Fig. 2. Replay steps through a student’s attempts including errors and hints.

Fig. 2. Deep dive screenwith information about an individual student, including areas of struggle,
list of solved problems, and an annotated snapshot of a past problem solution (right)

Fig. 3. Screen for replay of a student’s solution to one of the tutor problems
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4 Research Activities

To create Tutti we carried out a process of user-centered research and design, working
with a total of 20 teachers across a range of research activities. In the current section,
we describe the activities. In subsequent sections, we present the results.

1. Discovering teachers’ needs. We conducted needs finding and concept validation
exercises with six middle school math teachers from six school districts across the
United States during the Fall of 2020. Three teachers were teaching fully remotely
and threewere teaching in a hybridmodel (i.e., in-person instruction twodays aweek,
remote instruction three days a week). We conducted six sessions, each lasting one
hour per teacher. These sessions included semi-structured interviews and storyboard-
based speed dating exercises [26]. Afterwards, we used affinity diagramming to
reveal important themes in the teacher comments [10].

2. Refining the understanding of teachers’ needs. We conducted speed dating ses-
sions to solicit teachers’ feedback, preferences, and motivations [26], prompted by
a set of 10 storyboards. The storyboards depicted scenarios with possible dashboard
designs that varied along three key dimensions: (1) Whether the instruction is in-
person, remote, or a combination, (2) how examples of student work are presented
in the analytics tool: as a Snapshot, as Replay, or a Live Feed of a student’s screen as
they areworking in the tutoring software, and (3) options for teacher-student commu-
nication (audio, chat, or drawing on a shared representation of the student’s problem
interface combined with chat balloons). We also asked teachers what additional fea-
tures and improvements they would like to see, compared to the storyboards. We
clustered the resulting quotes to discover themes using affinity diagramming [10].

3. Scoping and implementing Tutti. Given that our needs-finding activities revealed
an almost desperate need on the part of teachers to be better informed of what
their students are doing during instructional sessions, we started implementing the
dashboard early on during the project. We pursued the most popular ideas, including
notifications of events in the learning software thatmight need the teacher’s attention,
and different ways of displaying instances of student work (Snapshots and Replay).
Over time, schools gradually started shifting back to in-person instruction, which
led us to prioritize features of the dashboard that were most useful for in-person
instruction.

4. Piloting an early implementation of Tutti in remote classrooms. As the imple-
mentation effort was underway, several opportunities arose (during 2020–2021) to
conduct a pilot study with an early version of the dashboard, as part of an unrelated
research project. Although only the overview screen had been implemented, we fig-
ured the Tutti could still be helpful. We asked the teachers who participated in the
study if they were interested in using it even though it was not yet in a perfect state.
All of them agreed. We used the dashboard with three teachers in three schools in
the US. One school was operating in a hybrid mode (with some students participat-
ing in-person and others joining remotely) whereas the other two schools operated
fully remotely. In all sessions (30 in total), students were assigned individual work
with algebra tutoring software. The teachers helped the students while the students
were using the software. Experimenters attended each session remotely to provide
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help where needed. Before the study, teachers worked through instructional mate-
rials about Tutti. During the study, teachers and experimenters had access to and
monitored the dashboard.

5. Testing hi-fi prototypes. We conducted a series of prototyping sessions with early
implementations of the dashboard to hone its design and usability. During these ses-
sions, we interviewed teachers as they interacted with the tool. Four math teachers
(grades 6 through 12) and one math director participated, with an average teaching
experience of 19 years. One teacher was in Taiwan, the rest were in the US. All par-
ticipants were asked to think aloud while performing 20 tasks using the dashboard’s
interactive capabilities. (The dashboard however was not updated in real-time during
this study.) They were asked to report any potential problems they noticed, if they
were to use it in class. We made many changes to the dashboard because of the
findings.

6. Conducting replay studies. As a final way of honing the design of Tutti we con-
ducted replay studies, that is, prototyping sessions duringwhich teachers experienced
some of the dynamic behaviors of the tool, though outside the real classroom envi-
ronment. To create the dynamic behaviors, we replayed log data from a class of
students (which captures their interactions with the tutoring software) through the
dashboard in real time. The tool would update as it would if it were used during the
real class session (cf. The Replay Enactments method [11]). In addition to testing
usability, the study focused on how teachers would use the dashboard information to
support their real-time decisions regarding whom to help. We also asked interview
questions about desirable features in the tool. Three math teachers participated, all
of whom had participated previously, with on average 19 years of teaching experi-
ence, teaching grades 7–12; one teacher taught special education classes. The data
that was replayed came from a 6th grade class of 11 students, collected during the
pilot study. As a result of the findings from this study, we made many changes to the
dashboard.

5 Results from Teacher Interviews

We present insights from the early need finding activities (Research Activity #1).

Learning Process: “I Wish I Could see What They’re Doing”. All participating
teachers described frustration when it came to identifying what students needed or how
they were doing. Several of them noted the value in being able to see students’ processes
and actions as they normally would in their classroom. Several teachers working with
MATHia (a commercially available tutoring system formathematics) described how they
used reports generated by the software and the software’s live dashboard to understand
if the students were working in the tutoring software, completed their assignments, and
were on track tomaster content. They expressed a need formore detailed live information
about what students were doing, as existing tools did not allow for remote monitoring.
They described requesting or sharing screenshots with students over email or asking
students to share their screens during individual meetings via teleconferencing software
as a form of remote monitoring. However, not all students would respond or engage in
one-on-ones with teachers.
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Real-Time: “I Want to Know as Soon as Possible”. Teachers wanted to get informa-
tion about students as quickly as possible, so that they could correct problems imme-
diately and provide timely praise. With remote instruction, teachers felt they could not
identify and correct problems immediately as was possible in their normal classrooms.
As a result, they could bemissingmoments of struggle until an assessment; some teachers
strongly preferred reaching out and reteaching content to students before they experi-
enced further frustration. Teachers also described missing the ability to quickly provide
praise and support. One teacher remarked, “Encouragement is a huge part of learning,
saying, hey, you’re moving in the right direction!”

6 Insights from Storyboard Study

We present insights gained from the study with storyboards, Research Activity #2 listed
above, which, as mentioned, focused on three aspects: Instructional context, displaying
instances of student work, and technology options for teacher-student communication.

Viewing Specific Instances of a Student’s Work is Valuable. Consistent with our
earlier findings and those from the Lumilo project [11], the participating teachers unan-
imously valued the ability to follow students’ processes in specific problem instances,
both current and past. They viewed the different display options (Snapshots, Replay,
Live Feed) as overlapping but complementary. The live problem view was deemed use-
ful primarily for remote scenarios, as it may enable quick feedback and avoids the need
for screen sharing by the student. Teachers felt that Replay (more so than Snapshots)
enables them to investigate a student’s challenges.

Time is of the Essence. Teachers (without prompting) evaluated whether the tool con-
cepts depicted in the storyboards would help them operate efficiently. They found Snap-
shots attractive because they give quick insight, whereas they questioned whether they
would have the time to use Replays or Live Feeds. Chat was viewed as the most efficient
communication method, provided it would be well integrated with the dashboard and
the tutoring software. The combination of Live Feed with drawing and chat was viewed
as an efficient combination for use in remote scenarios. In live scenarios, teachers said
they instead preferred to walk up to a student and talk.

Private Communications with Students are Highly Preferable. Consistent with past
work on Lumilo [11], teachers valued tool and communication options that would safe-
guard students’ privacy, in the sense that a student’s struggles would not be known or
visible to the entire class. For example, they did not want to show student names when
displaying a Replay or when displaying the full dashboard to the class.

Teacher Attention Might Help Increase Participation in Class. Some teachers stated
that students might be more motivated if they felt the teacher was keeping an eye on
them - which the dashboard might help them do. They thought it might help to send
“wake-up calls” (using chat or audio) to idling students or students misusing the system.
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Teacher-Student One-on-One Communications via Chat Might be Useful Espe-
cially for Remote Students. Teachers thought audio communicationwith remote learn-
ers would be natural; they unanimously felt “normal interactions” would be possible in
this manner (e.g., to redo a problem together with a student). One teacher mentioned that
the use of chat in in-person scenarios might support multitask helping (help one student,
write another; send a quick message and not interrupt students). They suggested having
pre-defined, easily-customizable chat messages.

7 Observations from Remote Classroom Piloting

During the remote classroom pilots (Research Activity #4), teachers’ activity with the
dashboard’s overview screen focused on checking which students were actively working
on the tutor. (The Deep Dive screen had not been implemented yet.) During fully-remote
sessions, many students had their webcam off, so teachers had no other easy way of
ascertaining this information. The need to know who is working during educational
technology use in fully-remote sessions has also been reported elsewhere [17]. The
study revealed a need for a communication channel built into the dashboard when used
for a remote or hybrid instructional mode, so teachers would not need a separate video
conferencing tool (e.g., Zoom) to talk to a student.

We also observed that teachers did not make use of the notifications displayed on
the dashboard’s overview screen. We did not observe any instances, for example, where
a teacher reached out to a particular student when a notification showed that the student
was struggling. In this remote teaching context, teachers appeared to be occupied more
with encouraging students to use the software and reaching out to students who did
not make much progress (which could be gleaned from the progress table better than
from the notifications) than reacting to indications of struggle. Indeed, during the study
sessions, the teachers and experimenters exchanged many private messages regarding
who is working on the software and who is not. This is not to say that notifications are
not useful. Rather, their utility may depend on context, such as remote/in-person, and
other factors (e.g., specific instructional goals teachers may have).

8 Key Design Features with Rationale

Following the storyboards, we narrowed our scope to focus on a smaller set of features
that we expected to be useful for teachers. As (so far) teachers valued both Snapshot
and Replay for in-class teaching, we decided to keep both, to further explore their
complementary strengths through higher-fidelity prototyping. We put the Live Feed
on hold, as the teachers said they would not use it often in person. Moreover, a live
view had already been explored in past research on Lumilo [11]. We also dropped the
communication options. Although some teachers saw use for them in live classrooms,
we prioritized the display of analytics. Within this scope, the main design features are:
(1) Two-screen design with easy navigation from class overview to student-level deep
dive, (2) dual representations of students’ status and recent behaviors (progress table
and notifications) and (3) two ways of viewing instances of student work (Snapshots and
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Replay). These features kept evolving during the subsequent activities (hi-fi prototyping
and replay study). In the current section, we provide more detail about these features
as they were at the end of the process. We also describe how they are grounded in data
gathered during our interactions with teachers.

8.1 Two-Screen Dashboard Design

As mentioned, Tutti combines an overview screen (see Fig. 1) that provides information
about each student in a class with a deep dive screen (Figs. 2, 3) that provides more
detailed information about any given student’s learning experiences. The information
on the overview screen may help teachers get an initial sense of which students might
need their attention (Fig. 1). To this end, the overview screen (a) summarizes progress
through the problem sets with a simple visualization, (b) summarizes each student’s
learning state with indicators adopted from Lumilo, and (c) presents notifications of
recent events regarding students’ learning.

The information on the deep dive screen helps a teacher gain further insight into
whether communication with the given student could be beneficial and what it might
focus on (e.g., what skills, problem types, or errors a student may be struggling with).
The deep dive screen may be a teacher’s sole source of information about a student’s
work in remote scenarios. The deep dive screen provides information about the given
student’s progress through the assigned problem sets (Fig. 2, top right), with more detail
available at the teacher’s request including information about a student’s skill mastery,
areas of struggle (i.e., skills with substantial practice but low mastery; see Fig. 2., top
left), and past problems (Fig. 2, bottom left). The problem list helps teachers gain insight
into what problems were difficult for the given student, with information such as counts
of errors, hints, and correct steps as well as the same indicators of progress and struggle
that are used on the overview screen. Teachers can filter the problem list by skill, to
select problem instances to inspect using either a Snapshot (Fig. 2, right) or a Replay of
the solution (Fig. 3), as described in more detail below.

Teachers can access a student’s deep dive screen in multiple ways, a design feature
that make it easier to follow leads gathered from information on the overview screen.
When the teacher clicks on a notification on the overview screen, the deep dive screen
is initialized with information relevant to that notification, namely, the problem set and
the problem the student was working on when the notification occurred. Similarly, when
the teacher clicks on a student listed in the overview screen, the deep dive screen shows
information related to that student’s current problem set and problem.

The two-screen design (with a class overview screen and student-specific deep dive
screen) is found in other teacher tools as well, including two dashboards used (like Tutti)
in conjunction with AI-based tutoring software, Luna [25] and Lumilo [11]. These dash-
boards share the same raw data—tutor interaction data—and use analytics derived from
that data. There are, however, some interesting differences regarding the information
displayed on these dashboards, which could be attributed to the different use scenarios
for which the dashboards were designed. For example, the overview screen of Luna,
which is designed to support lesson planning, provides class aggregates, which are help-
ful when deciding what topic or examples to discuss in class. By contrast, Tutti only
presents student-specific information on its overview screen, which is helpful when
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deciding which individual student to help. Further, where both Tutti and Lumilo present,
on their student-specific deep dive screen, areas of struggle and examples of student
work, Lumilo selects the examples for the teacher, whereas in Tutti the teacher has full
control over which past problem instances to inspect.

8.2 State-Based and Event-Based Overview of Students’ Learning

Although, on Tutti’s overview screen (see Fig. 1), there is overlap between the informa-
tion shown in the progress table and that captured in notifications, teachers preferred to
have both representations. They use them for different purposes, and different teachers
tend to rely to a greater or lesser extent on the notifications. In remote scenarios, the
progress table shows which students are working with the tutoring software at any given
moment, information they could not ascertain easily in other ways. The progress table
also shows the current indicator values for each student.

The notifications draw teachers’ attention to recent events. They are generated when
there is a change of status in an indicator variable for a given student (e.g., a student
enters the “idle” state or satisfies the definition for struggle). They also change (and
are then displayed again at the top of the list) when a status has existed for a certain
threshold amount of time. The notifications show how long the status has persisted
(e.g., how long the student has been idle), the student, the problem set, and the specific
problem the student is working on. Teachers can sort the notifications by student name
or recency and can filter the notifications by student, type, or skill. Filtering and sorting
can help teachers identify students who need help, as indicated by recent notifications,
or simply go student-by-student to check on each student. Filtering by notification type
makes it easy to view (say) all the struggle notifications and check whether they occur on
similar math problems, or to identify all idle students and perhaps address all of them at
once. Filtering the notifications by skill helps to ascertain whether there are class-level
problems related to any specific skill. (Perhaps a brief mini lecture to the whole class is in
order.) Some teachers mentioned that the notifications could help them get students back
to work quickly (e.g., when there is no strong evidence of struggle, only an idle indicator
or system misuse indicator). One teacher indicated they wanted the notifications to be
always visible (i.e., on both the deep dive and overview screens).

8.3 Snapshots and Replay to View Examples of Student Work

Many teachers indicated that viewing specific examples of a student’s work is a key way
for them to discover what that student finds difficult. Initially, we thought of Snapshots
and Replays of student work as alternative designs for meeting this need; we expected
that teachers would gravitate towards one or the other. We found, however, that both
were attractive options to teachers, with Replay being slightly preferred. Although an
annotated Snapshot would appear to be faster (and time is of the essence, as discussed
above), an argument in favor of Replay, in the words of one teacher, is that it is more
like what you would see if you interacted with a student.

Snapshots take up more screen real estate, compared to Replay, as the problem steps
are annotated with “action icons” that represent each hint, error, and correct action (see
Fig. 2, right). The main challenges in designing the Snapshot screen were placing these
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annotations so they do not cover up the problem steps and showing the order in which
the student’s actions happened. We tried multiple concepts (e.g., numbering actions and
representing multiple similar actions with a single icon). However, showing a row of
single-action icons row seemed the most straightforward and easy to interpret. This
solution, however, communicates the order of student actions only for tutor interfaces
in which the order of problem steps is fixed (e.g., the equation-solving tutor shown in
Figs. 2 and 3), and not for tutor interfaces in which the order of steps can vary. At the
suggestion of teachers, tapping or hovering on an action icon is used as an intuitive way
to show specific errors or hints. We used the same color coding for hints, errors, and
correct entries in all parts of the deep dive screen. Snapshots (unlike Replay, for technical
reasons) can be applied to the student’s current problem, although without automatic live
updating. A “Full screen” option for Snapshots helps allocate more screen space, which
is useful for large tutor interfaces. The full-screen mode hides the student name, which
is useful when the teacher wants to project a problem solution for the whole class to
see and discuss. We also added a hide name button (top left, Fig. 2). Teachers strongly
wanted to maintain student anonymity when sharing student work.

Key design decisions in creating the Replay functionality were, first, to model the
controls after those often used in media players (e.g., video/music); second, to make
the bar draggable and minimizable so it does not obstruct the teacher’s view; and third,
to use a fixed duration for each replayed action (2s; teachers preferred this speed).
Teachers commented that they would use Replay for reviewing problem solutions with
students, individually or with the whole class. One teacher commented that they would
use Snapshots with the more advanced students, as doing so would be efficient, whereas
for less advanced students, Replay would bemore concrete and recognizable. During the
replay study (Research Activity #6) Replay was a popular feature, although teachers also
looked at Snapshots often and expressed a liking for them. Teachers suggested several
new use cases for Replay. One teacher thought Replay might help them get to know new
students more quickly. Another thought it might work as a homework tool for students
who are behind. Finally, one teacher suggested Replay together with recording a proof
of help might be used in parent-teacher conferences.

9 Discussion and Conclusion

Analytics-based support tools for teachers who run personalized classrooms with AI-
based software pose unique design challenges, yet there is relatively little general knowl-
edge regarding the design of such tools. To address this challenge, we created Tutti
through user-centered design and prototyping. Teachers found three main design fea-
tures to be helpful: A design with both a class overview screen and a student-level deep
dive screen, multiple views of data about a class of students (a progress table and noti-
fications), and two ways of looking at specific instances of problems solved by a given
student, either in the form of a Snapshot (with annotations that show hints and errors)
and a Replay of all student step attempts and hints.

The work adopts several design elements from Lumilo, a mixed-reality tool that
helps teachers help their students during self-paced, personalized learning [11], but is
also different. Tutti uses commonly available hardware (e.g., tablet computers). It adds
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interactive exploration of students’ learning experiences; it features multiple views of
student information, ways of quickly finding past problem instances where a student
struggled, and teacher control over which past problem instances to inspect. The work
confirms the value of the shared design elements and suggests there is value in the new
elements (e.g., Snapshots and Replay).

The work’s key contributions include new knowledge regarding the design of ana-
lytics tools for real-time helping of students during self-paced learning with AI-based
tutors, grounded in data about teachers’ needs. The work also contributes new insights
into teachers’ needs during self-paced technology-enhanced learning and how these
needs vary by context, such as whether instruction is in-person or remote. Further, the
work provides new insight into how the importance of design features of real time
analytics-based teacher tools varies by context. Regarding the generality of the work,
Tutti is designed for use with any tutor built within CTAT+ Tutorshop [3]. We tried out
Tutti with several tutors built within this infrastructure and found it can be useful with
them, although further generality testing is in order. More broadly, Tutti might be used
with any tutoring system that supports stepwise problem-solving practice and tracks
student learning of detailed skills. Perhaps some design features could be useful with
other forms of technology-enhanced problem-solving practice as well.

Although the design of Tutti is grounded in extensive data of teachers’ needs and
an early version was pilot-tested in remote teaching scenarios, more classroom piloting
with the complete tool is needed. A second limitation is that the design of Tutti is not
grounded in data about students’ needs and preferences. It may help to study these needs
for example through Holstein et al.’s multi-stakeholder iterative speed dating method
[12]. Finally, it will be interesting to test, in a classroom study how students’ learning
experiences and outcomes are affected when the teacher uses the dashboard (cf. [13]).

Knowledge regarding the design of support tools for teachers, such as that generated
in the current project, may have both practical and theoretical value: Practically, it may
serve as a foundation for future projects. Theoretically, it enhances our understanding
of how to harness the power of analytics for use by teachers in specific use scenarios.
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Abstract. This paper presents a design-based research which focuses
on the design and the evaluation of the Pyrates online application.
This serious game aims to introduce Python programming language
supporting the transition from block-based languages. The layout of
Pyrates’ learning environment is inspired from beneficial features of
block-based programming editors. In order to evaluate this design, the
application has been tested in eight classrooms with French 10-th grade
students (n = 240). Self-generated activity traces have been collected
(n = 69, 701) and supplemented by a qualitative online survey. The data
analysis shows that some of the design choices conduct to the expected
effects. The creation of a “programming memo” (synthesized documen-
tation) allows the discovery of algorithmic notions while offering a ref-
erence support for the Python syntax. The ease of copy-paste from this
memo limits keyboarding. The integration of a syntax analyzer designed
for beginners gives students a high level of autonomy in handling errors.
However, other choices have rather deleterious impacts. For instance, the
creation of a control panel for program executions proves to be dedicated
to a trial-and-error programming approach or to “notional bypassing”
strategies.

Keywords: Block-based programming · Text-based programming ·
Python · Scratch · Serious game · Design-based research · Learning
analytics

1 Introduction

Over the years, block programming has become one of the preferential modalities
for introducing computer coding to younger children [6]. Research has demon-
strated the benefits of this approach over the traditional introduction using text-
based languages [3,18,25]. At the same time, text-based programming remains
overwhelmingly used in high school and college contexts for more advanced com-
puter science instruction. This is even more true in industry, where languages
like Python and Java are ubiquitous [19]. Learners who started programming
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with blocks may therefore have to switch to text-based programming. How could
they be helped in this transition? This is one of the open questions occupying
the research field that focuses on introductory programming [14,16,24,26].

A way to assist them is to design intermediate digital environments offering
features that support the transition from one coding modality to the other. These
bridging environments are intended to be used transitionally before moving to
text-based development tools. Pyrates online application [20,21] was developed
with this objective. It’s a serious game [1] which aims at introducing the Python
textual language to high school students.

According to Brousseau [8], one of the drivers of learning is feedback from the
“learning environment”. He defined this learning environment (called milieu in
French) as the antagonistic system of the learner, the objects (physical, cultural,
social, or human) they interacts with. The Pyrates’ learning environment was
designed taking inspiration from block-based programming editors hoping to
take advantage of their features.

This contribution focuses on the evaluation of this design. Hence, the
addressed research questions are:

– RQ1: During classroom testing, do students adopt the designed features? If
so, how do they use them?

– RQ2: How do students rate these features regarding clarity and utility?

In this paper, the state-of-the-art related to block-to-text transition is first
presented (Sect. 2). Next, the design of Pyrates’ learning environment is outlined
(Sect. 3). Then, the methodology adopted to evaluate this conception is described
(Sect. 4) and the ensuing results are exposed and discussed (Sect. 5). Finally,
the conclusion is followed by some perspectives and extensions (Sect. 6).

2 State-of-the-Art

This literature review is divided into two parts. First, existing applications
designed to support the transition from blocks to text are presented. Secondly,
the results of scientific works analyzing the intrinsic differences between these
two kinds of environments are outlined.

2.1 Existing Applications

Several avenues based on digital applications have been explored to support
the block-to-text transition. Following Lin & Weintrop classification [16], three
types of environments are distinguished: one-way transition, dual-modality, and
hybrid.

One-way transition environments have two views. One view allows the
editing of programs using blocks, these programs being automatically converted
into a target textual language in the other view. This target language cannot be
directly modified, it can only be consulted and possibly executed by users. This
is for example the case of the EduBlocks application [10] which automatically
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Fig. 1. Examples of the three types of environments

translates assembled block-based programs in Python scripts (see Fig. 1-a). The
Patch environment [23] presents a similar operation based on Scratch blocks.

Dual-modality environments are structured in the same manner as one-
way ones. In addition, programs can be created or modified directly in the tex-
tual view. This automatically results in updating the program in the block view.
Existing implementations include PencilCode [5], which is aimed at learning
Javascript and more recently Python [2]. BlockPy [4] provides another environ-
ment dedicated to Python programming (see Fig. 1-b).

Finally, hybrid environments are combining blocks and text in a single
view. High-level structures (loops, conditionals, etc.) can be inserted by drag-
and-drop or from keyboard shortcuts. Expression-level code is introduced by
traditional text editing supported by auto-completion. Stride provides teach-
ers with an operational implementation for the Java language [14]. The freshly
released Strype [15] offers a “frame-based” environment dedicated to Python edi-
tion (see Fig. 1-c).
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With respect to this classification, there are actually two types of environ-
ments: those based on translation (one-way transition and dual-modality) and
those based on the fusion of modalities. Each of them has different objectives. On
the one hand, to support the transition on the syntactic and concepts transpo-
sition aspects. On the other hand, to temporarily hide the drawbacks of textual
languages while still benefiting from the advantages of blocks.

2.2 Advantages of Block-Based Environments: Synthesis
of the Research literature

Several authors [6,14,24] have analyzed the inherent differences between block-
based and text-based programming environments. Their most salient results are
summarized below.

Availability of a Command Catalog (ACC). Block programming environ-
ments present the user with a browsable “palette” listing all existing blocks orga-
nized thematically or conceptually. This allows novice users to discover new
concepts or to recall previously acquired ones. In text-based environments, the
existence and syntax of code structures must be well-known to programmers.

Reduced number of Significant Elements (RSE). Textual programming
languages are made up of many units of information (keywords, typographical
signs, etc.). This dense notation is an obstacle for novices because it can over-
whelm their working memory. Experienced programmers have learned over time
to interpret code in larger chunks. Blocks help to reduce the cognitive load of
beginners by showing them how to apprehend commands in wider parts.

Drag and Drop Composition (DDC). Composing programs by dragging and
dropping blocks limits the difficulty of typing and searching for typographical
signs on the keyboard. The purely mechanical act of typing the program text can
be a cognitive and motor obstacle for young learners. The need of keyboarding
adds cognitive distractions when correcting the inevitable typing errors.

Absence of Syntactic Errors (ASE). Block-based systems avoid most of the
syntax errors thanks to a global and constrained manipulation of the structures.
In text-based systems, these errors are numerous and the error messages are
generally unclear in their formulation. Interpreting these messages is a far from
trivial skill which takes a long time for novices to master.

Execution Control and Visibility (ECV). Block-based environments ease
control and improve visibility of program execution. They allow to highlight the
block being executed in order to make visible the correspondence between code
and action. They may provide a step-by-step mode (set speed, stop and resume
execution) or make apparent the current state of variables. These features, not
necessarily found in text-based environments, offer to beginners a better under-
standing of programs execution.

The above comparisons are based on basic code editors. However, some edu-
cational text-based environments, like PyScripter [22], offer facilitating features
such as syntax highlighting, automatic completion, or syntax checking during
typing which can help to reduce semantic errors and to limit keyboard input.
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3 Design of the Learning Environment

This section reports on Pyrates’ learning environment design. The presentation
is based on Fig. 2 which shows the graphical interface and the different areas of
the application.

Fig. 2. Different areas of Pyrates’ graphical interface.

This online application consists of a platform game allowing to control a
character using a Python program. This avatar must accomplish various play-
ful objectives. The different levels of this game were designed by implementing
the constructivist paradigm which is based on Piaget’s psychological hypothesis
about adaptive learning [17]. In this way, the algorithmic notions at stake in
each level are not explicit but are made necessary by the game problem to be
solved. Brousseau [9] qualified these kind of learning situations as “adidactical
situations”. For the sake of brevity, the game levels’ design will not be studied
in this paper.

The conception of Pyrates’ learning environment is presented below. It was
designed grounding on the research findings described in Sect. 2.2. Therefore,
the features of block programming environments (ACC to ECV) have been
incorporated hoping to take advantage of their benefits.

First, a fixed sidebar was created on the left side of the screen contain-
ing, among other elements, a programming memo (see Fig. 2-b). This area is
inspired by the command catalog present in block-based environments (ACC).
The memo contents are classified by concepts (basic concepts, variable, condi-
tional, for loop, and while loop) and are accessible by clicking on the different
blue buttons. The exposed concepts have been chosen in coherence with the
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French mathematics and computer science curriculum. In an effort to guide the
students in the exploration of this memo, mouse hovering on a button changes
its title by giving an idea of the usefulness of the notion. For example, “variable”
becomes “Store information in memory”.

Fig. 3. Two extracts of the programming memo side panel

Clicking on a button causes a side panel appearance detailing the concept in
sub-notions (see Fig. 3). Each sub-notion is explained and then illustrated by a
translated generic model and example. These two programs are expressed
both in Python and Scratch languages. Indeed, in France, programming is mainly
introduced at lower secondary school using the Scratch block-based language. In
this transitional context, Scratch translations of these text-programs are pro-
vided. The presence of the Python generic model and its Scratch equivalent is
intended to help the learners reducing the number of significant text elements.
The goal is to foster the apprehension of Python programs in chunks and not
element by element (RSE). For example, in the simple repetition case (see Fig. 3-
a), students should focus on the number in brackets and consider the rest of the
code as a single aggregate.

To limit keyboarding, each piece of Python code is accompanied by a copy
button. The goal is to encourage the practice of copy-paste to the text editor (see
Fig. 2-e). This usage is a kind of substitute to the drag-and-drop characteristic
of block-based environments (DDC).
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Despite these design efforts, it seems presumptuous to consider the disappear-
ance of syntactic errors (ASE). Since interpreting error messages is a hindrance
for novice programmers, the learning environment has been enhanced with a
research-based syntax analyzer especially designed for beginners [13]. This
module parses the Python code before interpreter execution. It formulates error
messages in users’ language (only French and English are currently set up) and
in a practical register which novices can understand. Moreover, these messages
has been marginally amended according to the programming memo terminol-
ogy. Thus, when a syntax error occurs, an enhanced message is displayed in the
console area of the interface (see Fig. 2-d) and the involved code line is red high-
lighted in the code editing area. An error-free program does not mean that the
code is interpretable. Semantic errors (e.g. related to typing) may still appear
during interpretation.

Finally, a control panel was created (see Fig. 2-c) to improve the supervision
of execution (ECV). Users can thus launch and stop program execution and
adjust its speed using a slider which changes the speed of characters movements
by acting on a multiplying factor. This factor is set to 1 (tortoise) at the launch
of the game and can go up to 3 (hare). The visualization of the execution (ECV)
is ensured by the highlighting of the executed line in the code editor area. In
this way, the correspondence between code and current action is apparent.

4 Methodology

This section describes the methodology used to evaluate the design choices
exposed in the previous section. This methodology relies on field experiments
in classrooms. The Pyrates software was tested in eight high school classes in
France (10th-grade: 14–15 years old). The 240 involved students were Python
beginners.

The students used the application during two or three sessions of 55min
each, one or two weeks apart, depending on the class. During the first session,
the application and its functioning were quickly introduced before letting the
students use it independently during the remaining time. The teacher was asked
to intervene only on students’ request, or when they had been stuck for a long
time. When the teacher interacted with a student, they had to report the content
of the given help (application, game, syntax, semantics, notion, other) by clicking
on buttons in a reserved frame of the application (see Fig. 2-f).

During these sessions, the application traces the interactions of the students
with the learning environment: consultation and copy-paste of contents, syn-
tactic and semantic errors, helps brought by the teacher, launched programs,
manipulation of the control panel, etc. These activity traces are automatically
generated according to the students’ behavior and then exported in a standard-
ized xAPI format [12]. This data are completed by an online survey filled in
by the students at the end of the experiment. The purpose of this survey is to
collect their qualitative point of view on the application.

Consequently, this study data set consists of 69,701 activity traces and 224
survey responses (some students were unable to answer for technical reasons). It
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was analyzed in an automated way by means of Python programs. Data manip-
ulation and processing relied on Pandas library, graphs are generated by Mat-
plotlib and Seaborn libraries. In an open science approach, the data and the code
that led to this paper’s figures are shared in an online notebook [7].

5 Results and Discussion

The choices described in Sect. 3 have been evaluated by analyzing the students
activity traces. In this study, the following traces were taken into account: con-
sultations of the memo, copy-paste from the memo to the code editor, errors
detected by the syntax analyzer and by the interpreter, syntactic and semantic
aids given by the teachers during their interventions, manipulations of the speed
cursor, and chosen speed during the programs’ execution.

Fig. 4. Consultations and copy-pastes of the Python memo by level

Let us look at programming memo usage. First, Fig. 4-a shows that this memo
is frequently consulted by students. It can be noticed that, like the catalog of
block-based environments, it supports the discovery of notions. Indeed, each time
a new notion is involved in a level (lev 1, lev 3, lev 4, and lev 8), a great variety
can be found in the consulted notions. This appears to be the manifestation
of a research process. When the concepts have already been used (lev 2, lev 5,
and lev 6), the consultation seems to be more focused on the concepts at stake.
The hypothesize can be stated that, in this case, the students need to remember
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concepts’ implementing syntax. This reminds the recall function of the block
catalog.

Figure 4-b allows to assert that the students almost systematically use the
copy-paste function when implementing a notion. Each time a notion is involved
in a level, there is, on average, at least one use of copy-paste associated with
it. Except for the notion of variable which has a much simpler implementation
syntax than the other notions. This practice is similar to the drag-and-drop of
blocks, and is able to limit keyboard input and help establish code structures.

Fig. 5. Errors detected by the application and teacher helps received by students.

Considering errors analysis, the examination of Fig. 5-a shows that syntactic
errors (issued from the syntax analyzer) are numerous and in a much higher
proportion than semantics ones (issued from the interpreter). Looking at the
aids provided by the teachers (see Fig. 5-b), it is remarkable to note that the
interventions related to the syntax are very rare. Actually, there is one interven-
tion for every thirty to forty syntactic errors in the first four levels. The students
are therefore presumably able to adjust their syntax-erroneous code thanks to
feedback from the environment, without asking the teacher.

Fig. 6. Results extract from the student survey (score distribution and median).

The traces generated by the application give quantitative insight concerning
the use of the memo and the occurrences of the error messages. To go further,
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these analyses can be qualitatively completed by the survey results. The students
had to evaluate several aspects of the application by placing cursors between two
extremes (“Not clear” - “Very clear”, “Not useful” - “Very useful”), which had the
effect of generating a score between 0 and 100. The survey included questions
related to the Python memo and the error messages. Figure 6 presents the scores
distribution (density) and median for the these questions.

In addition to being extensively consulted by students, the memo’s explana-
tions are considered as clear by the majority of them (see Fig. 6-a). Despite this,
a group of students can be distinguished around the score of 30 for whom these
contents are more confusing. The comparisons with Scratch are judged as useful
or even very useful by the great majority of the students (see Fig. 6-b). Finally,
the error messages, which we have shown to foster to students’ autonomy, are
also deemed to be clear by the largest number of respondents.

Fig. 7. Data concerning the execution control by level.

Let us now evaluate the use of the program control features. According to
Fig. 7-a, there is a very large number of programs run on average per student.
Many of them are erroneous, suggesting that students are adopting a trial-and-
error programming approach. Numerous correct programs are also launched,
which shows that students progress through the game levels in incremental inter-
mediary steps. Program stops are scarce. It is possible to distinguish two types
of behaviors depending on the way the levels routes are generated. For a first set
of levels with fixed non-random routes (Lev.1, Lev.2, Lev.6, and Lev.7), students
use on average between fifteen and twenty launches and almost no stops. In lev-
els containing random-based routes which change with each run (Lev.3, Lev.4,
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Lev.5, and Lev.8), students tend to use more launches and to stop some of
them. For these random-levels some students adopt a transient operating mode
consisting of a series of launch-stop actions until they obtain a random route
configuration suitable for their program. This strategy, which can be coined as
“notional bypassing”, makes it possible to succeed at these levels without imple-
menting the algorithmic notions at stake. These notions are the coding structures
based on tests (conditional and while loop). This procedure has very little chance
of success because of the large number of different level random routes. These
students who remain at any costs in the playful domain are unwilling or unable
to enter into notional learning by exploring the learning environment seeking a
notion that might allow them to complete the level.

Finally, let us pay attention to the speed change cursor. It is on average rarely
used and decreasingly over time (see Fig. 7-b). Figure 7-c shows the distribution
(density) of launched programs’ execution speeds for each level. From level 2
onwards, the programs are almost all launched at the maximum speed (multi-
plying factor of 3). The trial-and-error and incremental programming approach
earlier described is consistent with this high execution speed. Indeed, three stu-
dents remarked in the open-ended field of the survey that “the character does
not move fast enough”. Nevertheless, a marginal practice can be noted in more
advanced levels (level 4 and level 5). It consists of returning to slower execution
speeds. Observations during the experiments indicate that some students need
to follow more easily the executed lines in a step-by-step action mode.

6 Conclusion and Perspectives

To conclude this contribution, its main results can be recalled. The Pyrates’
learning environment has been designed by incorporating block-based environ-
ments features that are thought to be beneficial to students. This design was
evaluated by analyzing students’ activity and answers to an online survey. Some
design choices have the following positive consequences:

– the programming memo is very frequently consulted by the students, it is the
support of the discovery and the recall of the concepts;

– the included comparisons with Scratch are considered useful by a large major-
ity of students, they should help the apprehension of Python structures in
larger chunks;

– copy and paste from the programming memo is widely practiced, this has the
effect of limiting keyboarding;

– the feedback provided by the syntax analyzer via “clear” error messages makes
it possible to correct the programs with very little teacher involvement.

The control panel should allow the students to better understand the execu-
tion of the programs. We note, very marginally, a reduction in the speed of the
character in order to follow the executions in a step-by-step fashion. However,
in general, it does not produce the expected results:
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– the program launch button is frequently used and the speed control slider is
very early set to the maximum in order to adopt a trial-and-error program-
ming approach which do not foster reflection;

– the button allowing to stop the executions is little used, and when it is,
it is mostly to try to succeed in some random-based levels using “notional
bypassing”.

Beyond these results, in comparaison with the applications presented in
Sect. 2, it can be stated that Pyrates allows to ease the block-to-text transi-
tion at the level of syntax and notions transposition (translated generic model
and example). The design environment also partially erase the inconveniences of
the text modality while profiting from the benefits of the blocks (programming
memo, copy button, control panel and syntax analyser). This application there-
fore offers an intermediate step, a kind of island, allowing a gradual progression
from the block bank to the text bank. However, there is still a step to go towards
a more classical practice of programming in Python using a text editor and a
command line interpreter.

These results must be considered in light of the limitations of the methodol-
ogy. Since the students were in a naturalistic context, it was difficult to maintain
totally similar experimental conditions between different groups, particularly
concerning the teacher’s activity and the temporal distance between sessions.
Moreover, reasoning only on averages allows to identify trends, but masks the
disparities of levels and practices between the students observed in classrooms.
Lastly, we did not have the opportunity to measure students’ actual learning
while playing the Pyrates game.

Finally, let us mention some perspectives that can extend this work.
Edwards [11] argues that beginners in computer science are more successful at
learning if they move from a trial-and-error approach to a “reflection-in-action”
practice. Therefore, it would be advantageous to modify the execution control
possibilities in our application in such a way as to force students to do less action
and more reflection. One way could be to limit the number of executions with
scores penalties. Furthermore, it would be interesting to exploit activity traces
using data mining algorithms in order to highlight different coding strategies
used by students. Clustering algorithms could also be used to identify different
student profiles.
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Abstract. The recent pandemic has forced most educational institu-
tions to shift to distance learning. Teachers can perceive various non-
verbal cues in face-to-face classrooms and thus notice when students are
distracted, confused, or tired. However, the students’ non-verbal cues
are not observable in online classrooms. The lack of these cues poses a
challenge for the teachers and hinders them in giving adequate, timely
feedback in online educational settings. This can lead to learners not
receiving proper guidance and may cause them to be demotivated. This
paper proposes a pragmatic approach to detecting student affect in online
synchronized learning classrooms. Our approach consists of a method and
a privacy-preserving prototype that only collects data that is absolutely
necessary to compute action units and is highly scalable by design to
run on multiple devices without specialized hardware. We evaluated our
prototype using a benchmark for the system performance. Our results
confirm the feasibility and the applicability of the proposed approach.

Keywords: Affect detection · Action units · Emotion recognition ·
Privacy

1 Introduction

COVID-19 pandemic forced more than 1.6 billion learners out of school [31],
becoming the most challenging disruption ever endured by the global education
systems. In many countries, educational institutions were forced to move their
regular activities online, relying on remote teaching to continue their educa-
tion [16]. While the modality of education provision changed from physical to
online presence the teaching methods in use remained essentially the same. For
example, teachers often favored online synchronous classrooms (i.e., video con-
ferencing tools) over asynchronous activities, discussion forums, or group work.

Physical distancing and learning in isolation posed severe challenges for learn-
ers worldwide by hindering their study success [24]. In this context, making edu-
cation systems more resilient and less vulnerable to future disruptions became
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a compelling need. In particular, we have to reconsider how digital technologies
can support and better facilitate online and hybrid teaching. Digital education
technologies such as video conferencing tools and learning management systems
have made education more accessible and flexible. However, the modes of inter-
action respective systems implement remain unnatural for teachers and learners
as it requires them to sit behind a computer screen for long hours. Furthermore,
also communication in an online classroom has limitations. Teachers can perceive
the students’ affective states in a face-to-face classroom and notice when they
are distracted, confused, or tired. This ability is somewhat hindered in online
classrooms due to several limitations of the communication tools. For instance,
video conferencing tools only show a limited number of participants on screen.
Their images are displayed in small portions of the screen, leaving no space for
showing body language. Thus, teachers using video conferencing tools cannot
observe the non-verbal cues exhibited by the students. In addition, human com-
munication is multimodal by nature [18], and students and teachers need to use
a wide array of modes that go beyond the audio-visual support of the webcams
and microphones to interact with each other. Such peripheral devices fall short
in capturing and conveying non-verbal aspects of human communication such as
body posture, facial expressions, prosody and intonation, and physical proximity.
This poses a tremendous challenge for both teachers and learners and hinders
the teachers’ ability to give the classroom timely feedback. Thus, it potentially
leads to learners lacking guidance and motivation.

In the last decade, the technological leaps in artificial intelligence have paved
the way for novel human-computer interaction methods. State-of-the-art affec-
tive computing technologies can automatically recognize non-verbal cues such
as gestures and body posture [15], facial expressions [20], and speech intona-
tion [3]. Such technologies can alleviate the challenges of online education by
analyzing and aggregating many signals from the microphones and webcams of
learners, narrowing the communication modality gap between video conferencing
and face-to-face communication. Teachers who are equipped with such informa-
tion can alter their teaching strategy when needed, such as taking a break or
changing the course of the learning activities. Moreover, they can adapt their
teaching styles and course structures based on data.

Despite apparent benefits, affective computing systems are not without any
risks. Debatably, the most critical threat is the invasion of learners’ privacy
[6]. Therefore, it is imperative to design such systems in a way that ensures
the protection of the same [9]. The designs must adhere to privacy and data
protection regulations and must employ privacy-by-design principles [23]. These
principles include practices such as purposeful data collection (e.g., collecting and
sharing only the data relevant to the teacher), clearly informing the subjects of
the method, asking for consent, and using anonymization and aggregation to
avoid tracing the data back to individuals.
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To address these challenges, we seek to answer the following research question.

How can we enable teachers to sense the affective states of the classroom in
online synchronized learning environments in a privacy-preserving way?

This paper addresses these challenges by proposing a pragmatic approach to
detecting student affect in online synchronized learning classrooms in a privacy-
preserving and highly scalable manner. We present Sense the Classroom - Live
(STC-Live), a research prototype that addresses these challenges and can run on
many different end-user platforms, thus not requiring costly specialized equip-
ment. Moreover, we evaluate the prototype’s performance.

The remaining of this paper is structured as follows. First, Sect. 2 presents
the background information on emotions, emotion recognition, and privacy-
preserving design in the context of learning. Then, in Sect. 3, we describe the
details of STC-Live and the evaluation procedure. Next, Sect. 4 presents the
results of the system evaluation. Finally, in Sect. 5, we discuss the results, reflect
on them, and conclude our paper.

2 Background

2.1 Emotions and Emotion Recognition in Learning

Emotions are complex reaction patterns involving experiential, behavioral, and
physiological elements by which humans attempt to cope with a matter or event
[1]. Ekman defined a set of ‘basic emotions’ [11] as anger, disgust, sadness, hap-
piness, fear, surprise, and neutrality. The primary emotions are universal in
how they are expressed and perceived. More complex emotions are nuances or
combinations of the basic emotions. A similar term, affective state, refers to
longer-lasting emotions and moods. Several studies exist that define affective
states in the context of educational sciences [27]. Some of the affective states
relevant to educational sciences are engagement, concentration, boredom, anx-
iety, confusion, frustration, and happiness [8]. Students’ emotional states affect
their learning experience by influencing their motivation to learn, engagement,
and self-regulation [25]. Many studies report pieces of evidence of a relation-
ship between emotional states and learning experience. For example, it is shown
that enjoyment and pride positively predicted academic achievement, while the
opposite holds for emotions like anger, anxiety, shame, boredom, and hopeless-
ness [28]. The affective states can be perceived by observing nonverbal cues, e.g.,
gestures, body posture, micro-expressions, and activities such as not actively
listening or looking away. Therefore, in recent years, affective computing in edu-
cation has received widespread attention from researchers [32].

There are many methods and tools to measure emotions in online learning
environments [17] that can be categorized into three different areas: psycholog-
ical, physiological, and behavioral [13]. The psychological measurement meth-
ods are based on the self-reporting of emotions, e.g., questionnaires such as the
Academic Emotions Questionnaire (AEQ) by Pekrun et al. [26], and self-report
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systems such as emot-control [14]. The physiological measurement methods use
sensors to collect signals from the skin, heart, etc. This method requires specific
instruments and sensors, making it challenging to use in an online setting [17].
Lastly, the behavioral measurement tools use behavioral expressions to measure
emotions in, for example, natural language [10] and facial expressions. Exam-
ples in the literature include a system that detects boredom and lack of interest
using eye and head movement [19] and a method that uses eyeball movement
and head gestures observed from the real-time feed of the students’ web cameras
to estimate the corresponding concentration levels [30].

2.2 Facial Expressions and Action Units

Facial expression is one of the most effective channels humans use to commu-
nicate their emotions [20]. Many studies have documented that basic human
emotions are expressed and recognized universally across cultures [21]. Emotions
are expressed in the face by combining multiple muscle movements and contrac-
tions, i.e., action units (AU). Researchers have developed systematic approaches
to categorize and decode action units [12], and such practices have formed a solid
basis for automated facial emotion recognition [20].

Table 1. The 20 AUs as classified by the AU detection step of STC-Live

AU1 AU2 AU4 AU5 AU6

Inner Brow
Raiser

Outer Brow
Raiser

Brow Lowerer
Upper Lid
Raiser

Cheek Raiser

AU7 AU9 AU10 AU11 AU12

Lid Tightener Nose Wrinkler
Upper Lip
Raiser

Nasolabial
Deepener

Lip Corner
Puller

AU14 AU15 AU17 AU20 AU23

Dimpler
Lip Corner
Depressor

Chin Raiser Lip Stretcher Lip Tightener

AU24 AU25 AU26 AU28 AU43

Lip Pressor Lips Part Jaw Drop Lip Suck Eyes Closed
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2.3 Privacy in Learner Emotion Detection

Scheffel et al. [29] identified data privacy as the most critical factor for users’
trust in systems processing learner data. According to Drachsler & Greller [9],
“there are hesitations regarding, among other things, [...] violation of personal
privacy rights; [...] intransparency of the learning analytics systems; [...] the
impossibility to fully anonymize data; safeguard access to data; and, the reuse
of data for non-intended purposes.” For this reason, they conclude, among other
aspects, that learner data needs to be “anonymize[ed] as far as possible”.

Research on achieving privacy for the specific use case of emotion detection
is sparse. Past publications mainly focused on achieving privacy at the machine
learning stage by minimizing the possibility of extracting sensitive information
from neural networks while maximizing their ability to recognize human emo-
tions [22]. The vector representations produced by these networks are aimed to
be sent over the network for downstream classification.

It is debatable what exact types of vector representations are appropriate for
preserving privacy in online learner emotion detection, as many representations
allow at least for linking attacks. Nonetheless, acquiring vector representations
which contain only the data which is absolutely necessary for detecting affect on
the client-side and then transferring these to a server for downstream classifica-
tion reduces sensitivity of the stored data by a large degree. This contributes to
preserving the privacy of the classified individuals.

3 Method

In this study, we designed and developed a software prototype that detects the
students’ affective states in online synchronized learning environments. This
section details the proposed system architecture, the collection, storage, and
processing of the data, including the action unit detection method based on
machine learning. Finally, we report the evaluation of the proposed system.

3.1 System Architecture

STC-Live is a web-based affective learning analytics platform. It uses machine
learning models embedded inside the web browser to extract data from the user’s
webcam without transmitting or storing any video data. Only the outcomes of the
machine learning process (i.e., numerical representations of the facial expressions)
are transferred to the server, stored inside a database, and displayed to the teacher
in an aggregated manner. Additionally, the platform offers a dashboard that visu-
alizes the collected data in real-time. As an open-source project, it can be used as
a starting point for similar study designs and adapted for specific requirements.

3.2 System Overview

The system comprises three main components: a) the student-side component
that runs on student computers for data collection, b) the server back-end
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Fig. 1. The system architecture of STC-Live.

component that receives, stores, and forwards the data to the teacher, and c)
the teacher-side component that allows session handling and access to the ses-
sion data (see Fig. 1). The teacher- and student-side components are accessible
through a website hosted on the server back-end. This approach ensures multi-
platform compatibility without the need to develop and maintain separate code
bases for different platforms. From the user’s perspective, web-based programs
are also more trusted than their native counterparts, as browsers limit the capa-
bilities of web-based programs (e.g., restricted file access, asking users to allow
camera/microphone access).

3.3 Student-Side Component: Data Collection

The student-side component is a JavaScript program that runs inside the web
browser. It periodically takes an image from the webcam’s video feed, which
is then used as input for the machine learning pipeline. The machine learn-
ing pipeline transforms the images into numerical values representing the facial
action units. Consecutively, the numerical values are converted into JSON
(Javascript Object Notation) format that contains the following information
for each time interval; the prominent emotion detected, timestamp, a list of the
spatial coordinates of the 68 facial landmarks, and a list of 5408 Histogram of
Oriented Gradient (HOG) values. This JSON object is sent to the server-side
tool (back-end) via a WebSocket connection. The images themselves are neither
stored nor transferred, therefore avoiding any risk of a privacy breach. The fre-
quency of data collection is configured on the server-side, taking into account the
time required to generate a JSON data point. Our recommendation to ensure
reliable data collection is for the worst-performing student computer to be used
as a baseline for this interval. We evaluate the performance of the data collection
tool on different sets of hardware (Sect. 3.6).

Machine Learning Pipeline: The student-side component incorporates a
machine learning pipeline (see Fig. 2) that consists of three different neural
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networks provided by FaceAPI, a commonly used computer vision library for
face detection and emotion recognition. Specifically, the pipeline comprises the
steps of i) face detection, ii) landmark identification and facial emotion recog-
nition, and iii) AU classification. The first two steps use the following models
provided by the FaceAPI; ssdMobilenetv1, faceLandmark68Net, and faceExpres-
sionNet, and the third step uses the Py-Feat AU classification model [4].

The face detection step uses ssdMobilenetv1, which was trained on the
WIDERFACE - dataset [33], and is used to detect the faces on the given image.
The model calculates the location of every face and returns a bounding box for
each face and a confidence probability associated with the bounding box.

The landmark identification and facial emotion recognition step use faceLand-
mark68Net and faceExpressionNet simultaneously. The faceLandmark68Net is a
lightweight landmark detection network that identifies the location of prominent
facial features, i.e., landmarks. It has been trained on approximately 35.000 face
images, and it recognizes 68 unique facial landmarks on a given image of a face.
In contrast, the faceExpressionNet constitutes a Convolutional Neural Network
(CNN) that takes an image as an input and returns the predicted emotion.

Fig. 2. The pipeline of AU detection. The steps with an asterisk (∗) are non-
deterministic methods of machine learning algorithms with different performance accu-
racy measures.

The AU classification step uses the pre-trained Support Vector Machine
(SVM) model provided by the Py-Feat [4]. The model receives two vectors as
input: the facial landmarks, a (68 × 2) vector of the landmark locations, and
the HOGs, a vector of (5408 × 1) features that describe an image as a distri-
bution of orientations [7]. The model’s output is a list of the AUs classified
as present among the 20 possible AUs (Table 1). Pre-processing the image is
required for alignment with the input format used for training the classifier [2].
The pre-processing, in summary, consists of the following steps: cropping, resiz-
ing, alignment, and masking. In the initial stages, the detected face is cropped
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from the initial image and resized1. Respectively, the detected landmarks are
projected in the new image. In the following steps, the cropped face is aligned
using the positions of the two eyes and rotating the image so that the line that
connects them is horizontal. Similarly, as in the previous step, the detected land-
marks are rotated respectively. Lastly, the face is masked using the positions of
the landmarks. The vector of the HOG values of the pre-processed image is
calculated using eight orientations, 8 × 8 pixels per cell and 2 × 2 pixels per
block. STC-Live saves the vectors of the HOG values and the landmarks of the
pre-processed image, but not the camera image itself, reducing the amount of
possibly sensitive data. The data can be used as inputs to the SVM classifier to
detect the AUs.

3.4 Server Back-End Component: Data Storage and Transfer

The server-side tool is a Node.js program that functions as a back-end for the
distributed system. It receives periodic updates from the student-side component
and stores the contained data in a MongoDB database. The current status of
all participants of an individual session is bundled and periodically sent to the
teacher-side component for visualization. The back-end can run multiple sessions
simultaneously, making it possible to have a shared instance. When a new session
is created using the web interface, the back-end creates a 12-digit session key,
which the students use to enter a session. Access to the session data is only
granted to the creator of the session, i.e., the host. The server can be configured
to either automatically delete all session data shortly after a session has ended
or keep the data in the database for the after-the-fact review. The resource-
intensive computation through neural networks is done solely on the students’
machines, so the system is highly scalable. It can handle several hundreds of
participants in multiple sessions, even on weaker server hardware.

3.5 Teacher-Side Component: Session Management

The teacher-side tool is a JavaScript program that runs inside the teacher’s
web browser. It connects to the backend via a WebSocket connection used to
control the session and receive periodic updates from the back-end. Users can
create sessions through a web interface. The session host is granted access to
a web-based dashboard that contains real-time information about the current
participants’ states, such as the detected affective states, as well as the control
elements to invite new participants, download all corresponding data, or close
the session. Sessions without active participants are automatically closed after
a configurable delay.

3.6 System Evaluation

To evaluate the actual performance of our prototype, we created a benchmark
scenario that uses the same machine-learning pipeline to extract data from the
1 The size used is 112 × 112.
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webcam video feed but does not transmit the extracted data to the server. We
decided this to ensure that the performance measurement is accurate and not
influenced by the stability or speed of the connection to the server. As the
machine learning process is by far the most resource-demanding task for the pro-
totype, the results should indicate the overall system performance. The bench-
mark scenario consisted of 1000 executions of the pipeline, with a new image
being passed to the pipeline every second. We measured the time it takes to
process the facial data, emotion, and landmark recognition and generate the
HOG features, but not the AU detection from these data points as the latter is
performed on the server-side. We recorded a video clip of a face moving around
to create challenging - but not impossible - situations for face detection. We then
tested the actual performance of the system using this pre-recorded video clip2

on different computers with varying hardware, operating systems, and browsers.
We tested the platform on all hardware configurations that were available to us.
We have shown that it’s feasible to run our platform on lower-end hardware with
a status interval of one second, the status interval can be shorter on higher-end
hardware.

4 Results

While a correlation between the response time and the systems clock rate and
memory size can be shown, performance depends on additional factors such as
L1, L2, L3 cache, thermal design and processor architecture. We therefore also
report the performance testing results on real hardware configurations. Figure 3
shows a violin plot of the benchmark results, i.e., the distribution of the time
required for each pipeline iteration on each computer. The specifications of the
computers are listed below the device names. Each graph displays a different
number of clusters indicating the concentration of the measurements within that
range. The density of the charts indicates a low variance in execution time, sug-
gesting consistent performance. The ThinkPad Yoga 370 and HP Envy x360 15
show occasional spikes of about 900 ms per run. The weakest performer among
the tested devices was the ThinkPad T420 running Ubuntu 21.10, with an aver-
age run time of 853 ms and occasional spikes to over 1 s.

For most computers, the average data processing time was below the 400 ms
mark, except for the ThinkPad T420, with an average time duration of 866 ms.
The time needed to initiate the data processing was left out for calculating the
average time. While the initialization may take some time, this can be easily
compensated for by starting the prototype before the actual teaching session.

Furthermore, we derived regression plots of the average time duration for
each device. The average time illustrates the dependent variable, whereas the
RAM and clock rate are the independent variables. As Fig. 4 shows, the amount
of RAM and the time needed for one pipeline iteration are negatively corre-
lated. With an increase in RAM, we observe a decrease in time duration, which
improves the device’s overall performance. The regression between the CPU clock
2 We used a virtual webcam for this purpose.
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Fig. 3. Violin plot for device performance

and the same execution time also shows a slight negative correlation, as shown in
Fig. 4. Unsurprisingly, the results show that better hardware leads to increased
performance and, therefore, a decrease in the time needed to run the pipeline
on a picture. The most important observation is that, with the scarce exception
of a small number of iterations on ThinkPad T420, all iterations finished under
a second, which successfully demonstrates the real-time operation capability of
the prototype.

Fig. 4. Average response time vs. hardware specifications
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5 Discussion and Conclusion

The forced shift to hybrid learning in most educational institutions during the
recent pandemic has affected the majority of learners and teachers throughout
the globe. In this study, we aimed to explore the ways to alleviate the challenges
posed by non-verbal communication limitations of synchronized online learn-
ing. Specifically, we designed STC-Live to automatically detect the learners’
affective states and communicate this information to the teachers so that they
can sense the overall affective status in the classroom and adapt their teaching
style to improve the students’ learning experience potentially. Furthermore, we
implemented a machine learning pipeline that processes the webcam feed of the
students to detect and extract facial expressions without the need to transfer
the images to a remote server, thus, preserving the privacy of the student by
design. The performance evaluation of the student component of the prototype
indicates that it can run on most modern computers without causing resource
bottlenecks. Moreover, the distributed architecture of STC-Live makes it highly
scalable.

With the continuous advances in machine learning and affective computing,
we envision many more automated methods being developed and used in practice
soon. However, to reap the benefits of these technologies while avoiding the
potential risks, researchers must study the underlying concepts from theoretical
and practical perspectives.

An essential concern regarding the use of affective machine learning technolo-
gies is the user’s privacy. From a student’s perspective, there are several concerns.
Emotions are highly personal. Therefore, recording and disclosing of emotions
can lead towards student profiling and eventually constitute a privacy threat.
Educational providers that consider using the proposed technology must inform
students and teachers regarding any attempt to analyze emotions automatically,
and they must seek students’ informed consent to carry out the analysis. From a
teacher’s perspective, such a data-intensive approach for measuring of the class-
room’s affective might backfire, as it could be used as an indicator to monitor
teachers’ performance and undermine their independence. Therefore, we caution
against the use of aggregate affective measurements as performance goals and
highlight the importance of using such information only for decision support to
improve students’ learning experience.

This study has implications for both research and practice. We described a
method and the implementation details of a prototype that can detect students’
affective states in an online classroom. Our method and the open-source pro-
totype can enable educational scientists to study the effect of affective states
in synchronized online education. The machine learning pipeline that we pro-
pose comprises a novel way of affective state recognition, which practitioners
can tailor to fit specific purposes. In practice, such a prototype can be used by
teachers in online courses that may alleviate the hardships posed by the lack of
non-verbal communication between the teachers and the students, potentially
improving the learning experience.
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Despite the aforementioned contributions, this study is not without limi-
tations. The first limitation relates to the accuracy of the system. STC-Live
incorporates a series of underlying machine learning models which can limit its
performance. Additionally, the privacy-preserving design of STC-Live makes it
challenging to measure the system’s accuracy as a whole. One possible way to
overcome this challenge is to conduct a separate experiment in which the partic-
ipants’ video data can be recorded and manually annotated by the researchers.
Only then can practitioners compare the system’s output against the ground
truth annotations created by the researchers. Additionally, the role of affective
states in learning must be explored by additional research. For instance, which
affective states are relevant, and how can we define them in terms of observable
non-verbal cues? The answer to these questions will help us improve the system
and communicate the information with the teachers in an optimal way.

Another limitation relates to the privacy of the system. The contribution
lies in the possibility to detect action units of students without ever collecting
any imagery of them. While not collecting any images of participants certainly
improves the privacy aspect of the system, the collected data (HOG values and
landmarks) can still be considered sensitive data. Furthermore, linking attacks
[5] could allow to identify participants using the stored data. To further improve
the privacy of the system, we plan create a model for action unit detection that
can be run in the browser, thus eliminating the need to send HOG values and
landmarks to the server.

In the future, we will continue our research in affective state detection in
learning. Specifically, we will examine how the affective states manifest as non-
verbal cues in online education settings. We will study how teachers and students
perceive the system, focusing on their preferences and concerns. Finally, a rel-
evant milestone for the proposed system is to evaluate its effect in multiple
courses.
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Abstract. The COVID-19 crisis emphasizes the importance of Self-Regulated
Learning (SRL), one of today’s most valuable skills, with which learners set their
learning goals, monitor and control their cognition, motivation, and behavior, and
reflect upon them. In the current experimental study, an intervention programbased
on short online interactive videoswas developed to promote SRL skills. This paper
presents the impact of the intervention on students’ use of SRL skills and grades.
It also explores four key pedagogical processes (teacher-student relationships,
collaboration, autonomy, and feedback) as mediators for SRL strategies use and
grades. The experimental and control groups were randomly assigned (N = 290
students, 18 classes, grades 7–12). Each teacher taught the same subject in two
classes for a month, an amount of time that allows intervention to take effect. One
of the classes participated in the video-based intervention program (experimental
group), whereas the other performed all activities but did not have access to the
videos (control group). Data was collected through an SRL and pedagogies usage
questionnaire, SRL video prompts, and knowledge tests and was analyzed using
the quantitative method. In addition to the theoretical contribution, a practical tool
has been developed for educators who wish to employ online SRL training.

Keywords: SRL - Self-Regulated Learning · Video-assisted learning · ERT -
Emergency remote teaching · SRL intervention program · COVID-19

1 Introduction

COVID-19 crisis has caused a shift to Emergency Remote Teaching (ERT), catching
many teachers unprepared for the transition and families not ready to monitor and facili-
tate daily home-based learning [34]. Despite the rapid adoption of online learning meth-
ods, teachers are expected to adopt practices that ensure successful online learning [56].
Scholars have discussed for a long time the factors that contribute to and inhibit effective
online teaching. These factors relate to students, teachers, the learning content, and the
learning environment [4, 5, 7]. Effective online teaching relies on several factors, includ-
ing flexibility in place, time, and pace of learning; collaboration between students and
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interpersonal communication; and feedback. Some factors that hinder online learning
include inadequate experience in online teaching, insufficient support for and feedback
to students; lack of motivation among teachers and students; and especially, insufficient
self-regulated learning (SRL) capabilities [13, 57]. SRL involves an active process in
which learners set learning goals, monitor and control their cognition, motivation, and
behavior, and reflect upon them [46, 64]. Zimmerman’s [63] cyclical model of SRL dis-
tinguishes three phases: Forethought, Performance, and Self-Reflection. Research has
shown that SRL skills can be taught and preserved over time [24] and that balancing them
as part of the learning process helps improve learners’ achievement and development
[46, 59, 64]. A study conducted during the outbreak of the epidemic among schools
found that students with SRL skills are less likely to procrastinate and perceive learn-
ing experiences more positively [35]. Studies emphasize the importance of developing
SRL skills in young adolescents who are in social, emotional, and academic growth
and experience further challenges [3]. SRL skills acquired by young adolescents play a
significant role in their lifelong learning abilities [51] and academic achievement [62].
These factors all encourage the development of these skills at an early age [20]. For
these reasons, SRL skills have become increasingly crucial in the pandemic-ERT [42].

1.1 Video Assisted Self-Regulated Learning (SRL) Training

All students can acquire SRL skills as they are not innate, and teachers can assist students
in becoming independent learners. Researchers have found that learners can developSRL
strategies through instruction and training programs regardless of the context in which
they are employed [23, 44, 46]. Learning can bemore effectivewhen students are exposed
to a technological learning environment that encourages them to pursue strategies to
become independent learners [61]. Accordingly, researchers have recommended that
SRL training be conducted with the help of online learning media, particularly video
[24, 37]. Although video usage has increased in recent years, few studies have examined
the use of video in SRL training [37, 48]. A preliminary study that implemented a
video-based SRL training program in online courses at a large online university in
Panama showed that students’ perseverance and achievementwere influenced by theSRL
strategies [30]. In this context, few studies have examined the integration of video-based
technologies into SRL training programs among young adolescents while emphasizing
the role of technology [24].

1.2 The Role of Pedagogical Processes in SRL Training

Teachers are crucial to developing learning processes and SRL skills in particular [50].
Teachers play a critical role in cultivating and developing SRL skills, in routine settings
and in emergencies, such as COVID-19 [12, 13]. By providing an environment that
facilitates shared learning and promotes SRL skills among students, teachers can also be
instrumental in promoting SRL skills among studentswithmedium-high SRL skills [55].
Pedagogical processes associatedwith SRL strategies in online settings included teacher-
student relationships, collaboration, autonomy, and feedback. Relationships between
students and teachers do more than support daily learning pursuits; they also promote
students’ motivation to become independent learners [58]. Additionally, studies have
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shown that teaching methods that support students’ autonomy can increase their moti-
vation for autonomy, academic engagement, academic achievement, the overall feeling,
and SRL skills [16]. Teacher feedback also gives students a significant opportunity to
reflect on what they have learned and still need to learn. It also helps close the gap
between current understanding and desired learning goals, which are crucial for SRL
[15]. Students who receive frequent feedback through conversation, comments, verbal
praise, and rewards aremore likely to develop their SRL [65]. Furthermore, collaboration
directly impacts a learner’s internalmotivation, hence their ability to learn independently,
and is considered an important external factor in online learning environments [18, 26].
While teachers are crucial to developing these skills in children, the subject is so vague
for them that most do not attach much importance to learning these skills [60]. Thus,
few teachers teach SRL strategies to their students [31].

2 The Present Study

The current study aims to add knowledge on the role of video-based technology and
pedagogical processes in developing SRL skills among adolescents during ERT. To this
end, an online intervention program utilizing short videos was developed for second-
level education during COVID-19. The videos are intended to promote SRL skills. Based
on the literature concerning video-assisted SRL training and the role of pedagogical
processes in SRL training, a research model has been formulated (see Fig. 1), which
consists of three questions:

RQ1. To what extent do (a) SRL training videos influence (c) students’ SRL skills and
(d) academic achievement?
RQ2. To what extent do (b) pedagogical processes influence (c) students’ SRL skills
and (d) academic achievement in an ERT during the COVID-19 crisis?
RQ3. Is there an indirect effect of the (a) SRL training videos on (c) students’ SRL skills
and (d) academic achievement through the (b) pedagogical processes?

Fig. 1. The proposed research model.
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3 Method

3.1 Participants

Nine Israeli teachers participated in the study, six of whom taught in Arabic-speaking
schools and three in Hebrew-speaking schools. Two hundred ninety students aged 12–
18 participated in the experiment, split into an experimental group (149 students) and a
control group (141 students). 66.9% (194) are Arabic-speaking students and 33.1% (96)
are Hebrew-speaking students (see Table 1).

Table 1. Study population (N = 290).

Arabic-speaking students Hebrew-speaking students Total

Experimental group 102 47 149

Control group 92 49 141

Total 194 96 290

3.2 Development of the Intervention Program

An online intervention program was created based on previous literature reviews and
empirical studies [e.g., 30, 38]. It was designed to be simple so that it could be
implemented rapidly in an emergency.

SRL Training Videos. It has been shown that in order to promote SRL, intervention
programs must be integrative and incorporate different aspects of learning. Interventions
that utilizedmultiple SRLstrategies (cognitive,metacognitive, andmotivational) showed
the highest effectiveness [9, 21, 46, 52, 53]. To learn about various strategies and their
implementation, learners should receive feedback on their learning strategies [9, 47].
Five videos were created to teach SRL skills included in previous intervention programs,
whichwere found to be effective: (1) Planning&Goal Setting, (2) TimeManagement, (3)
Checking for Comprehension, (4) Help-Seeking, and (5) Refection [11, 22, 29, 33, 38,
49]. The teachers also created an introductory video introducing the intervention program
to their classes. This video was created by each teacher using the same prewritten script.
Adding this extra video allows students to focus on one knowledge subject and link the
video content to their natural learning environment.

Scaffolding Support. Scaffolding support during computer-based training enables learn-
ers to advance their abilities [49]. For example, using guiding questions (prompts), learn-
ers are often asked to perform an activity while thinking about their actions [22, 49].
Hence, all video scripts contained questions encouraging students to self-thinking about
the content. Moreover, students were asked several questions at the end of each video
that encouraged them to reflect on their learned skills. The videos and questions were
distributed via different distribution channels, such asGoogleClassroom andWhatsApp,
according to the teacher’s preference.
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Pedagogical Processes. The program focuses on four pedagogical processes.

Teacher-Student Relationship. Teachers were asked to discuss their communication
expectations with students, including tools and time schedules. In addition, teachers
were instructed to encourage students to communicate without fear and in any circum-
stance during the intervention period. Of course, teachers were asked to be responsive
to individuals and groups.

Collaboration. The teachers were advised to promote group learning, create group
assignments, facilitate learning resource sharing, and encourage communication
between students on academic matters for consultation or assistance. Also, teachers
were asked to discuss and find solutions to questions raised by students.

Autonomy. Teachers were asked to offer students permission assignments - a wide range
ofwork topics and submission dates based on variousmaterials available to them (videos,
presentations, books, websites). It was also recommended that students choose how they
will learn (individually or in groups), the materials they will use, and additional learning
topics.

Feedback. Giving asmany types of feedback as possible is stressed, including individual,
group, class, written, verbal, numerical, as well as discussing performance in general.

3.3 Measures and Instruments

SRL Skills and Pedagogical Processes Questionnaire (SRL-PP). One part of the
SRL-PP questionnaire addresses SRL strategies, while the other relates to the use of
pedagogies: teacher-student relationships, collaboration, autonomy, and feedback.

SRL Skills. This section of the questionnaire measures how SRL strategies are applied
in the three phases of the SRL process as defined by Zimmerman (1998): forethought,
performance, and reflection. The questionnaire was constructed based on several ques-
tionnaires frequently used in studies related to SRL: OSLQ [6], OSRQ [17], SOLQ [38],
MAI & JMAI [54], and MSLQ [25, 45]. First, 29 questions with a Likert scale ranging
from 5 to 1 (strongly agree and strongly disagree) were included. Then, all question-
naire was translated into Hebrew and Arabic and tested by a sample of 8 students of the
appropriate age group.

Pedagogical Processes. This section is based on a previous questionnaire that examined
how students used pedagogical processes [36]. The section consists of 28 items divided
into four groups based on the pedagogies included in the study, with a Likert scale score
between 5 and 1 (strongly agree and strongly disagree).

Knowledge Tests. In order to measure academic achievement, knowledge tests were
composed by the teachers using psychometric rules. The pre-intervention test was
based on the content delivered in the month preceding the intervention, and the post-
intervention test was based on the content taught during the intervention. Teachers were
asked to test knowledge and understanding only, according to Bloom’s taxonomy [8].
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3.4 Procedure

In the current study, an intensive intervention was conducted for one month, determined
in the literature as an adequate period for achieving the study’s objectives [23]. Eighteen
classes in the 7th-12th grades participated in the study. For each teacher, two classes are
taught on the same subject. The classes were randomly divided into experimental and
control groups to evaluate the effectiveness of the intervention. The experimental group
participated in the video-based intervention program, while the control group performed
all the activities without having access to the videos. Students in the experimental group
were asked to avoid sharing the video with their schoolmates in the control group.

Teachers participated in online introduction sessions during which the research was
introduced, its goal was discussed, and the intervention course was explained. In addi-
tion, the teachers received training on writing questions for the tests based on accepted
psychometric principles. Each teacher was instructed to make an introduction video that
addressed the students in a personal manner in order to stimulate their interest in watch-
ing the intervention videos. Three stages of data collectionwere conducted: prior, during,
and immediately after the intervention. Data were collected anonymously, based on a
unique code assigned to each student by the teacher. Each teacher provided a separate
list of codes for the experimental and control groups.

3.5 Data Analysis

The data was quantitatively analyzed. Exploratory factor analyses (EFA) and confirma-
tory factor analyses (CFA) were applied to identify the appropriate models and their
suitability. Then, in order to answer RQ1, parametric and nonparametric tests were per-
formed to compare the experimental and control groups. In order to answerRQ2,multiple
linear regressions were applied to test the relations between pedagogical processes and
SRL skills and academic achievements, considering the variance of each other. Finally,
to answer RQ3, a path analysis was performed to examine the mediational effect through
pedagogical processes.

4 Findings

4.1 The Retrieved Components of SRL and Pedagogy Processes

Two EFA processes were conducted: one to explore the structure of the SRL model
out of the SRL questionnaire and the other to construct the PP model based on the PP-
usage-related items in the questionnaire. In both processes, the Principal Axis Factoring
method with an Oblimin rotation was applied, assuming factors are not orthogonal to
each other in both models.

SRL Skills. Twenty-nine items were entered into an EFA, yielding seven indicators of
SRL skills: (1) Metacognition (Forethought, Performance & Self-Reflection phases);
(2) Excellence orientation (Forethought & Performance phases); (3) Environment man-
agement (Performance phase); (4) Student teachers’ help-seeking; (5) Online help-
seeking; (6) Seeking social assistance (Except teacher); and (7) Peer-to-peer exchange
challenging. These factors explained 56.70% of the total variance.
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Theoretically, it could be assumed that there is a common factor regarding the help-
seeking skill. However, since the help-seeking-related items were not grouped into a
unifying factor, a repeated measurement was performed to determine whether the learn-
ers responded differently to these items. Indeed, learners’ responses to the relevant four
items were significantly different (F3 = 30.433, p < 0.001).

Pedagogical Processes. Twenty-eight items were entered into an EFA, yielding six
indicators of pedagogical processes: (1) Feedback; (2) Collaboration; (3) Autonomy;
(4) Student-to-teacher change suggestions; (5) Sharing concerns with the teacher; and
(6) Teacher-Student interaction frequency. These factors explained 66.36% of the total
variance. Statements relating to the teacher-student relationship and student-to-teacher
change suggestions statements have been grouped into unifying factors. Because the
factor failed to be statistically significant, they have been kept as stand-alone factors
(The Alpha-Cronbach value is relatively low, α = 0.462).

Confirmatory factor analyses (CFA) were conducted on items related to SRL skills
and on items related to pedagogical processes (post-intervention questionnaire). The
CFA supported a model with the seven factors mentioned above linked to SRL skills
and with six factors mentioned above linked to pedagogical processes (Fig. 2).

Fig. 2. The revised research model.

4.2 SRL Training Videos Effect (RQ1)

SRL Skills. A comparison was made between the experimental and control groups
regarding the differences in the SRL factor values between pre-and post-intervention.
As some of the SRL factors are ordinal variables, pre-and post-questionnaire results



66 G. Cohen et al.

were compared using the nonparametric Mann-Whitney test for independent samples.
Among all the factors representing SRL skills, no significant differences were found
between the experimental group and the control group. Thus, it was found that SRL
training videos did not influence students’ SRL skills.

Academic Achievements. The intervention’s effect on academic achievement was
examined by comparing the experimental and control groups regarding the changes
in knowledge test scores before and after the intervention. As a covariate, grades of the
same subject from the semester before the intervention were used to eliminate the effect
of students’ previous knowledge levels in the same subject. On a repeated measurement
test, in which the knowledge tests were compared before and after the intervention,
controlling the effect of the previous semester’s score, no difference between the exper-
imental and control groups was found. Hence, it was found that SRL training videos did
not influence students’ academic achievements.

4.3 Pedagogical Processes Effect (RQ2)

The first step in examining the impact of pedagogical processes on SRL skills and aca-
demic achievement was evaluating the differences between pre-and post-intervention
reports regarding the relevant factors and knowledge test results. Then, using regres-
sions with the Enter method, the prediction of the six differential variables related to
pedagogical processes was examined on each of the seven variables related to SRL
and the differential variable of knowledge test scores, eliminating the effects of the
intervention and previous semester score.

SRL Skills. The seven SRL skills (dependent variables) are presented in Table 2, as
well as the pedagogical processes affecting them. The analysis shows that at least one
pedagogical process predicts one of six of the SRL skills (Metacognition, Excellence
orientation, Environment management, Student teachers’ help-seeking, Online help-
seeking, and Peer-to-peer exchange challenging).

Academic Achievements. Data analysis revealed that none of the six pedagogical
processes predicted knowledge test scores.

4.4 Mediated Relations (RQ3)

Lastly, a path analysis was applied to compute the indirect effects of pedagogical
processes. The intervention program variable (experimental and control groups) and
the previous semester grade were predictor variables. The mediating variables were
the six differences between pre-and post-intervention of the pedagogical process vari-
ables. The outcome variables were the seven differences in SRL skills between pre-and
post-intervention and the difference between the pre-and post-intervention standard-
ized assessment scores. The results revealed that the indirect effect of SRL video train-
ing on SRL skills and academic achievement through pedagogical processes was not
statistically significant.
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Table 2. A regression analysis of SRL skills and pedagogical processes.

SRL factor R2 Predictors β P Value

Metacognition (Forethought,
Performance & Self-Reflection
phases)

.49*** Feedback .32 ***

Autonomy .17 ***

Teacher-Student interaction
frequency

– .08 **

Excellence orientation
(Forethought & Performance
phases)

.31*** Feedback .32 ***

Sharing concerns with
teacher

.10 *

Environment management
(Performance phase)

.44*** Feedback .45 ***

Collaboration .30 ***

Student teachers’ help-seeking .21** Feedback .57 **

Online help-seeking .19** Sharing concerns with
teacher

.25 **

Seeking social assistance
(Except teacher)

.13 Feedback .31 *

Peer-to-peer exchange
challenging

.14* Feedback .33 *

Collaboration .25 *
* < .05, ** < .01, *** < .001

5 Discussion

5.1 Measurement Model

Based on the questionnaire analysis, it was possible to develop a model that fits well into
the measurement of SRL skills. Besides identifying several literature-related factors,
such as metacognition & environment management [6, 38], a new factor was identified
which combined statements related to excellence orientation, a concept that the litera-
ture also discusses in the context of learning and training [19]. In addition, no unifying
factor was identified concerning help-seeking, unlike Jansen [38] and Barnard [6]. It
may be possible that even though there is a strategic basis for help-seeking in various
methods [39], the choice of source of help may have been determined by significant
differences between students; thus, the results were not combined. The significant dif-
ferences between the responses to the four statements relating to help-seeking support
this hypothesis. There may be room for refinement of circumstances where assistance
is needed [1, 2].

Another model that emerged from the data analysis provides a good fit for pedagog-
ical processes. Factor analysis grouped statements according to three pedagogies that
were encouraged during the intervention: feedback, collaboration, and autonomy. These
factors follow the literature [16, 26, 58, 65]. In addition, the statements relating to the
teacher-student relationship and change suggestions have been gathered into another uni-
fying factor. Even though it is reasonable to assume that willingness to suggest changes
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is related to the quality of the teacher-student relationship, we chose to examine these
variables separately for statistical reasons.

5.2 SRL Training Videos

Several studies have shown that SRL training programs can positively impact SRL skills
and performance [23]. Furthermore, over the last few years, researchers and educators
have viewed video as a rich and powerful training medium [14, 41]. In the current
study, however, the video-based intervention program did not directly affect SRL skills
and academic achievements. There are several possible reasons for this. First, the study
was carried out at the height of the COVID-19 crisis with frequent transitions from
distance learning to hybrid learning or cancellations of sessions. Teachers and students
had difficulty adjusting to these changes [5, 27, 56]. Learning and teaching patterns
were affected by these changes [40], and it is likely that these changes also affected
research engagement. Teachers play an essential role in implementing SRL strategies,
and encouraging them in this direction is vital [43]. Apparently, due to its complexity,
teachers found it challenging to participate in this period. Other reasons are the lack of
time for designing intervention material due to the crisis and variation in the teaching
platforms used by teachers. Uniformity in the educational platforms is important for
the implementation of the intervention and for monitoring the students’ and teachers’
progress. Further, the videos might have been more engaging had they been designed
within the context of the subject content [32] or had included further interactivity [10]
in addition to prompts.

5.3 Pedagogical Processes

This study confirms the strong link between pedagogical processes and SRL skills as
described in the literature. Specifically, feedback significantly enhances the use of SRL
strategies [15, 65]. Furthermore, both positive and negative effects of pedagogical pro-
cesses have been found on SRL skills, suggesting that the portion of activation and
use of these processes should be considered. A frequent teacher-student relationship,
for instance, as a substitute for a help-seeking strategy from other sources, may not
be conducive to developing these skills [1, 2]. Future research should investigate this
relationship and even identify the optimal integration.

While some pedagogies seem to be associated with some SRL strategies, no peda-
gogical processes were found to mediate the intervention program. In the study context,
it may be that teachers could not operate pedagogies effectively. Consequently, there
was no evidence of “pedagogical consumption”, and the intervention did not influence
such consumption. Also, an improvement in the measurement tool (the questionnaire’s
statements) might be required.

6 Limitations and Future Directions

The study was conducted from February to June 2021, during a challenging time for the
world and the education system in particular. Although this complexity may contribute
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to the small effect of the intervention on students, other reasons could include the fact
that the activity is not mandatory and has a low priority for both students and teachers.
Furthermore, the preparation period for the research was quite short. Future studies
should recruit more teachers and develop training programs that are further integrated
with the subject knowledge and embedded within uniform education platforms.

Like most studies in the SRL field, this study relies heavily on questionnaires [23].
Nevertheless, additional tools may be included to help gather new, more in-depth data
about SRL [64]. Other sources of information about student behavior might include
situational judgment tests (SJTs), diaries, learning analytics, and focus groups.

7 Conclusion

As a whole, the intervention program implemented in the short-term study did not result
in significant changes in student behavior or greater use of SRL strategies. The pandemic-
ERT period and other constraints (especially the length of the design process) may have
contributed to this outcome. Nevertheless, the study provided valuable insights into
research and training tools, especially in ERT. Moreover, the importance of teacher
feedback for developing SRL skills was also emphasized, so when planning a future
intervention program that supports teacher knowledge alongside students, assessment
for learning aspects should be taken into consideration [28].

The study observed low teacher involvement in research operations. Future research
should focus on strengthening the relationship with teachers, creating a supportive envi-
ronment for leading change, reflecting the benefit to teachers, and strengthening their
knowledge of SRL.

As for data collection andmanagement, it is worthwhile to collect real-time data from
learning management systems. When it comes to having different educational platforms
in different schools, it is worth considering a uniform system that is easy to use and will
allow real-time information.

One remaining question for future research is whether the intervention should be
directly related to the subject knowledge or bemore general like the one used in this study.
In addition, future research may address how to conduct SRL training in emergencies
with the transition between different modes of learning (physical classroom, hybrid,
distance learning).
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Education.
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Abstract. As a gamification element, virtual currency (VC) stands for
rewards that can be exchanged for virtual or real goods. While some
forms of reward-based gamification have been studied extensively, the
exploration of the impact of VC on learners is relatively scarce. In partic-
ular, there is a lack of studies investigating its effects in different learning
contexts. Since VC can evoke perception of benefits with positive impact
on course outcomes, it may be experienced as an extrinsic incentive. On
the other hand, VC can promote internalized motivation when awarded
for accomplishment of certain challenges. To bridge this gap we are con-
ducting a longitudinal study on the impact of VC on student motivation
and engagement in different contexts and with different types of learners.
The goal of this paper is to empirically investigate whether and how VC
can improve the engagement in out-of-class practicing of a certain pop-
ulation of learners in a gamified Discrete Structures course. The study
demonstrated a strong positive impact of VC on learners’ engagement
however VC exhibited no significant impact on students’ academic per-
formance and intrinsic motivation.

Keywords: Engagement · Motivation · Gamification · Virtual
currency · Case study

1 Introduction

Gamification, the use of game design elements in non-game contexts [5], has
become a promising strategy for enhancing learners motivation, engagement, and
performance. The driving insight of educational gamification lies in the promise
to transfer the motivational potential of games to non-game learning environ-
ments. While games use a variety of elements, the range of game elements used
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for gamifying learning is rather limited and is typically confined to reward struc-
tures based on points, forming the so-called reward-based gamification [17,22].
The usual types of rewards commonly include points, badges, and leaderboards
and rarely some less common rewards such as virtual currency. Previous studies
have shown that reward strategies can encourage learners to keep track of their
learning and performance since rewards can serve as indicators of progression
and goal accomplishment [25]. In discordance to its popularity, empirical research
on reward-based gamification paints a conflicting picture [6,27]: some find posi-
tive results [4], others find no or even negative effects, like a decrease in student
performance [20]. The emergence of such conflicting results is attributed to poor
gamification design [21] by some researchers, or to novelty effects by others [11].
In this context, extending the range of game elements used for studying reward-
based gamification can shed new light on the understanding of its mechanisms
and potentials for learning. Many games incorporate game design elements that
can be redeemed for unlocking or buying objects (e.g., new characters, tools,
weapons, stages). Utilizing rewards in such a way can enhance players’ moti-
vation and engagement due to the possibility of achieving useful objects and
tools, and using them to progress and perform better in the game [25]. While
this idea has been transferred to gamification in educational contexts, typically
in the form of virtual currency [8], the exploration of its motivational and psy-
chological impact on learners is relatively scarce. This inadequate interest is
intriguing as Chang and Wei [1] identified badges and virtual currency as two of
the most engaging game elements used in MOOC environments. In their meta-
study, Huang et al. [12] provide evidence that not all game elements have the
same effect on student learning outcomes. This indicates that it is important to
further our understanding about which game design elements work under what
circumstances. In order to foster the design of applications that effectively moti-
vate and appeal to individual learners, we need to improve our understanding
of the relationship between game elements, such as virtual currency, and the
motivation that can emerge in learning activities gamified with them.

As a gamification element, virtual currency (VC) typically stands for all
kinds of rewards which can be exchanged with virtual or real goods [12]. It
can be viewed also as a reward that has some exchange value within the sys-
tem. Since virtual currency evokes perception of benefits with positive impact
on course outcomes, it may be experienced by learners as an extrinsic incen-
tive. On the other hand, based on Ryan and Deci [28] we can assume that VC
can enhance intrinsic motivation when it is awarded for the accomplishment of
specific challenges. Unraveling these motivational possibilities suggests studying
the psychological effects of VC in different contexts. Furthermore, as of now
there is a lack of empirical studies investigating the effects of virtual currency
on different learner populations. Recognizing the above gaps, we are conducting
a longitudinal study on the impact of the game element virtual currency on stu-
dent motivation and engagement in different contexts and with different types of
learners. The learning activity in focus is student practicing. Practicing is known
to be an effective strategy for self-training, yet some students lack motivation to
engage or persist in practicing activities [7]. By gamifying this type of learning
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activities we aim at increasing learners’ engagement and, by extension, their aca-
demic performance. Thus the goal of the study presented here was to empirically
investigate whether and how gamifying learning activities with virtual currency
can engender motivation for out-of-class practicing in a “Discrete Structures”
course. To improve our understanding of the motivational drivers that influence
learners’ engagement in the activity, in addition to the motivational scale based
on the Self-Determination theory [2], in this study we also used the Expectancy-
Value-Cost (EVC) [16] scale as an instrument for estimating the motivational
quality (intrinsic vs. extrinsic). In particular, we were interested in finding out
why learners value gamified practicing - because it is fun/interesting or because
it is useful for completing the course. Specifically, we addressed the following
research questions:

RQ1: Does virtual currency encourage more active engagement in out-of-class
practicing?

RQ2: Does virtual currency improve students’ academic performance?
RQ3: Do gamified activities using virtual currency improve intrinsic motivation?

In the next section we review the related work. The design of the study
and the data collection process are described in Sect. 3, and the results of the
experiment are reported in Sect. 4. In Sect. 5, we discuss the results and conclude
the paper.

2 Related Work

Reward-based gamification is a design method to condition a behavior by afford-
ing rewards (e.g., points, badges). While some authors have shown positive out-
comes of using reward strategies in improving learners’ motivation [19], engage-
ment [23], learning outcomes [19], and enjoyment [21], other studies have found
that gamification decreases class participation, exam performance [10,20], moti-
vation [12] and leads to lower knowledge acquisition [20]. Although virtual cur-
rency falls in the reward category, it offers more complex motivational mechanism
driven by the possibility to earn certain values that enable obtaining of some
other desirable objects. In this aspect, the present study aims at bringing extra
light to our understanding of the potentials of rewards-based gamification.

Yet, a limited number of papers have studied the effects of VC in different
learning contexts and categories of learners. In one of the first experiments with
VC, O’Donovan et al. [23] describe their implementation of a gamified game
development course with points that could be redeemed for course benefits along
with badges, progress bars, and a leaderboard. Although the study concludes
that the in-game currency was very well received, its isolated effect was not
statistically confirmed. Another early attempt of using VC studied the effects of
adding VC along with some social motivators to a peer help system to incentivize
learners to help their peers [29]. Essentially, when gamification is driven by
several game elements, the isolation of the effect of each one is problematic.

Gamifying a Computer Science course with virtual currency (BitPoints) used
together with levels and stars was proposed by Lopes [18]. BitPoints were earned
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for overcoming obstacles associated with challenges (in practical exercises). The
earned BitPoints could be used for purchasing tools/hints for solving other tasks.
Explicit evaluation of the VC impact on student learning has not been performed.
An alternative kind of VC, in a form of coins, used for gamifying a Software
Testing course [20] has been studied recently, but with inconclusive results. Out-
side of computing subjects, in Duolingo (https://www.duolingo.com/) a type of
VC (Lingots) is awarded upon successful completion of some lessons or tasks.
This VC can be used to buy prizes (i.e. extra lessons, bonus skills, outfits for
the Duolingo mascot). Similarly, in Super Chinese (https://www.superchinese.
com/) learners earn coins when they complete a session with no mistakes and
make streaks of correct answers. The coins can be used to unlock a full version
of the system for a certain time. Regarding math disciplines, virtual currency
in a form of eCoins, was used in a Statistics course [4] but in combination with
levels, progress feedback, time pressure, and pathways. The earned eCoins could
be used to remove parts of a question or an entire question from a test set.
Virtual currency, as a feature for enhancing engagement, has also been studied
in a MOOC environment, where redeemable points were reported as the second
most engaging gamification mechanism [28]. A similar version of VC, called in-
course redeemable rewards, was reported in [26]. It was issued to students for
completing predefined tasks and could be exchanged for various privileges (e.g.,
unlock exclusive learning contents, extra attempts and/or more time to perform
quizzes, extended due date of assignments). Nonetheless, the subsequent studies
[24] did not demonstrate a significant increase in student engagement.

A more systematic exploration of the effect of VC on learners’ behavioral
and psychological outcomes began with the work of Dicheva et al. [9]. In a
Data Structures course gamified with badges, leaderboard, and VC students
could earn and spend VC based on rules specified by the instructor. The earn-
ing rules were based on the amount, the level of difficulty, and the correctness
of the solutions of completed problem-solving exercises. Students could spend
their VC on purchases of deadline extensions, re-submission of homework, etc.
The idea behind this form of gamification economy was to stimulate students to
practice more in order to attain the intended learning outcomes by incentiviz-
ing them with purchasable course-related ‘benefits’. The reported results of the
study confirmed that the targeted motivational effect was achieved but again
without isolating the motivational impact of VC from the other elements used
to gamify the course. This early work was followed by two consecutive studies
with a focus on examining the effect of VC on learners enrolled in a Discrete
Math course and in a Computer Networking course. Unlike the previous studies,
they studied empirically the individual effect of VC (which was the single gamifi-
cation element used) in two different contexts (subject and student population)
as an initial step towards gaining more generalizable results. These two stud-
ies showed that using VC to gamify practicing increased students’ engagement,
leading to improved academic performance. The present study narrows the focus
by preserving the subject (Discrete Structures) but shifting it to a different pop-
ulation of students (with potentially different leaning objectives and attitudes).
As the motivational drivers of these two populations may be different, we were

https://www.duolingo.com/
https://www.superchinese.com/
https://www.superchinese.com/
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interested to examine how they interact with the motivational affordances pro-
vided by VC and whether this interaction yields different psychological and
behavioral outcomes. Furthermore, we were interested to explore empirically if
VC is perceived as an intrinsic or extrinsic motivator by the type of learners
participating in this experiment.

3 Case Study

3.1 Course Description

The experiment reported here was conducted in a Discrete Structures course
offered at Villanova University. This is a required course for majors and minors
in Computer science and computer engineering. It also can fulfill a mathematics
requirement which attracts some non-technical students. Students from fresh-
men through seniors take this class. Because the course is open to all students
with no prerequisites, no programming is included. The course is a one-semester
treatment of discrete structures covering sets, trees, graphs, logic and proof,
mathematical induction, relations, functions, sequences, summations, and ele-
mentary combinatorics. In this offering of the course, the textbook was
Discrete Mathematics: An Open Introduction by Oscar Levin, 3rd edition.
(http://discrete.openmathbooks.org/dmoi3.html)

The course structure was fairly traditional, with three midterm exams and a
final exam, weekly quizzes, a homework set on each section, and a class partici-
pation component. All instructors used the same exams, quizzes, and homework
sets. All instructors used the same set of PowerPoint slides, modified from slides
used in a previous semester by a different instructor.

3.2 The OneUp Course Gamification Platform

In this study we used the OneUp course gamification platform [9] to gamify the
Discrete Structure course. OneUp supports a large set of gamification elements,
including experience points (XP), leaderboards, progress bar, avatars, badges,
virtual currency, content unlocking, goal setting, challenge duels and callouts,
and learning dashboard. It is configurable and the instructor sets which game
elements they want to use in their course. Since this study utilized only the
game element virtual currency (VC), below is a description of the support for it
provided by OneUp.

The use of virtual currency in the gamified environment is governed by rules
of two types: VC earning rules and VC spending rules. The earning rules specify
in what circumstances the system shall award virtual currency to the students.
Each rule specifies a learning activity and a condition related to the student
performance in it, as well as how much VC should be awarded to the student if
the condition is satisfied. The activities can be either automatically graded by
the system practicing quizzes (warm-up challenges) and graded course quizzes
(serious challenges), or not automatically graded, for which the instructor has

http://discrete.openmathbooks.org/dmoi3.html
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to enter students’ scores, such as assignments, labs, projects, attendance, etc.
OneUp has an event-based game engine which checks if the defined rules are
satisfied for a given student and if so, adds to their account the corresponding
VC. Students can check their VC transactions at any moment.

The spending rules specify what the students can buy with the accumulated
virtual currency. The spending rules involve typical course-related benefits, such
as extending a homework deadline, re-submitting of an assignment, excusing
skipping of a class, awarding extra-credit points to a lab or homework, etc.
These are offered in the Course Shop, where the students can buy them as in
a traditional online shop. The system sends a notification to the instructor for
each purchase and also to the student, when the instructor changes the status
of the transaction from ‘requested’ to ’in progress’ to ‘completed’. It should be
noted that both the earning and spending rules are created by the instructor;
there are no hard-built rules in the system. The instructor decides what they are
comfortable with to offer and creates both kinds of rules in the system interface
during the system configuration.

3.3 The Experimental Setting

The experiment occurred in the Spring 2021 semester. Sections were taught by
three instructors with a total final enrollment of 82 students. The three instruc-
tors carefully coordinated the classes. All used exactly the same slides, the same
quizzes, homework, and examinations. One instructor taught in the afternoon in
person with a final enrollment of 38 students. One instructor taught the course in
the evening in person with a final enrollment of 33 students. The third instructor
taught in the day online with a final enrollment of 11 students.

The experimental group consisted of the day sections, for a total of 49 stu-
dents. The evening students served as the control group. The evening students
were the same demographic: full-time undergraduates.

All students in all sections were introduced to the OneUp gamification plat-
form and had access to the practice problems (warm-up challenges) there. The
content of the OneUp challenges followed the text’s examples and homework
questions. The quizzes and exams were written in and administered through
Blackboard (using Random Blocks so each student had similar but distinct ques-
tions). We closely matched the formats of the quiz, exam, and OneUp warm-up
challenge questions. All the students could see that doing warm-up challenges in
OneUp provided good preparation for quizzes and exams.

The students in the experimental group had access to virtual currency
rewards for doing the warm-ups; the control group did not. Amazingly, we man-
aged to get nearly all the way through the course (week 12 of 14) before the
control group students discovered that the other students were earning virtual
currency. For evaluation purposes, the final grades used in this study are those
obtained before any adjustments due to the virtual currency purchases.

The OneUp platform offers many flexible options for earning and spending
virtual currency. The instructors jointly chose the OneUp earning and spending
rules and values listed in Table 1.
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Table 1. Earning and spending rules.

Earning rule VC earned

At least 60% on first warm-up on topic 50

At least 5 warm-ups on topic 50

At least 85% on 5 warm-ups on topic 100

At least 90% on a homework 20

Perfect homework score 10

Notable class contribution 20

Spending rule VC cost

Add 10% to quiz 200

Add 2.5% to final 400

Add 1% to midterm 160

Add 10% to a homework 200

Drop lowest quiz 800

Retake quiz 200

One day late homework submission 80

Resubmit a homework 200

Add 2% to participation score 160

3.4 Study Design and Research Methods

We used three complementary methods to answer the research questions. We
extracted data from the OneUp logs about student interaction and engagement
with the gamified environment to answer the first research question (RQ1). These
included students’ visits to the gamification-related webpages, how many prac-
tice quizzes (warm-up challenges) students have completed, etc. To answer the
second research question (RQ2) about the impact of gamifying the course on stu-
dents’ academic performance, we compared the final course grades of the control
group and the experimental group. To answer the third research question (RQ3),
we conducted a motivational survey with the experimental group. The survey
was a modified version of the Basic Psychological Needs Satisfaction Scale - Work
Domain [2]. This 21-item scale was chosen because Self-Determination Theory
is linked to basic psychological needs, i.e., Autonomy, Competence, and Relat-
edness [2,13,15]. We hypothesized that these basic psychological needs apply to
course work as well, and slightly modified the scale items to reflect this, e.g., “I
feel like I can make a lot of inputs regarding how my classwork gets done” vs.
“I feel like I can make a lot of inputs regarding how my job gets done”.

4 Results

4.1 Student Engagement with the Gamification Platform

This section presents an overview of how the students interacted with the OneUp
platform during the study.
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The Use of Virtual Currency. To answer the question of how the students
from the experimental group used virtual currency in the gamified course, we
extracted data from the OneUp transaction log. The data show that the stu-
dents have earned a total of 64,760 course bucks during the semester, recorded
in 774 earning transactions. Each VC earning transaction is a result of satisfy-
ing a particular VC earning rule defined by the instructor. The distribution of
the transactions by students is given in Fig. 1. It can be seen that 16% of the
students have 1 or no earning transactions at all. Those are the students who
did not practice in OneUp; some were awarded points by the instructor for par-
ticipating in class activities. From the students who used OneUp, the majority
had between 11 and 20 (30%) or between 21 and 30 (30%) earning transactions,
and 11% had more than 30 transactions. Figure 2 shows the actual amount of
VC (course bucks) earned by students. As a context, the amount of course bucks
specified in the earning rules related to taking warm-up challenges was either
50 or 100. As can be seen, the largest percentage of the students (41%) have
earned between 1,001 and 2,000 bucks and 9% more than 3,000. This does show
considerable engagement. As to how the students have earned their VC, 51% of
the transactions were related to completing 5 warm-up challenges in one topic
with results at least 70% correct. This is followed by 37% of the transactions for
completing at least 5 challenges in one topic with results at least 85% correct.
The latter shows the persistence of the students to keep re-taking some warm-up
challenges until they get them correct.

Fig. 1. VC Earn. trans. by students. Fig. 2. Earned VC by students.

Regarding the spending of the earned virtual currency, students made 243
purchases in the Course Shop spending 59,620 course bucks. The distribution of
the spending transactions by students is shown in Fig. 3. And the distribution
of the actual spent bucks in Fig. 4. Note that the highest price in the shop was
800 bucks, the lowest 200, and the average price around 300 bucks.

Most of the students (48%) made up to 5 spending transactions. The 16% that
haven’t bought anything have never logged in OneUp and have been awarded
VC by the instructor for class activities not related to practicing in the platform.
Interestingly, most of them have final course grades between 85 and 89 and might
have benefited of using the awarded VC, but they never logged in OneUp even for
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Fig. 3. Spend. trans. by students. Fig. 4. Spent VC by students.

that reason. A possible explanation is that these students were confident in their
knowledge and did not feel they needed additional practicing, so having never
been to OneUp, they have not even seen that they have VC to spend. Figure 5
depicts the distribution of the students’ spending transactions by category. It
shows that students’ favorite was buying an extra point on an exam (41%),
followed by buying 5 points on the final exam (22%) and adding 10% to a
homework grade (11%). It is noticeable that there were not many requests for
retaking a quiz and re-submitting or extending the deadline for a homework.

Fig. 5. Spent transactions by category.

We added to the OneUp interface a pop-up question displayed at the time of
each spending transaction asking the student for the reason for that particular
purchase. 7% of the students did not answer and 13% selected “Prefer not to say”.
Of those who answered, 50% said that they did it because they worried about
their performance in this course, 46% because they had much earned VC and
wanted to spend some, and only 4% because they were busy and could benefit
from some extra time. Overall, the students made good use of the offered virtual
currency in the course. 16% of the students spent all their VC and finished
the course with a balance of 0. The majority of the students who were using
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OneUp (55%) spent most of their earned VC and had a remaining balance less
than 100 course bucks. A likely reason for not spending all earned VC is that
the students did not have enough course bucks to purchase a desired item, or
that they collected bucks with the intention of making purchases at the end of
the course, but then realized that they did not need any of the offered course
benefits.

Taking Warm-Up Challenges. To assess whether the use of virtual currency
improved the engagement of students in out-of-class practicing, we compared
the number of taken warm-up challenges in OneUp by the students in both
the control and the experimental groups. The students from the control group
took 985 unique warm-up challenges with a total of 1,384 attempts, while the
experimental group took 3,674 unique warm-up challenges with a total of 6,485
attempts. The increase of the student engagement with OneUp is striking: the
number of warm-up challenges taken from the experimental group is close to 4
times (373%) and the number of challenge attempts is close to 5 times (470%)
bigger than those of the control group. Figure 6 shows the percent of students
who have taken between 1–50, 51–100, 101–150 and more than 150 unique chal-
lenges in both groups. It also shows that 44% of the control group and 30% of the
experimental group did not try any challenges. For the experimental group, this
is consistent with our previous observation that for each gamified environment,
which use is not required, there is a group of students who never participate no
matter what kind of gamification is used. Figure 6 shows that the largest per-
centage of the students in the control group (44%) have taken between 1 and 50
unique challenges, while 23% in the experimental group have taken between 51–
100 unique warm-ups and 23% have taken between 101–150 unique warm-ups,
with 9% taking more than 150 challenges.

Similarly, Fig. 7 shows that the students in the experimental group have
taken many more warm-up challenges. While the largest percentage (35%) of
students in the control group who practiced in OneUp fall in the interval of 1–50
challenges taken, the largest percentage from the experimental group (26%) are
in the interval 151–250. In addition, 9% have taken more than 250 warm-ups.
The average number of warm-up challenge attempts for the control group was
65.90, while for the experimental group it was 162.12.

As can be seen, these results provide a strongly positive answer to our first
research question “Does virtual currency encourage more active engagement in
out-of-class practicing?” (RQ1).

4.2 Student Academic Performance

With regard to RQ2, we hypothesized that the virtual currency would motivate
students to spend more time studying and thus improve their performance [14].
The format of the quizzes closely followed the OneUp warm-up challenges, so
we expected a close correlation of challenge attempts to performance on the
quizzes. In the following analysis, we compare the day in-person experimental
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Fig. 6. Distinct warm-ups taken. Fig. 7. Warm-up challenge attempts.

group (n = 37) with the evening in-person control group (n = 29). (By removing
the online section’s data from this analysis, we avoid possible bias due to the
format of the class; also the online class was much smaller so including its data
does not significantly affect the analysis. Here we also remove students without
final grade data who withdrew before the end of the course.)

The analysis does not support the hypothesis. For the experimental group
the average grade is 87.73, compared to 85.85 for the control group, essentially
no difference (t-test p-value of 48%.) When looking just at the quizzes, the
experimental group averaged 84.32 versus 79.40 for the control group, again not
significant (t-test p-value of 13%). These results suggest that offering the class
virtual currency did not significantly improve student performance (RQ2).

We next analyze the relationship between the number of OneUp warm-up
challenges taken by a student (referred to as OneUp score) to their final course
grade and also to their quiz grade total. For the experimental group’s relation of
OneUp score and final grade, R2 = 0.045, while R2 = 0.011 for the experimental
group’s relation of OneUp score and quiz total. Interestingly, the control group
had higher correlations and R2 values. For the control group’s OneUp score
and final grade, R2 = 0.214 while R2 = 0.129 for the control group’s OneUp
score and quiz total. Perhaps future research could explore the conjecture that
virtual currency causes students to focus on earning more than on learning, while
students who do not earn currency attempt fewer OneUp challenges but focus
more intently on learning if they do choose to work on them.

4.3 Motivational Survey

We performed a paired-samples t-test and a stepwise regression to address RQ3
(i.e., Do gamified activities using virtual currency improve intrinsic motivation?).
To determine the impact of virtual currency on intrinsic motivation, two mea-
sures of intrinsic motivation were employed. The first set of analyses centered on
exploring pre- to post-test differences in autonomy, competence, and relatedness
as measured by the Basic Psychological Needs scale (e.g., [2,13,15]). The sec-
ond set of analyses were designed to elucidate a relationship between academic
performance as measured by participants’ final course grades and participants’
task-specific activity perceptions as measured by the Intrinsic Motivation Inven-
tory (IMI; [3]). Factors of the IMI were drawn for the current study because
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they directly reflect intrinsic motivation (i.e., Interest/Enjoyment), because they
are related to behavioral representations of intrinsic motivation (i.e., Perceived
Choice), or because they are implicated in internalization of intrinsic motivation
(i.e., Value/Usefulness). To perform the analysis, thirty-three matched pairs (i.e.,
students who took both the pre– and post-test surveys) were extracted from the
full dataset. These students were all between the ages of 18 and 25-years-old,
with half being drawn from the freshman class, 36.4% from the sophomore class,
11.4% from the junior class, and 2.35% from the senior class. Well over half of the
participants (61.4%) were male, whereas 36.4% of participants were female and
2.3% of participants identified as having a non-binary gender. The racial com-
position of participants was majority White (75%), whereas 15.9% were Mex-
ican/Hispanic/Latin, 4.5% African American, and 4.5% Asian. Further, 34.1%
of participants were computer science majors, whereas 15.9% were mathematics
majors and the remaining 50% of participants came from various majors. The
data were cleaned and negatively worded items recorded in accordance with the
previous literature.

The t-test results indicated a significant difference from pre- to post-test on
the Relatedness factor of the Basic Need Satisfaction at Work scale. In other
words, participants who took both the pre-test and post-test felt more posi-
tively about how they related to other students in class after our intervention
than before, t(32) = −2.29, p = 0.02. The stepwise regression analysis was con-
ducted to determine which IMI factors predicted participants’ final course grades.
Thus, the independent variables (e.g., predictor variables) for this regression
model were Interest/Enjoyment, Perceived Choice, and Value/Usefulness and the
dependent variable (e.g., outcome variable) was participant’s final course grades.
For the current study, neither Interest/Enjoyment (B = −0.07, SE = 0.11, p =
.53), Perceived Choice (B = −0.00, SE = 0.10, p = .94), nor Value/Usefulness (B
= −0.05, SE = 0.15, p = 0.72) emerged as a significant predictor of participants’
final course grades, so all three factors were excluded from the final model. For
our participants, the final model of the stepwise regression was non-significant
indicating that none of the three factors significantly predicted participants’
grades.

5 Conclusion

Reward-based gamification is seen as an aid to learner motivation, given that
motivation is one of the leading factors of academic success [27]. Although the
effect of reward-based gamification in educational context has been addressed in
many papers, the number of works that empirically examine the effects of using
virtual currency is still limited. Specifically, there is a lack of studies that explore
the potential motivational and behavioral effects of VC on learners. On the one
hand, VC might function as an extrinsic reward, leading learners to engage in
the learning activities in order to earn the desired amount of VC. On the other
hand, learners might be motivated to collect VC as a sign of achievements. Yet,
it can be perceived as an indicator of their level of learning. Accordingly, one of
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the goals of this study was to add to the understanding of the effect of VC on
learners’ behavior and motivation.

While the study results demonstrated a strong positive impact of VC on
learners engagement in out-of-class practicing there was no statistically signifi-
cant difference in the final course grades between the experimental and control
group. Thus, inconclusive results were obtained regarding the impact of VC on
learners’ academic performance. Similarly, no significant relationship was found
between learners’ intrinsic motivation and their academic performance in the
present study. An interesting observed relationship between the individual stu-
dent OneUp scores to their academic performance suggests further study of a
potential influence of VC on the activity outcomes pursued by learners, specif-
ically, shifting their focus on earning virtual bucks rather than learning. While
the use of VC as a gamification element is not new, its motivational effect on
learners is not sufficiently understood. The present paper aims to expand the
current understanding of the motivational mechanisms afforded by the game
element virtual currency.
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Abstract. When entering higher education, students must become more
autonomous in their learning, particularly know how to take stock of their ways of
learning: identify what they know, and also what they do not know, then adapt their
learning strategies. They must therefore develop metacognitive skills. This article
analyzes the responses of 3830 newly arrived undergraduate students through a
pre-requisites test including confidence levels. Focus is given on both their success
rate, i.e., their achievement at the test, and their realism, i.e., if they were predic-
tive in their confidence judgement. To compute a relevant realism index, previous
work by Prosperi [1] is extended to our context. First, an expected course effect
is observed: one of the seven proposed courses reveals a lower realism index,
and at the same time, its success rate is lower too. Moreover, a gender impact is
highlighted: females reach a higher realism index than males and this gap fluctu-
ates over the 4 last years. This gender effect is probably different from the course
effect because success rates of males and females remain equivalent, thus success
rate and realism seem to be dissociated in this case. Finally, students who per-
form poorly on the pre-requisites test and choose to take a second session after
a remediation period improve their results: both gaps of success rate and realism
are closed. That could prove the relevance of the remediation, and/or the effect of
metacognition feed-back provided just at the end of the pre-requisites test.

Keywords: Metacognition · Realism index · Gender effect · Undergraduate
students · Confidence levels

1 Introduction

Students who enter higher education are expected to become more autonomous in their
learning methods. They must be able to care about what they know and what they do not
know, and about how to adapt their learning strategies. That means they have to develop
their metacognitive skills.

Metacognition as a concept is hard to define, and several authors have attempted to
do so. Noël and Leclercq [2] consider it as the set of three processes: judgment, analysis
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and regulation of a given performance. Schraw andMoshman [3] distinguishmetacogni-
tive knowledge, defined as “what individuals know about their own cognition and about
cognition in general”, and metacognitive regulation, related to “metacognitive activities
that help control one’s thinking or learning”. This point of view is further supported by
Biasutti and Frate [4], who specify that a metacognitive regulation “includes the follow-
ing activities: planning (predicting the products and results, defining the methods and
arranging the strategies), monitoring before and during learning (controlling, testing,
revising and changing learning strategies and approaches), and evaluating the activities
(making judgments about results and ways of performing the tasks)”. Thus, to help stu-
dents develop their metacognitive skills, instructors need to provide them with relevant
and concrete indicators, and knowledge evaluations on Learning Management Systems
(LMS) are undoubtedly a valuable opportunity to gather information and calculate such
indicators. As emphasized by Schraw and Moshman [3]: “a number of studies indi-
cates that metacognition knowledge and regulatory skills such as planning are related
to evaluation”.

Oneway to develop the ability to judge one’s own performance is to introduce forma-
tive assessments using degrees of certainty. Gardner-Medwin and Gahan [5] even speak
of “substantial merits” for confidence-based assessment. The degree of certainty is the
student’s estimation of his or her perceived chance of answering a question correctly.
Collecting degrees of certainty on a formative test assessing knowledge allows to estab-
lish, in addition to the success rate (i.e. passing the test, e.g., with 75 out of 100 correct
answers), another level of feedback for learners called realism (e.g., you were very sure
of almost all of your answers, yet almost half are incorrect). These both feedbacks on
knowledge and on metacognition seem likely to improve success and develop autonomy
in learning. According to Butler et al. [6], feedback after a test with degrees of certainty
not only improves the results (both on concepts related to initially correct and incorrect
answers) but also improves the correspondence between results and confidence, thus
the realism: “it seems more likely that the improvement in metacognitive accuracy is
the result of eliminating any discrepancy between perceived and actual correctness of
responses”.

Nevertheless, several pitfallsmake the use of degrees of certainty tricky. In particular,
there are several ways to implement them, some of which are perilous, and there is no
consensus on the common LMS used to host standardized assessments. In this article,
we propose to look at a crucial situation: students entering higher education, who need
to check the prerequisites necessary to succeed in the first year at university via a test on
LMS. We explain how to construct a relevant realism index to complement the informa-
tion provided by the success rate on the test, based on a robust statistical approach that
extends Prosperi’s [1] previous work to true-false questions. The two research questions
we address are (i) do we observe any effects of course or gender on the success rate
or realism index, and (ii) does the feedback and remediation given to low-performing
students allow them to improve the success rate and/or realism in a second test?

The paper is structured as follows. After reviewing relatedwork in Sect. 2, we present
the research context and our data set in Sect. 3. Next, we present the data analysis
involving two indicators, success rate and realism index: in Sect. 4, we explain how we
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calculate these two indicators and in Sect. 5, we present the results. Finally, we discuss
the results and conclude on the contribution of this work, its limitations and perspectives.

2 State of the Art

In order to use degrees of certainty to develop students’ metacognitive skills, we must
address how to collect them, how to calculate an index of realism, and how to formulate
metacognitive feedback for students. We review related work on these topics and on
gender effects on realism.

Collecting Degrees of Certainty. Although the collection of degrees of certainty seems
very relevant to support learning activities, the method used remains subject to discus-
sion, as does the feedback offered to the learner. For the collection of degrees of certainty,
some authors use a numerical scale in arbitrary units or in percentages [7] while others
prefer a literal scale [8–10]. Some use both: numbers and verbatim [6, 11]. The number
of levels on the scale varies: sometimes 3, often 4, and sometimes more. Leclercq [12,
13] has done a detailed analysis of the different strategies. He argues for a percentage
use and recommends 6 levels, not necessarily equidistant. In all cases, the value of the
research lies in the combination of the success rate and the degree of certainty expressed
by the student through a realism index. It is therefore convenient to have a numerical
value for the degree of certainty. Some authors then associate an arbitrary number with
a degree of certainty initially expressed in literal form [10], which is highly question-
able. Sometimes the degree of certainty is even reduced to its simplest binary expression
“sure” or “unsure” [9]. Others authors propose a numerical scale to the students, but
confuse the numerical value with the ordinal value in the ensuing treatment [6]. Finally,
some publications, particularly in the vein of Leclercq’s work, use degrees of certainty
expressed as percentages, with a numerical value that is meaningful to students [1, 5,
14].

Realism Index. To combine degree of certainty and success rate, several approaches
have been examined. Some assume continuity between the variable degree of certainty:
for example, in 1973, Brown and Shuford [15] propose the affine function, y = ax +
b, where y is relative to the degree of certainty, and x to the success rate. A realistic
student is one who reaches a = 1 and b = 0. Other concepts are proposed by Leclerq
[16] who calculates indicators named “confidence”, “recklessness” and “nuance”, by
Andriamiseza et al. [11] who use “correlation”, or by Butler et al. [6] calculating “reso-
lution” and “mean-gamma-correlation”. But none of these approaches is satisfactory in
terms of statistical significance of the degree of certainty. In 2015, Prosperi [1] proposes
a novel approach by keeping the discrete character of both the success rate (due to the
finite number of questions) and the degree of certainty (by the number of levels). His
approach concerns multiple-choice questions (MCQ) and proposes a statistical index
that assumes an expanded definition of how a student is considered as “realistic”. To
keep it simple, Prosperi considers for each degree of certainty, two distinct confidence
intervals:
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• The first one is due to the finite number of answers given with a particular degree
of certainty: e.g., if 25 answers are associated with the 70% degree of certainty, the
success rate of these answers can only be associated to a confidence interval of ±2%
(if 19/25 answers are correct, success rate is 76%, and if 20/25 answers are correct
it reaches to 80%). More precisely, Prosperi assumes that, for a given student, the
success rate for the degree of certainty i is called TEi and is included in an interval [ai,
bi]. He suggests that the extension of this interval can be calculated by the Wilson’s
method [17] and he chose a 90%-threshold.

• The second one is due to the chosen scale for coding the degrees of certainty: e.g.,
if the student can express its certainty degrees in between 50%, 60%, 70%, 80%,
90%, and 100%, each level will be associated with a confidence interval of ±5%. For
example, the degree of certainty 70% will be associated to the interval [65%, 75%].

Thus, Prosperi considers that a student is realistic for the degree of certainty i if an
overlap exists between those two confidence intervals. On the opposite, only if the two
intervals are separate, a significant realism-error for this degree of certainty erri can be
calculated (see Fig. 1, adapted from Prosperi, 2015 [1]), and it is always considered a
positive value, regardless of whether TEi is higher or lower than the degree of certainty.

Fig. 1. Example of calculating realism-error erri for two degrees of certainty: 70% and 80%.
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Prosperi considers the different realism-errors for each degree of certainty, with
a ponderation given by the frequency of this degree relative to the others. Finally,
the calculation of Prosperi’s realism index, called RSN, is computed by adjusting one
normalization parameter β:

RSN =
β − ∑

i

(
erri ∗ NU i

NR

)

β

where i enumerate the different degrees of certainty, NUi is the number of utilizations
of the given degree of certainty i, and NR is the total number of questions. RSN gives a
number between 0 and 1 (ideally realistic student).

Metacognitive Feedback. As far as feedback is concerned, we identify essentially two
types of practices, which often result in different implementations on the common plat-
forms used to host standardized assessments (e.g.,Moodle or equivalent). Themost com-
mon practice is the one introduced by Gardner-Medwin [5, 18] which aims at weighting
the final score obtained according to the level of realism. In general, the student gets
a bonus if his or her realism is adequate, and a malus if it is not. In some cases, the
weighting calculation ensures that the behavior promoted by the scoring system is the
most honest behavior possible [18]. An alternative practice, quite opposite, is to pro-
pose feedback to students that minimizes the importance of the global score in order
to emphasize the realism, especially when it is caught in fault (for example an error
with high certainty). This last approach has not been yet implemented on Moodle or any
equivalent platform, to the best of our knowledge.

Gender Impact. Finally, it should be noted that the studies diverge as to a possible effect
of gender on realism: if some studies report a difference between males and females [9],
others on the contrary show no effect. Of these, some studies are in the case where
students have been previously trained in the use of degrees of certainty, and it appears
that while the gap is erased by training, it did exist before [5]. There are also studies
that show that a gender gap exists on success rate, but that it appears to be reduced by
using degrees of certainty [7, 19]. We found no recent studies on the impact of gender
or re-mediation on undergraduates’ realism.

3 Research Context and Data Collection

Our research is supported by a data set collected in an ecological situation (i.e. in-field
evaluation).When they enter the university, in order to validate their registration in one of
the 7 courses (see Table 1) offered as part of the Bachelor of Science and Technology at
a French university (Université Grenoble Alpes), all the concerned students - about 1000
each year - have to go through a “welcome day”, where they finalize their administrative
registration and take both an English and a science pre-requisites test. This is where
our data are collected. The pre-requisites test is therefore compulsory and is taken in a
computer room on an individual workstation, under the supervision of tutors (advanced
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students who help solve problems of connection or understanding of the instructions, in
particular), and in a limited time. The test is implemented on the local LMS.

The science pre-requisites test was built by a team of teachers from the Science
and Technology Bachelor’s department who list pre-requisites identified as necessary
for success in the first year. Major scientific themes addressed are Biology, Chemistry,
Mathematics, Physics, and another one inspired by the MOHICAN project [16], around
the understanding of scientific vocabulary and the basic rules of reasoning. Within these
5 topics, the teacher team created several versions of true-false questions of equivalent
difficulty for each of the selected pre-requisite, thus constituting a database of questions.
Then, for each of the 7 courses offered, a set of relevant prerequisites was selected
corresponding to 80 true-false questions that are randomly drawn from the question
database during testing.

Table 1. List of courses, total number of students in our sample, and distribution of students
(male/female ratio per course)

Code Course main topics Nb of students over
2018–2021

% male students % female students

CB Chemistry and
biology

474 43% 57%

IMA Applied maths and
computer sciences

949 76% 24%

PC Physics and chemistry 140 39% 61%

PCMM Physics, chemistry,
maths and mechanics

671 68% 32%

SPI Engineering sciences 327 76% 24%

ST Geology 124 58% 42%

SV Biology 1145 33% 67%

TOTAL 3830 56% 44%

Implemented in 2013 [20], this pre-requisites test was redesigned in 2017 with the
mandatory capture, for each true-false question, of the associated degree of certainty.
The scale chosen for the collection of degrees of certainty is a hybrid scale, mixing
words and percentages (see Fig. 2). It is inspired by Leclercq’s work [13] but adapted to
the case of true-false questions. In particular, if the degree of certainty expressed is of
the order of 50%, this means choosing at random.

If the global success rate is less than 75%, the student is invited to sign up for tutoring
sessions in the relevant subjects and then is supposed to retake a test a fewweeks later. In
this case, the second test, optional, is taken on the same platform. It is the same test, i.e.
the same pre-requisites tested by true-false questions randomly chosen in the common
base, as for session 1.

The data include the first test (mandatory and concerning all students) for the years
2018, 2019, 2020, and 2021. The second tests were extracted for the years 2019 and
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Fig. 2. Students must choose “True” or “False” and associate a degree of certainty.

2021 (in 2018, an error made the data unusable, and in 2020, the COVID19-related
situation did not allow communication around the second test). When exporting the
results subsequently analyzed, the individual results are fully anonymized. The results
used as input are therefore made up of: an anonymity number, the course, the gender,
whether it is the first or second test, and for each of the 80 true-false questions, the result
(correct or incorrect) and the degree of certainty expressed.

4 Computing both the Success Rate and the Realism Index

In this section, we explain how we computed both indicators: Success Rate and Realism
Index. In our case, assuming that for true-false tests the choice of the lowest degree of
certainty is associated with “I answered at random”, there is no relevant information
in the associated answers, either they will be correct or incorrect. We then calculate a
relevant score with only the answers associated with higher degrees of certainty (60%
up to 100%): it’s called Success Rate hereafter. The use of this 50% degree of certainty
is quite rare: for our sample, only 6.1% of the answers are concerned.

Adapting the work of Prosperi [1], we calculate at first the achievement for each
student and for each of the following degrees of certainty: 60%, 70%, 80%, 90%, and
100%.We obtain then the TEi and the associated intervals [ai, bi] as described in Sect. 2.
Then we associate an interval for each degree of certainty, e.g., 60% is associated with
the [55%, 65%] interval, and so on up to 100% that is associated with the reduced [95%,
100%] interval. Subsequently, we calculate the different realism-errors erri, with i =
60%, 70%, 80%, 90%, and 100%, for each student.

To choose the β parameter, we must explore the limits of the term
∑

i

(
erri ∗ NU i

NR

)
.

For an ideally realistic student, it is zero. On the other side of the spectrum, one of
the worst cases is obtained for a student who chooses the level of certainty 60% for all
answers and for which all answers will be correct; then the err60 value reaches 0.35
(TE60 is 1.0 and the upper limit of the certainty interval is 0.65) and the other ones are

zero, leading to
∑

i

(
erri ∗ NU i

NR

)
= 0.35. The other worst case consists of a student who

answers without any knowledge (the success rate is then around 50%) with the highest
level of certainty (100%). Then, following our definition, err100 (the only one that is not
zero) reaches 0.45, because the random success rate is supposed to be about 0.50 for a
true-false test and the lower bound on the certainty interval is 0.95. Then, the value of
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the term
∑

i

(
erri ∗ NU i

NR

)
is assumed to be around 0.45. Therefore, we chose β = 0.45

in our case.
Then Prosperi’s realism index RSN is computed. Here, we choose to extend the work

of Prosperi, as both the Success Rate and the RSN indicators are calculated variables
whose distribution laws are not known. Moreover, a study of these indicators shows
that they do not follow a normal distribution. In these conditions, the classical tests of
comparison of means such as the Student test cannot be used. That’s why we use the
Kruskall and Wallis test [21], a non-parametric rank test, which does not require the
normality of the distribution of the variables. We calculate the effect size to assess the
strength of the observed effect (using η2 from h-statistic, see [22] for details) and we
use the Dunn test with Bonferroni correction to assess differences between groups. In
the same way, to enlarge the dispersion and because of the non-parametric signature of
the realism index, we decide to rank the RSN over the whole sample, being careful that
in case of egality, the lower ranking value is given to all the equal students. We must
check that the maximum rank corresponds to an ideally realistic student (RSN = 1), and
then we renormalize it with respect to the highest rank so that the realism index always
remains between 0 and 1 (ideally realistic student).

Note that in our sample, any subpopulation considered above has a significant number
of students who achieve RSN = 1, so that the global median of ranking is greater than
0.5. We finally obtain a new ranked realism index, hereafter called the Ranked Realism
Index, which is computed for each given student, just like the Success Rate.

5 Results

This section relates the results obtained about the questions introduced before: (i) do we
observe any effects of course or gender on the success rate or realism index, and (ii) does
the feedback and remediation given to low-performing students allow them to improve
the success rate and/or realism in a second test?

First, we observe that our sample shows very stable results over the 4 years of our
study, in both the Success Rate and the Ranked Realism Index, as shown in Fig. 3. The

Fig. 3. Success Rate and Ranked Realism Index for the whole sample per year.
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global median is 0.76 for the Success Rate and is 0.65 for the Ranked Realism Index. If
we consider only year-to-year variation, the results show no significant variation over
time, except for a slight decrease between 2020 and 2021 in the Success Rate (Dunn test
with p-value = 0.0048).

Then, we observe substantial differences between the courses, in both the Success
Rate and the Ranked Realism Index (Kruskal-Wallis with p-value <0.0001 for both
indicators). As we can see in Fig. 4, the SPI course has the worst results, and the
differences with another course such as, for example, the PCMM course, are highly
significant (Dunn test with p-value <0.0001 for both indicators). Note that the effect
size is small, but close to the small-moderate limit (η2 = 0.0528 and 0.0524 respectively,
effect size is considered small if η2 < 0.06).

Fig. 4. Success Rate and Ranked Realism Index for the whole sample per course.

Looking at the overall sample, there is no significant difference in the Success Rate
between male and female students as we can observe in Fig. 5 – top, left. On the other
hand, Fig. 5 – top, right, there is a significant difference in the Ranked Realism Index
Note that the effect size remains very small in this last case (η2 = 0.0094).

Moreover, if we look at the difference in the Ranked Realism Index per year, we
can see an evolution: on Fig. 5 – bottom, we observe that the gender difference is
not significant in 2018 (Kruskal-Wallis with p-value = 0.294). However, it is highly
significant in 2019 and 2020 (Kruskal-Wallis with p < 0.0001), and in 2021 it is weakly
significant (Kruskal-Wallis with p-value= 0.015). Themaximumgender gap is achieved
in 2020 with a small effect size (η2 = 0.03). Note that the differences in the Success
Rate between genders over the same period are not significant.

Finally, let’s consider the students who poorly performed at the test and choose to
take a second test session after a remediation period: it is a subpopulation of our whole
sample, called Double-test-sample (N = 193). The students who only take the first test
(because their results were satisfying or because they did not find relevant to take the
second test) constitute the Single-test-sample (N = 3637). We observe on Fig. 6 (left)
that the double-test students obviously have a lower Success Rate at the first test (Dunn
test with p < 0.0001 with a small effect size: η2 = 0.0399). We can see that after
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Fig. 5. (Top) Success Rate and Ranked Realism Index for the whole sample per gender. (Bottom)
Evolution of the Ranked Realism Index of male and female students over 4 years.

a remediation period, the double-test students totally close the gap at the second test
(Dunn test with p = 0.68): the “poorly-performing” population obtains the same results
than the single-test students.

Fig. 6. Success Rate and Ranked Realism Index for the Double-test-sample (DTS, N = 193, T1
= first test and T2 = second test) and for the Single-test-sample (STS, N = 3637, T1 = first test).
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Moreover, we observe the same behavior with the Ranked Realism Index: the dif-
ference is significant between the two populations in the first test (Dunn test with p <

0.0001 with a small effect size: η2 = 0.0179) and the gap is closed in second test (Dunn
test with p = 0.16), as shown in Fig. 6 (right).

6 Discussion

As shown by the relative stability over the years (see Fig. 3), we can reasonably assume
that the reproducibility of the results is good from year to year, and that the variations
observed as a function of gender or background are not linked to a less successful or
less realistic cohort of students. Concerning the course effect, highlighted in Fig. 4, we
expected the SPI course to stand out. Indeed, it is traditionally a course that recruits
students with lower high school results, and a higher proportion of technological bac-
calaureates than general baccalaureates. The SPI sample is therefore significantly dif-
ferent, and this is not surprisingly reflected in both the Succes Rate and the Ranked
Realism Index. The principal question, considering the correlation between Succes Rate
and Ranked Realism Index is if it could be explained by the Dunning-Kruger effect
[23]. As explained by Gignac and Zajenkowski [24] “the Dunning-Kruger hypothesis
states that the degree to which people can estimate their ability accurately depends, in
part, upon possessing the ability in question”. Consequently, students with lower Succes
Rates would tend to self-assess their results less well than students who have relatively
higher Success Rates. Alternatively, it has been proposed that this kind of observations
could be explained by a combination of the better-than-average-effect and regression
towards the mean [25].

The gender effect observed is sufficiently significant and recurrent to affirm that it is
not an artefact. Over the last three years, there is a strong difference between female and
male students in terms of realism, but there is no difference in the Succes Rate. Thus, the
Dunning-Kruger effect cannot be invoked to account for this gap, and the explanation
must be sought elsewhere. Since the gap is not observable in 2018, itwould be appropriate
to look for changes in the high school curriculum for the generation entering university
in 2019. To date, we have no credible explanation for the appearance of this gap in 2019
and in subsequent years. At most, we can hypothesize that if the gap is larger in 2020, it
may be an effect of the total confinement that French high school students experienced
in spring 2020, thus just before they entered university. It is then possible that female
and male students did not use the same distance learning strategies, and that this is felt
on a metacognitive indicator such as realism, without however affecting the test score.

Finally, concerning the “remediation-effect”, it can be explained by several hypothe-
ses. The first would be an effect of the metacognitive feedback offered to the students at
the end of the pre-requisite test: the awareness of the discrepancy between the test score
and the self-assessment would allow the student concerned to adjust his or her judgment.
The second would be an effect related to the tutoring offered, and/or the work done, dur-
ing the remediation period between the two tests. In this case, the fact of reworking
some pre-requisites, and in particular those that were lacking, would allow both the test
score and the reliability of the student’s judgment of his performance to be improved.
The second hypothesis could therefore be in favor of a Dunning-Kruger effect. The first
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hypothesis could be tested by a study comparing two groups of students, one receiving
metacognitive feedback and the other not.

7 Conclusion and Perspectives

By analyzing the answers to a pre-requisite test with degrees of certainty of several
thousands of students, enrolled in different courses of the Bachelor of Science and
Technology of a French university, we observe an expected course effect by comparing
the test results and the realism indices. In a next step of analysis, the relevance of the
Dunning-Kruger hypothesis as a possible explanation should be verified, for example
by performing the statistical tests proposed by Gignac and Zajenkowski [24]. We also
observe a significant gender effect over the last 3 years. If it is difficult to explain why this
effect is absent in 2018, it also remains to be explained why it is present in the following
years. In any case, it is clear that this effect differs from the previous one since test
result and realism seem to be decorrelated. Finally, we observe a probable remediation
effect. Here again, the Dunning-Kruger hypothesis should be tested, and the impact of
the proposed metacognitive feedback should be studied further.

Regarding the limitations of our approach, following the evolution of the realism
index of a single student is often difficult, as the confidence intervals in Prosperi’s model
become prohibitive, unless one can analyze a large number of responses. Furthermore,
we have considered a single test here (with the exception of the “double-test-sample”). In
order to better identify what generates realism improvement over time, we need to track
a cohort of students on multiple tests that include degrees of certainty. In addition, in an
attempt to better understand what enables a given student to regulate his or her learning,
the collection of metacognitive comments, written by the student after reviewing his or
her results (success and realism), could greatly enrich the analysis.
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Abstract. Assessments are crucial to measuring student progress and
providing constructive feedback. However, the instructors have a huge
workload, which leads to the application of more superficial assessments
that, sometimes, does not include the necessary questions and activities
to evaluate the students adequately. For instance, it is well-known that
open-ended questions and textual productions can stimulate students to
develop critical thinking and knowledge construction skills, but this type
of question requires much effort and time in the evaluation process. Pre-
vious works have focused on automatically scoring open-ended responses
based on the similarity of the students’ answers with a reference solution
provided by the instructor. This approach has its benefits and several
drawbacks, such as the failure to provide quality feedback for students
and the possible inclusion of negative bias in the activities assessment.
To address these challenges, this paper presents a new approach that
combines learning analytics and natural language processing methods to
support the instructor in assessing open-ended questions. The main nov-
elty of this paper is the replacement of the similarity analysis with a tag
recommendation algorithm to automatically assign correct statements
and errors already known to the responses, along with an explanation
for each tag.

Keywords: Open-response evaluations · Learning analytics · Natural
language processing · Recommendation system

1 Introduction

Assessments aim to evaluate students’ learning progress. They can be formative,
conceived to enable students to address conceptual or behavioral shortcomings;
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and summative, with the primary goal of providing a score for the assignment
[12]. Unfortunately, assessments are often reduced to the summative function,
without the proper feedback [1]. Convincing instructors of the importance of the
assessment does not seem to be a problem. However, the demands to provide
quality and timely feedback on the assignments performed seem unfeasible due
to the work overload in academia.

In this context, many algorithms and educational tools to support the evalu-
ation of different types of answers emerged: online judges to support the analysis
of programming activities developed by students [7], dashboards to provide infor-
mation about responses to multiple-choice questions [3], and automatic grading
systems for mathematical problems [14]. Despite the importance of these tools,
they are very focused on a limited task/content, or demand considerable engage-
ment from the instructors in the configuration of the environment. For instance,
previous works have proposed possible solutions for automatic answer grading
[4,16]. However, these solutions require the creation of (i) a possible correct
answer for each question, or (ii) content about the topic approached.

In addition to the instructor’s engagement in providing information before-
hand, there are multiple limitations of the previous automatic answer grading
systems: (i) the concerns about the fairness and possible bias of these solutions
[13]; (ii) the lack of generalizability of the solutions [16]; and (iii) the insuffi-
cient connection with quality feedback (in general these systems only provide a
score) [7].

Therefore, this study presents a tool to enhance the instructor’s ability to
assess open-ended responses without previous interaction with the system. The
proposal applies an unsupervised natural language processing approach to gen-
erate real-time tag recommendations, which can correspond to errors or correct
statements made by students in their answers. The best algorithm evaluated
reached an accuracy of 89.39% (in terms of F1-Score) for the tag recommenda-
tion. Finally, we provide details on how this approach can be used to increase
the reliability and support the provision of quality and timely feedback.

2 Background

2.1 Assessment and Open-Ended Questions

Wiliam [39, p.1] defined assessment as “processes of evaluating the effectiveness
of sequences of instructional activities when the sequence was completed.” It can
be divided into summative assessment, often used as an assessment of learning,
which aims to measure if the student has reached the expected standard; and
formative assessment or assessment for learning [5], that focuses on providing
timely and continuum feedback for students. Many studies have stated that
formative assessment is an effective method to improve student achievement
[19,39].

Among the many possible instruments to perform formative assessment,
open-ended questions allow instructors to understand students’ progress, crit-
ical thinking, and creativity [35]. However, answers to this type of questions can
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be complex to evaluate, which can lead to an overload in the assessment activity
and demotivation of instructors in providing feedback [7]. This issue motivated
the research in automatic algorithms to assess and grade open-ended questions.

2.2 Automatic Open-Response Grading

The Automated Answer Grading (AAG) has been widely studied over the years
[4,10,24,33]. There is a wide variety of approaches applied to this goal focusing
on different text mining methods such as statistical techniques, natural language
processing (NLP), information extraction, clustering, deep learning and mixed-
approaches [4,24]. In general, AAG algorithms focus on computing the similarity
of the reference answer (provided by the instructor) and a student’s answer
targeting the provision of a score for the question or a categorical outcome (i.e.,
‘correct’, ‘partially correct’, ‘incorrect’) [32].

The initial approaches focused on adopting traditional NLP pipelines with
word matching to reach the final grade. For instance, Cutrone and Chang [10]
and Siddiqi et al. [33] applied preprocessing steps like spell check, removal of
punctuation, removal of stopwords and stemming process to generate a shorter
version of the reference and the student’s answers before computing the simi-
larity. After this initial step, Cutrone and Chang [10] proposed an approach to
compare each word of the answers using wordnet [15], while Siddiqi et al. [33] also
considered the sentence structure in the process. Noorbehbahani and Kardan [26]
proposed a different approach using the BLUE [28] and ROUGE [21] statistical
measures to compute the similarity. BLUE and ROUGE are algorithms to cal-
culate the performance of machine translation and text summarization systems,
respectively. They divide the text into n-grams and compare their correlation in
different text segments (i.e., reference and student’s answers). The main advan-
tage of this method is the decrease in time to predict the similarity. The authors
provide experimentation showing that the BLUE method reached better results.

Recently, several deep learning approaches have been proposed for this task
[4]. In this case, the methods rely on the application of Long Short-Term Memory
(LSTM) and transformers networks to perform the grading of students’ answers.
The results presented in [4] cannot be directly compared, as they were evaluated
on different datasets, but they show the potential of using pre-trained BERT
models for this task [6,38].

Although the literature proposes several AAG algorithms, there are several
limitations in previous studies: (i) the best-performing algorithms work only for
short answers (up to three sentences); (ii) there is still an open concern about the
fairness of AAG algorithms [13]; and (iii) the methods focus only on providing
a final score for each question without delivering qualitative feedback to assist
students to recognize their errors.

In this context, we suggest that using a Learning Analytics approach in
combination with NLP could address these concerns.
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2.3 Learning Analytics as a Method to Enhance Learning

Learning analytics is defined as “the measurement, collection, analysis and
reporting of data about learners and their contexts, for purposes of understand-
ing and optimizing learning and the environments in which it occurs” [22]. As
learning becomes ever more digital, an outstanding amount of data have been
generated about students’ and instructors’ interactions with learning environ-
ments. Such data can provide insights into how to enhance learning settings for
different scenarios.

A learning analytics cycle proposed by Clow [9] explains precisely how edu-
cational tools can be used in a technology-mediated learning environment using
learning analytics: (1) learners producing (2) data, which are processed into (3)
metrics, thereby informing (4) interventions or actions. This cycle has been used
in several contexts to provide information to support feedback tools [29], anal-
ysis of written activities [2], and support game analytics [34]. In this study, we
followed this learning analytics cycle to create the proposed tag recommendation
system.

3 Technology Enhanced Assessment of Open-Responses

In this paper, we propose an approach that employs learning analytics and NLP
to support instructors in the process of assessing open-ended responses. More
specifically, we propose a tag recommendation system to automatically identify
errors or correct statements made by students based on the instructors’ own pre-
vious corrections. The system does not require any other previous data or content
to support the recommendation and it learns new tags while the instructors are
evaluating the students’ assignments.

Figure 1 describes the implementation of each step proposed by Clow [9] for
the proposed tag recommendation system: (1) the student interacts with the
LMS to answer open-ended questions proposed by the instructor in an activity,
which (2) are further assessed by the instructor in the platform, thereby (3) the
system generates tag recommendations for the following student answer, (4) that
can be accepted or not by the instructor.

The following sections present a brief overview of steps 1–3 proposed in the
tool, and then Sect. 4 presents details about the tag recommendation system
(step 4), which is the main contribution of this paper.

3.1 Overview of the Tutoria Platform

Tutoria1 provides support for the correction of written assignments, which can be
imported from Google Classroom. After importing the responses, the instructor
can choose to navigate per question or student (Fig. 2). This means the instruc-
tor can either correct the complete assignment of each student or all students’
answers to a specific question.
1 https://tutor-ia.com/.

https://tutor-ia.com/
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Fig. 1. Clow (2012) [9] flow for the proposed tag recommendation system.

Fig. 2. Home screen with students’ activities
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Figure 3 presents the correction of an open-ended question of Student 1. This
screen shows the question and the student response (1), and the tags assigned by
the instructor, which can be created on-the-fly or reused. Tags can also be created
without association with a specific text excerpt (2), but as a general comment
about the answer (e.g., creativity and originality). Tags must be named and clas-
sified in errors or correct statements (3). The inclusion of correct statements tags
aims to encourage instructors to include positive comments in their feedback, as
usually feedback mostly indicates errors (against good educational practice [17]
[25]). Finally, it is possible to indicate the final score that the student reached
on this specific question (4).

To ensure quality feedback, each tag must have an explanation associated
and written by the instructor. When a tag is reused, the explanation needs not
be re-inserted, making the process of correction more efficient, as it is common
that many students make similar errors. After finishing the correction of an
assignment, the instructor can create a template for the feedback to be received
by all students. This template will be filled according to the tags in each student’s
answer, providing a personalized experience for the students.

Fig. 3. Assessment of an open-ended question.
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3.2 Algorithm for Tag Recommendation

The Tutoria platform incorporates the proposed recommendation system to sug-
gest tags, using NLP techniques (semantic similarity and textual classification)
to identify similar excerpts which have previously been tagged. Tag suggestions
are automatically shown in the interface for the instructor to accept or reject.

It is important to mention that the tag recommendation approach represents
a novelty in relation to the previous algorithms to support open-ended responses
evaluation. Instead of performing a textual similarity analysis between a refer-
ence and the student’s answer, this approach matches small pieces of the text
with a previous correction. The following section presents details about the NLP
steps to execute the recommendations.

4 Method

4.1 Data and Course Design

The educational data used in this paper corresponds to an assignment extracted
from a fully-online undergraduate course about Basic Informatics, which explores
topics related to hardware, software, networks, operational system, among others.

This course included a series of instructional videos about different topics that
were used in combination with online assignments containing multiple-choice
and open-ended questions. Every two weeks, new videos and assignments were
provided for the students. These assignments accounted for 50% of the final
mark. In the offering of the course analyzed, a total of 47 students answered the
first assignment, containing five open-ended questions.

The instructor of this course, with a background in computer science, agreed
to use the Tutoria platform to assess the open-ended responses without the tag
recommendation system in order to generate the tags for each response manually
and produce the gold standard in this study. Thus, in this study we evaluated the
recommendation system based on the tags included by one instructor. Table 1
presents the details of the number of tags divided by each question. It shows the
(1) number of students’ responses; (2) number of unique tags that the instructor
included; (3) total number of tags, including the repetition of the same tag
for different responses; and (4) maximum number of unique tags that can be
suggested if the system recommends all unique tags for all student responses. In
this experiment we evaluated answers with 100–200 words.

4.2 Text Processing and Feature Extraction

As the first step of our analysis, we used NLP techniques to process the text
and extract features. The similarity measures adopted in this study need to be
applied just to the words. Therefore, we removed punctuation, multiple spaces,
and Unicode characters. In addition, we also applied methods that rely on
Term Frequency–Inverse Document Frequency (TF-IDF) scores and Bidirectional
Encoder Representations from Transformers (BERT), which are described below.
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Table 1. Distribution of tags per question.

Question Responses Unique tags Total number
of tags

Potential
recommendation

Q1 33 4 35 132

Q2 33 4 42 132

Q3 47 10 98 470

Q4 47 3 63 141

Q5 47 4 37 188

Total 207 25 275 1063

TF-IDF Features. TF-IDF is one of the most used approaches in text min-
ing models to extract features from texts [23]. This algorithm converts textual
documents (e.g. students’ responses) to a vector consisting of the term counts
[23], in this case the TF-IDF values. The current study adopted the traditional
TF-IDF technique [23].

BERT. We also adopted BERT in order to include a state-of-the-art deep
learning approach in the comparison. BERT is a word embedding approach that
considers the context of each word, which has been shown to increase the per-
formance in several NLP applications [11]. Previous studies have shown the
potential of using BERT in Automated Short Answer Grading systems [4]. It is
important to mention that we have not done any data preparation in our dataset
before using BERT, as suggested by the previous studies [4,11].

4.3 Similarity Measures and Evaluation

The similarity measures evaluated in this paper are composed of statistical meth-
ods to perform string matching, word matching and the deep learning approach
using BERT. The outcome of each similarity measure is a number from 0 to 1,
where 1 means the highest similarity. Based on the previous studies, we decided
to use a similarity threshold equal to 0.7 to define the text that should receive
a tag recommendation [4,10,24,33].

The first group evaluated is based on string matching similarity measures
that seek to find substrings with overlaps at the character level. The most known
method is the Levenshtein distance, which counts the number of modifications
that should be done to change one string into the other [40]. The following list
outlines the measures that were evaluated in this group.

Levenshtein: We used the classical implementation of the Levenshtein distance.
Partial ratio: This algorithm performs the similarity matching of the shortest

string with all substrings of the same length.
Token Sort Ratio: This measure performs a tokenization process to clean the

string before the final matching using the Levenshtein distance.
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Partial Token Sort Ratio: It uses the Token Sort Ratio tokenization with the
Partial ratio substrings matching.

Token Set Ratio: This method uses the Token Sort Ratio, but it also adds a
stopword removal process before the final matching with Levenshtein distance.

Partial Token Set Ratio: It is similar to the Token Set Ratio, but it uses the
Partial ratio similarity instead of the Levenshtein distance.

Fuzzy Search: It uses Levenshtein distance to search for a group of similar
substrings instead of evaluating the entire text.

Edit Distance: This measure uses the Jaro-Winkler distance [37] to compute
the final similarity.

Rapidfuzz: This is a faster version of the Edit Distance similarity.

The second group is based on word matching by applying a different n-
gram composition. It uses the TF-IDF scores to vectorize the analyzed texts,
computing the similarities using:

1-gram: It compares the similarity of each word in both texts.
2-gram: It compares the similarity of each pair of words in both texts.
3-gram: It compares the similarity of each segment of three words in both texts.
4-gram: It compares the similarity of each segment of four words in both texts.
n-gram: It uses all the previous similarities (1, 2, 3 and 4-gram) to compute

the final score.

Finally, we also evaluated the performance of the BERT model in this study.
Unlike the word matching methods, BERT encapsulates one vector per word, not
per sentence. It means that the similarity, in this case, compares two matrices.
The main idea is to have semantic information about the words being compared.
However, it increases the time to have the final result.

To evaluate the performance of the proposed similarity measures, we adopted
the traditional machine learning measures Precision (P), Recall (R), and F1-
score, largely used in this context [23]. In short, precision measured the number
of tags recommended that the instructor accepted as a correct tag; and recall
assessed the number of relevant tags for a specific response that the system failed
to recommend. The F1-score is the harmonic mean between precision and recall.
Moreover, we also evaluated the performance in terms of time to recommend the
tag, as it is a critical issue for the practical use of the proposed approach.

5 Results

The results presented in this section show the performance of each similarity
measure for the recommendation of 25 tags for 207 students’ responses (see
Sect. 4.1 for more details). In the worst-case scenario, the system would recom-
mend 1063 tags, the total number of tags for each question multiplied by the
number of responses. Table 2 presents the results of each similarity algorithm
that was evaluated using precision, recall, F1-Score and the time to run the
recommendation for all responses in seconds.



Enhancing Instructors’ Capability to Assess Open-Response 111

In general, all algorithms reached good results in terms of precision. In the
worst case, the Levenshtein similarity reached 0.80. It means that the algorithms
managed to recommend tags for instructors correctly. In contrast, multiple algo-
rithms obtained recall lower than 0.50. In other words, they overall suggested a
small number of tags, which means that the system has not recommended tags
for most of the questions and the instructor had to do it manually, maintaining
a similar workload of not using the proposed approach.

Three similarity measures achieved F1-Score higher than 0.80: Partial Token
Set Ratio, TF-IDF 1-gram, and BERT. These algorithms reached a balance
between precision and recall, and were the most adequate algorithms for this task.
However, BERT was the slowest one taking 93.28 s to perform the tag predictions,
while Partial Token Set Ratio made the same recommendations in 0.08 s.

Table 2. Results of each similarity algorithm in the tag recommendation task.

# Similarity algorithm Precision Recall F1-score Mean time Median time

1 Levenshtein 0.80 0.01 0.01 00.02 00.03

2 Partial Ratio 0.98 0.32 0.48 00.06 00.29

3 Token Sort Ratio 0.94 0.02 0.03 00.05 00.07

4 Token Set Ratio 0.97 0.43 0.59 00.05 00.06

5 Partial Token Set Ratio 0.91 0.88 0.89 00.08 00.20

6 Partial Token Sort Ratio 0.96 0.25 0.39 00.07 00.25

7 Fuzzy Search 0.90 0.42 0.57 01.22 26.95

8 Edit Distance 0.93 0.62 0.74 01.03 01.04

9 Rapidfuzz 0.93 0.60 0.72 00.86 00.87

10 TFIDF 1-gram 0.90 0.74 0.81 05.10 05.10

11 TFIDF 2-gram 0.98 0.06 0.10 04.84 04.83

12 TFIDF 3-gram 0.98 0.02 0.03 04.78 04.75

13 TFIDF 4-gram 0.96 0.01 0.02 04.71 04.62

14 TFIDF n-gram 0.94 0.19 0.31 05.27 05.39

15 BERT 0.89 0.79 0.83 93.28 107.86

6 Discussions

6.1 Interpretation of the Results

The proposed method of evaluating open-ended responses using tag recommen-
dation is an entirely new approach in the field of AAG, as the previous works
focused on the comparison of students’ entire answers with reference answers
provided by the instructor [4,10,24,33]. Although there is previous literature on
tag recommendation systems [36], to the best of our knowledge, no similar anal-
ysis has been done in focusing on the AAG. It is important to mention that due
to the original nature of this study, it was not possible to compare our approach
with previous work directly.
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The results obtained for the tag recommendation algorithms evaluated in this
study indicated that the measures intended to analyze the similarity at a single
word level (Partial Token Set Ratio, TFIDF 1-gram, and BERT) reached better
results. Although we cannot generalize this result (due to the limited dataset used
in the evaluation), this behavior was expected as the recommendation system
works at the level of a single question, which generally is restricted to a spe-
cific topic. Previous literature on NLP methods demonstrates that word-based
methods achieve good results for the analysis of texts from a specific domain [8].

Another relevant factor revealed in the experimentation is that all algorithms
managed to recommend tags correctly, as the precision results were overall high.
This recommendation tends to reduce the number of tags removed by the instruc-
tor during the process of evaluating a specific question. Previous literature shows
that presenting information that is not relevant to the stakeholders (i.e., instruc-
tors) could demotivate the use of a specific tool or visualization [18].

Finally, the deep learning algorithm used (BERT) was the slowest one. We
expected this outcome as deep learning algorithms generally require more pro-
cessing time [4,27]. However, this approach can be beneficial in the analysis of
questions with a broader possibility of answering or even an extension of the
proposed tag recommendation system to evaluate essays or longer texts [20].

6.2 Implications

The findings of the study showed that the use of the proposed tag recommenda-
tion approach is promising for the analysis of open-ended responses in practical
settings. Not only could the proposed approach support the assessment of open-
ended questions, but it also has implications related to reliability, generalizability
and the improvement in the connection between the assessment and timely feed-
back [7,13,16].

Moreover, using an artificial intelligence method (i.e., the tag recommenda-
tion system) allows instructors to reuse previously defined correct statements
and errors, potentially reducing the workload to assess open-ended activities,
which increases the reliability and consistency in grading students’ activities
[31] and potentially reduces bias in the assessment [13].

Furthermore, the proposed approach increases the generalizability of the pre-
vious methods used for assessing open-ended questions as it does not require the
initial reference answer provided by the instructors [16,32]. Therefore, it could
be easily adopted in different learning settings without a previous adaptation or
effort from the instructors, which is a critical condition to facilitate the adop-
tion of learning analytics tools [30]. However, it is important to note that this
approach has a cold start problem. In other words, the instructor needs to assess
several students’ activities to receive effective tag recommendations.

The approach can effectively be used together with existing approaches for
the automatic provision of feedback as the tags provide tangible indicators about
students’ performance on each specific question. It could be used, for instance,
to feed the OnTask tool [29] that has been largely used to generate feedback
about multiple-choice questions.
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7 Limitations and Directions for Future Research

The limitations of the present study include: (1) The size and the nature of the
dataset used. The dataset adopted to evaluate this study comprised a relatively
small number of responses (207) produced by students enrolled in a single course
(basic informatics). Although this can interfere with the generalizability of the
proposed approach, the novelty of the paper is still relevant (no previous work
has made tag recommendation for this problem) and several previous works in
the field of educational text mining evaluated their studies with fewer data [16].
In future work, we intend to assess the same similarity algorithm using data
collected from other courses and possibly written in different languages. (2) In
this study, we have evaluated different similarity measures with different natures,
including string and word similarity and deep learning. Yet, other possible solu-
tions for this task could be explored, for instance, LSTM networks, clustering,
and topic modelling. Moreover, the use of white-box or explainable artificial intel-
ligence algorithms is also a target in the future. (3) This study has not evaluated
the application of the proposed approach in practice to assess instructors’ poten-
tial benefits and satisfaction with the tag recommendation algorithm. However,
such an algorithm is already integrated with the Tutoria platform, and we have
already scheduled initial experiments in real-world settings. Finally, evaluating
the system with larger texts, i.e., essays, is also important.
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Abstract. Automated Testing and Feedback (ATF) systems are widely applied
in programming courses, providing learners with immediate feedback and facil-
itating hands-on practice. When it comes to Massive Open Online Courses
(MOOCs), where students often struggle and instructors’ assistance is scarce,
ATF appears to be particularly essential. However, the impact of ATF on learning
in MOOCs for programming is understudied. This study explores the connec-
tions between ATF usage and learning behavior, addressing relevant measures of
learning in MOOCs. We extracted data of learners’ engagement with the course
material, code-submissions and self-reported questionnaire in a Python program-
ming MOOC with an ATF system embedded, to compile an overall and unique
picture of learning behavior. Learners’ response to feedback was determined by
sequence analysis of code submission, identifying improved or feedback-ignored
re-submissions. Clusters of learners with common learning behaviors were identi-
fied, and their response to feedbackwas compared.We believe that our findings, as
well as the holistic approachwe propose to investigate ATF impact, will contribute
to research in this field and to effective integration of ATF systems to maximize
learning experience in MOOCs for programming.

Keywords: Automated feedback ·MOOCs for programming · Clustering ·
Learning analytics

1 Introduction and Related Work

1.1 Automated Testing and Feedback (ATF) Systems

Writing and executing code is the basis for learning a programming language and devel-
oping programming skills [36]. An accurate, detailed and timely feedback on the correct-
ness and quality of the code may promote learning and increase practice effectiveness
[33]. Large scale courses, however, make assessing the great volume of submissions and
giving individual feedback nearly impossible [17]. Therefore, Automated Testing and
Feedback systems (ATF) are often offered as a learning tool, providing immediate feed-
back and allowing unlimited resubmissions [22]. Recent reviews of literature reveal that
ATF tools and systems are widely available, developed using different technologies and
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methodologies [9, 22, 30]. Feedbackmay refer to syntax errors, the correctness of results
or efficiency of the code [15, 36]. It may consist of only result correctness, or it might
include a detailed explanation of the error or hints for solving it [22, 35]. In response to
feedback, the learner is required to take two steps: decide whether to resubmit or waive,
and to engage in an active practice of identifying and correcting the errors [29].

Behavioral characteristics of learners using theATF systemhave been studiedmainly
through analyzing the programs submitted to the system and the feedback received.
Learners’ progress through code assignments, for example, was analyzed in [28] using
cluster analyses based on variables harvested from ATF logs. Machine learning algo-
rithms were applied on code solutions submitted for course assignments to identify
attrition points and predict dropouts [37]. These and similar studies, however, did not
analyse learning behavior in light of all course resources, including content consumption
and solving non-code exercises.

Regarding affective measures, studies have suggested that the automated feedback
enhances satisfaction and sense of learning [3, 4]. Learners perceive the automated feed-
back as enhancing learning and increasing motivation and engagement [30]. However,
results concerning the system’s impact on performance in the course, represented by
scores of final exam or concluding assignment, were inconclusive (e.g. [6, 16]).

1.2 Massive Open Online Courses (MOOCs) and Learning Behavior Measures

Recent years have seen an increase inMOOCs in a variety of subjects. Learners inMOOC
are usually diverse in their motivation for learning, as well as in their demographics and
previous background [1]. Despite high enrollment rates, a high percentage of learners
do not complete their learning due to variety of reasons including the lack of prior
knowledge, struggling with course materials, and the need to self-regulate learning [38].
MOOCs, on the other hand, are not necessarily for credit and completing the course is
not the ultimate goal [13]. Different measures should therefore be applied to evaluate
learning outcomes and success in MOOCs [12, 23]. A common indicator of learning
outcomes in MOOCs is learner’s engagement, measured by [20, 23] as the degree of
interaction with course materials, e.g. watching videos and attempt to solve exercises.
Persistence is another common measure, defined by learner’s determination to complete
assignments and the achieved progress in study units [20]. Grades achieved on exercises
and assignments determine the performance in the course [18].

Applying cluster analysis, researchers identified learning behavioral patterns and cat-
egorized learner by common patterns. In a key study [23] identified four major groups of
MOOC learners: completers (learnerswho completedmost assignments), auditors (com-
pleted few exercises but engaged inwatching videos), disengaging (stopped participating
after solving few exercises), and sampling (watched only few videos along the course).
Similar studies proposed from three up to seven clusters, categorizing learners based on
various sets of learning characteristics (e.g. [2, 21]). The most common variables used
were the number of videos watched, in-video questions answered, exercises and assign-
ments submitted, and social engagement such as activity discussion forums. In current
research, we considered the suggested measures of learning behavior in MOOCs and
applied cluster analysis in order to investigate the connections between ATF usage and
learning patterns.
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1.3 ATF Effectiveness in MOOCs for Programming

MOOCs for programming have the potential to teach programming to a broad and
diverse audience [26]. The high demand for computer professionals have led to an
abundance of courses, with large numbers of enrolees [24]. Independent programming
learning, however, is challenging. In addition to learning the programming principles
and syntax of the language, code assignments pose a significant difficulty, especially in
MOOCs where assistance from faculty or peers is scarce. Hence, automated feedback is
of particular importance,with the potential of supporting learners, prevent frustration and
even dropout [24]. Moreover, the flexibility of practicing and receiving feedback at any
time is appropriate to the nature of theMOOC’s learning [31]. Themajority of studies on
ATF focus on frontal courses, or online courses offered as part of a curriculum. It is likely
that students in these courses interact extensively with the faculty, which enhances their
learning [34], and might “overshadow” the impact of ATF on learning outcome [17]. In
MOOCs, the impact of ATF system may be more significant. Yet, the effect of ATF on
learning in MOOCs is under studied.

Currently, most research on automated feedback in MOOCs focuses on increasing
error detection and feedback accuracy,with few reported on future intention to investigate
the impact of the suggested ATF on learning [24, 27]. In other studies, factors to con-
sider when developing ATF systems for MOOCs have been discussed, but no empirical
results were presented [36]. According to a several studies, ATF is perceived by learn-
ers as improving performance and increasing engagement [7, 25]. The researchers [14]
suggested that learners who formally registered to an ATF system were more engaged
when solving code assignments than those who used the system partially, but not for-
mally. No differences in performance or completion rates were observed. To summarize,
there seems to be some evidence to indicate that automated feedback has the potential to
support learners and enhance learning success in MOOCs for programming. Yet, there
is still a lack of empirical research and a comprehensive picture of how the system is
affecting learning behavior and outcomes.

1.4 Research Questions

In order to harness the potential of ATF in MOOCs, it is necessary to gain a better
understanding of how the system influences learning behavior. Using a quantitative
approach and an empirical design, the current study examines the relationship between
ATF use and learning patterns in a MOOC, referring to relevant measures of learning
in MOOCs. We suggest a comprehensive picture of learners’ behavior, combining data
of ATF usage, learners’ interactions with course materials and their perception of the
effect of ATF on learning. To that end, we pose the following research questions:

RQ1: Are the characteristics of learning behavior related to the interaction with course
materials similar to those of ATF usage?
RQ2: What are the connections, if any, between the patterns of learning behavior and
learners’ responses to the automated feedback on code assignments?
RQ3: What is learners’ perception with regard to the impact of ATF on learning?
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2 Setting

2.1 The Course and ATF System

Our research field is a MOOC to learn the Python programming language, offered on
Edx-based platform for MOOCs. The course was designed for beginners and no prior
background in programming or Python is required. It consists of nine learning units,
from the basics of programming in Python to the use of functions, data structures and
working with files. The content is delivered through videos, in which short ungraded
comprehension questions are embedded. Each unit includes closed exercises (e.g. mul-
tiple choice or text fill-in exercises, referred to as CE hereafter), answering of which is
followed by an indication of correct/incorrect answer and a numeric grade. In addition,
in order to provide learners with hands-on experience, code-writing assignments of dif-
ferent difficulty levels are offered. Programs ranging from a few lines of code to several
dozen lines are required as solutions. To get the most out of the practice, learners are
encouraged to submit their code solutions to the ATF system integrated into the course.

The system we implemented is INGInious, an open-source software, supporting
several programming languages and suitable for online courses (for more details on
INGInious, see [11, 19]). Upon submission, the INGInious runs the code against a
predetermined set of test scenarios and provides an instant feedback message, consisting
of a grade and a textual component. Adapted to each assignment and error-type, the text
may include varying levels of feedback (e.g. correct/incorrect, expected correct answer
or more elaborated feedback), as classified by [35]. The system is incorporated into the
course as an external tool, and registration is necessary for access. It is configured to
allow unlimited re-submission of solutions.

Each cycle of the course is open for learning for six months. All course resources are
available upon enrollment, enabling a self-paced mode of learning. It is offered free of
charge, although a certificate can be earned for a small fee. Learners interested must, in
addition to paying the fee, complete 70% of the closed exercises and submit a concluding
project, with a weighted grade of 70 (out of 100). The course staff review the project
and provides written feedback.

2.2 Population

The data for the present study were collected during the course cycle of June-December
21’. The research population consists of all learnerswho registered to theATF systemand
submitted code-assignments at least once (N= 899). Among them, 655 (72.86%) filled
out a demographic questionnaire. In terms of gender distribution, 73.28% of respon-
dents identified as male, 26.57% as female and 0.15% as non-identified. The reported
age ranged between less than 11 to over 75, with 15.57% under the age of 18, the major-
ity (66.26%) in the range of 18–34 and 18.17% above. Based on self-reported prior
knowledge, 32.67% of respondents had programming skills but did not know Python,
15.57% had prior Python knowledge, and 52.21% had no prior knowledge related to the
course content.
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3 Method

3.1 Operational Measures of Learning Behavior

In the context of the current study, learning behavior consists of engagement, persistence
and performance (Table 1):

– Engagement is measured using variables related to watching videos, completing
closed exercises and submitting code-assignments.

– Persistence is determined by the number of “touched” units, i.e. the number of units
a learner interacted with video or a closed exercise or submitted a code-assignment.

– Performance is defined by the mean grade of closed exercises and the mean grade
of code-assignments. The highest grade achieved in all attempts for each exercise or
assignment was considered.

3.2 Data Resources and Pre-processing

It is one of the main goals of this study to present a comprehensive picture of learners’
behavior in the course. Therefore, we have gathered and analyzed data from multiple
sources, as follows:

1. Learning Activity Log, including all events of learner’s interactions with course
material. We pulled out three types of event: playing video, answering of compre-
hension questions, and attempts to answer closed exercises. Video replays for the
same learner within the same video have been reduced to one event.

2. ATF System Log, containing records of code submissions. Each record includes the
submitter ID, the submitted code, testing results and the generated feedback.

3. Learners’ Responses to Self-reported Questionnaires. Two questionnaires were
administrated: one for demographic details including age, gender, and prior knowl-
edge of programming and Python. The second one, titled as “learning experience”,
collected learners’ perspectives of the impact of ATF on learning. Using a 5-point
Likert scale, learners were asked questions about system’s contribution to engage-
ment and learning effectiveness (e.g. “The system contributed to the motivation to
complete more tasks in the course”).

The research was conducted under the rules of ethics, while protecting privacy and
maintaining the security of information, and in accordance with the approval of the
university ethics committee.

3.3 Definition of “Response to Feedback”

In order to obtain a learner’s response to feedback on a particular submission, we com-
pared two consecutive submissions of the same code-assignment [32]. Three response
types were defined: any improvement (AI), meaning an error detected in a particular
submission has been fixed in the next one; no improvement (NI), when the same errors
appeared in two consecutive submissions, and getting worse (GW), where the score of
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Table 1. Learning behavior calculated measures

Learning behavior Learning component Variable Description

Engagement Course materials Watched video Percent of watched
videos (out of the 29
videos in the course)

Watched units Number of units in
which at least one video
was watched (0–9)

Active-watched
ratio

Ratio between the
number of videos in
which the learner solved
comprehension
questions and the total
number of videos
watched (0–1)

Solved closed
exercises (CE)

Percent of CE a learner
attempted, out of the 39
CE in the course (0–100)

Solved units Number of units in
which at least one closed
exercise was attempted
(0–9)

Mean attempts in
CE

Mean attempts per
closed exercise

ATF usage Submitted
assignments

Percent of code
assignments for which
the learner has submitted
a solution, out of the 53
code assignments in the
course (0–100)

Submitted units Number of units in
which at least one
assignment was
submitted (1–9)

Mean attempts in
assignments

Mean of attempts per
code assignment

Persistence Course resources and
ATF

Units touched Number of units in
which the leaner
watched a video or
attempted an exercise or
submitted an assignment
(1–9)

(continued)
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Table 1. (continued)

Learning behavior Learning component Variable Description

Max unit touched The most advanced
“touched” unit (1–9)

Performance Course resources CE grade The mean grade in CE
(0–100)

ATF usage Submission score The mean score in
submitted assignments
(0–100)

the following submission was lower. An empty value was assigned as the response to
feedback for the last submission of each assignment or in case only one attemptwasmade
for an assignment by the learner. The degree of improvement in response to feedback
for each learner was determined as follows:

Positive Response to Feedback (PRF) =
∑

(AI responses)/(AI + NI + GW) (1)

ThePRF ranges from0 to 1, and its complement to 1 reflects non-improved responses.

4 Data Analysis and Findings

4.1 Learning Behavior - A Comprehensive Picture (RQ1)

For the purpose of analyzing the connections between learning behavior in the var-
ious learning components, the forementioned variables (Table 1) were extracted for
each learner and descriptive data were generated, summarized in Table 2. Examining
the correlation of the variables representing interactions with course materials and those
representing ATF usage revealed the following results: the mean percentage of solved
CE and submitted code-assignments, as well as the mean number of solved units and
submitted units, were found to be strongly correlated (r(897) = .76 and r(897) = .82,
respectively, p < .001). Similarly, a strong positive correlation was found between the
percent of watched video and submitted assignments (r(897)= .63, p< .001), although
lower than the correlation between watched video and solved CE (r(897) = .81, p <

.001).
However, the mean grade on CE and the mean score on submissions were found to

be weakly correlated (r(897) = .22, p < .001), while no correlation was found between
the number of attempts in these two types of tasks. We further discuss this in Subsect. 5.

Even though the variables associated with solving CE and those associated with sub-
mitting code assignments correlated, the mean values of “paired” variables from these
two sets differed significantly, as visualized in Fig. 1. A Shapiro-Wilk test of normal-
ity distribution was statistically significant, indicating a univariate normality deviation
of learning behavior variables. Thus, the nonparametric Wilcoxon signed-rank test was
used for the comparison.When compared to the percentage of code assignments learners
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Table 2. Descriptive data of learning behavior variables (N = 899)

Learning component Variable Mean SD Mdn

Course materials Watched video (percent) 41.40 30.70 34.00

Watched units 4.17 2.88 3

Active-watched ratio 0.38 0.23 0.4

Solved CE (percent) 36.60 32.50 26.00

Solved units 4.01 3.02 3

Mean attempts in CE 2.23 1.45 2

ATF usage Submitted assignments (percent) 26.50 32.20 8.00

Submitted units 3.51 2.94 2

Mean attempts in assignments 4.22 3.45 3.12

Course materials and ATF usage Units touched 4.62 2.93 4

Max unit touched 4.80 2.99 4

Course materials CE grade 81.80 34.20 100

ATF usage Submission score 67.99 35.43 82.76

submitted and the mean score they received for those assignments, more CE were com-
pleted, with higher grades achieved. Themean number of attempts per CE, however, was
lower than the mean number of attempts per code assignment. Wilcoxon test indicated
that these differences were statistically significant (p < .001).

36.60

81.80

2.23

26.50

67.99

4.22

submitted assignments (percent)
solved closed exercises

submission score
CE grade

mean attempts in assignment
mean attempts in CE

code tasks (ATF) CE solving

Fig. 1. Learning behavior regarding solving CE and submitting code assignments

Cluster Analysis: Prior to clustering, PCA was applied to identify a subspace that
carries the meaningful information with minimal redundancy (e.g. high-correlated vari-
ables) in the high-dimensional data in hand [5]. Five “differentiating” variables were
identified, representing over 62.6%explained variance:watched video, submitted assign-
ments, mean attempts in assignments, CE grade and submission score. K-mean cluster
analysis was then performedwith pre-defined number of five clusters, based on the elbow
method plot and silhouette score [39]. The features of the clusters and mean values of
differentiating variables are presented in Table 3.
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Table 3. Identified clusters: mean values of five differentiating variables and max unit touched

Name Size Watched
video

Submitted
assigns

Mean
attempts
per
assign

CE
grade

Submission
score

Max unit
touched

1 Mid-course
learners

299 0.33 0.16 3.13 95.20 88.11 4.09

2 Completers,
high
performers

213 0.78 0.78 3.73 97.30 92.25 8.385

3 Content
oriented
mid-learners

189 0.36 0.06 3.20 94.00 21.34 4.063

4 Touched and
left

123 0.15 0.05 4.01 20.00 50.95 2.472

5 Trail-error
ATF users

75 0.28 0.11 12.87 87.00 64.44 3.173

The mean value of max unit touched was also calculated for each cluster, to add
the persistence to the learning patterns observed. The clusters were named as follows:
(1) “mid-course learners”: those who reached about the middle of the course, interact-
ing to some extent with all course resources, and achieving fairly high grades. This is
the largest group of learners. (2) “Completers, high performers”: learners with highest
performance and completing rates, while medium submission rate per code assignment.
This pattern was the second in number of learners. (3) “Content oriented mid-learners”:
the third group in size, characterized by reaching to similar stage as themid-course learn-
ers, while watching video content but rarely using the ATF system (may have solved
code assignments without submitting to the system). (4) “Touched and left”: those who
log in but showed almost no engagement with course materials and actually dropped
out shortly after they started. (5) “Trail-error solvers”: those who submitted few code-
assignments with many attempts, showing low persistence and performance. This was
the least frequent behavior pattern.

4.2 The Response to Feedback (RQ2)

In examining the learners’ response to feedback, an interesting finding emerged, indi-
cating that only in 36% of resubmissions, learners corrected the indicated error and
resubmitted (mean PRF = 0.36, SD = 0.24, N = 796). Note that for learners who
attempt only one solution per assignment (11.8% of learners), the PRF variable is empty
as there was no consequent submission and thus no response to feedback. PRF was
found to positively correlate with mean score on code assignments (r(791) = .46, p <

.001), and negatively with mean attempts per assignment (r(791) = −.25, p < .001),
suggesting that positive response to feedback shorten the way to correct solution.
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Next, we compared PRF among the various clusters to examine how learners with
different learning patterns responded to feedback. Levene’s test indicated that the equal-
ity of variance assumption was not met, thus we use the non-parametric Kruskal Wallis
test one-way ANOVA-by-Rank for the comparison [8].

0.25 

0.28 

0.21 

0.45 

0.43 

“Trail-error ATF users”

“Touched and left"

"Content oriented mid-learners"

"Completers, high performers"

"Medium-level learners"

Fig. 2. Mean values of PRF of the five learning behavior clusters (N = 791)

Findings suggest a connection between higher PRF and higher engagement and
performance, where learners in the “Completers, high performers” cluster tend to correct
and resubmit most often in compared to all other groups. The “mid-course learners”
were next in line to fix errors and resubmit, whereas learners in clusters 3, 4, 5 were less
likely to respond positively (Fig. 2). KruskalWallis test indicated statistically significant
difference among the clusters regarding mean PRF (H(4) = 196.64, p < .001).

The differences were examined applying pairwise multiple comparisons using the
nonparametric Dunn’s test, which is suitable for unequal sample sizes such as cluster
sizes in our case [40]. Significant difference was found between clusters 1 and 2 (pbonf
= .003), as well as between each of these two and each of the other three 3, 4, 5 (pbonf
< .001). No significant differences were found, however, among clusters 3, 4 and 5.

4.3 Learners’ Perception of ATF Effects (RQ3)

Weanalyzed learners’ responses to the “learning experience” questionnaire as supporting
evidence, therefore applying descriptive statistics only. As indicated by 102 responses
we received, learners tend to perceive that using the ATF system improves engagement,
performance, and motivation for deeper learning. Treating “I strongly agree” and “I
agree” (4 and 5 in Likert scale) as a consent, the majority of respondents agreed with
the statements that the option to correct and resubmit prompted them to make an effort
for a higher score (91.15%) and using the ATF system motivated them to be more
engaged in solving CE and assignments (84.32%). Using the system enhanced coding
skills, according to 84.31% of respondents, and 76.47% believed it enabled them to
develop more correct solutions. According to 86.27% of those who responded, code
testing and immediate feedbackmake learningmore effective, and 84.31% found that the
immediate feedback helped them progress more rapidly. Nevertheless, it is noteworthy
that while the results indicate a positive impact of the system, about 53% of learners
who answered the questionnaire completed eight or more learning units of the course,
i.e. were characterized by high persistence and engagement.
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5 Discussion

Regarding the first research question, positive correlations between variables associated
with interactions with course materials and those related to ATF suggest that learners are
generally consistent in their learning behavior. Those who consume content and solve
closed exercises also choose to practice and submit code assignments. Yet, despite the
similarity in trends, learners attempted and succeeded in solving more closed exercises
relative to the number of code assignments submitted to the ATF and solved correctly.
Referring to Bloom’s taxonomy, [25] suggest that closed exercises assess only the degree
of understanding of the main concepts while code assignments address higher and more
complex levels of cognitive skills, thus being more challenging. The difference in learn-
ers’ behavior regarding these two types of tasks may be explained, therefore, by their
ability or determination to deal with the cognitive effort required for code assignments.
Moreover, identifying and correcting errors in the code, as needed in code writing, is
a difficult practice especially for beginners [10] and may result in increased number of
resubmissions in comparison to solving close exercises.

Five clusters of learners with common learning behavior patterns emerged from
the cluster. The identification of two groups of “extreme behaviors” - the “excelled”
learners and those who dropout early, along with a third group of “mid-learners”, is
similar to results of previous studies applying clustering of MOOC learners (not specif-
ically MOOCs for programming, e.g. [2]). Two additional groups were identified, based
on their ATF usage patterns: those who reached half the course but rarely submitted
code assignments (“content oriented mid-learners”) and those exhibiting trial-and-error
behavior in their ATF usage (“trial and error ATF users”). Combining these two data
sources, i.e. course and ATF logs, enable us to characterize learners’ behavior in more
comprehensive way. To the best of our knowledge, this is the first study to use both
course and ATF behavioral data for clustering.

Examine the effect of automated feedback on learning outcomes, as stated in RQ2,
was one of the major goals of our study. Results offer evidence that a positive response to
feedback (PRF) enhances the probability of reaching a correct answer, and even shortens
the way until success. Less positive finding, however, is that in 64% of resubmissions
the error pointed out by the ATF was not corrected, and the learner received the same
feedback message again. An earlier study analyzing submissions for code assignments
found a high percentage of non-improved submissions as well [28]. The loop of resub-
mitting and getting the same error-message can cause frustration and even dropout [37].
Adding the option to change the wording of feedback in a situation of identical repeated
submissionsmay result in a “rescue” and a fastermove towards a correct solution. In addi-
tion, identifying code assignments in which this phenomenon is particularly prevalent
is recommended, to avoid potential attrition points in the course.

The connection between learning behavior and the response to feedback was demon-
strated by comparing the value of PRF among the clusters we characterized. Findings
indicated that learners in groups with lower level of engagement and persistence, and
relatively low performance (clusters 3, 4, 5), responded positively less frequently, were
unable to correct errors, or did not submit again. In contrast, however, the percentage
of positive responses was highest among the “Completers, high performers” (cluster 2).
Feedback has been found to be associated with higher performance in previous studies,
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concerning frontal programming courses [16, 32]. Regarding the measures relevant to
learning outcomes inMOOCs, our findings suggest that the positive response to feedback
is significantly associated with success in the investigated MOOC.

As for RQ3, learners’ perceptions regarding the impact of ATF on learning support
the previous findings. In accordance with early studies both in the context of frontal
and online programming courses (e.g. [30]) learners reported higher motivation for
engagement in course assignments and considered the ATF as enhancing programming
skills and learning effectiveness.

6 Conclusions and Future Work

In this study, we present a comprehensive picture of learning behavior in a MOOC for
programmingwith an embeddedATF system.We believe that combining all the data into
a single holistic picture is a significant contribution to advancing research in the field.
Moreover, the indicated connections betweenATFuse and learningbehaviormay support
the assumption that the automated feedback facilitates engagement, persistence, and
performance. Nevertheless, we must be cautious in this context, and further research is
needed to confirm the causal connection. It is primarily due to a limitation arises from the
nature of the learning environment of the course, which includes an external interpreter
enabling learners to actively solve code assignments, without receiving feedback, or
having any indications in the analyzed data. Future research be undertaken with a setup
allowing the comparison of these data as well, might bring additional insight into the
effect of automated feedback. To maximize ATF effectiveness, however, exploring the
causes of the high percentage of feedback-ignored resubmissions is suggested, as well
as the impacts of feedback characteristics on learning behavior.
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Abstract. Multimedia learning methods can enrich any online learning
scenario. However, traditional Massive Open Online Courses (MOOCs)
often put the learner into classroom-like situations without considerably
varying presentation formats. By conducting a study and analysis of mul-
timedia elements such as interviews and podcasts, we lay a foundation for
future research in the field of multimedia learning. This research studies
video-based and audio-based education methods for secondary learning
content. We explore both the conscious and subconscious effects of the
different formats. In our quantitative assessment of more than 900 learn-
ers, we did not observe any significant differences in quiz performance
between learners of the two groups. Although our recurring learners are
used to video-based learning methods, the audio-based teaching meth-
ods were accepted and rated “easy to follow” by more than 80% of our
learners. However, we observe that the learners enjoy traditional podcasts
with a single presenter the least. Our work adds to the field of multime-
dia online teaching and shows that enriching courses with audio-based
education methods proves beneficial for asynchronous learning offers.

Keywords: Podcasts · MOOCs · Multimedia learning · Online
learning

1 Introduction

Teachers in traditional secondary and tertiary education classrooms have learned
to apply varying teaching methods to keep the learners’ attention [19]. Such
variation has already seen tremendous success. Nevertheless, few online-learning
courses use variable teaching methods or a variety in presentation formats to
increase learner engagement. Notably, the COVID-19 pandemic of recent years
triggered an incredible growth of online education [1]. While traditional edu-
cation such as from schools or universities has moved online, many additional
offers for personal and adult education in the form of Massive Open Online
Courses (MOOCs) have been created [2,13]. Unfortunately, recent studies show
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that the current state of MOOCs concerning learner interaction and educational
best practices is not en-par with face-to-face learning, yielding less learner suc-
cess [9,14].

Traditional online courses primarily consist of video material interlaced with
additional exercises such as multiple-choice quizzes to engage the learners and
ensure that the course content is appropriately understood. Trends show that
the use of interactive learning content (e.g., drag-and-drop exercises or H5P1

elements) has already increased largely [5]. Nevertheless, new knowledge in online
education is still primarily provided in video-based learning or as additional
literature proposed in the course.

In addition to visual learning, people consume much information and knowl-
edge by simply listening. This behavior has been observed over the last centuries,
for example, by the ongoing popularity of (informational) radio [17]. However,
recently, podcasts as a sole medium of entertainment and information sharing
have seen a massive surge of consumers. Podcasts have increasingly become a
part of everyday life as seen in rising listener counts, such as the increase of 30%
in podcast listeners over the past three years2. Similarly, podcasts have started
being used more and more as a medium for traditional education, which had to
move online [3,11,20,21].

To identify possibilities to improve online education, we conducted a study
to evaluate if educators can integrate podcasts into online education as a video-
equivalent teaching medium. Therefore, we formulate the following research ques-
tions:

RQ1. How does the form of content presentation (e.g., podcasts, interviews,
videos) affect learners’ perception? (c.f. Sect. 4.1)

RQ2. How do audio-based teaching methods compare to video-based education
in regard to learning success? (c.f. Sect. 4.2)

RQ3. Which differences regarding learner acceptance and learning success can
a teacher observe when comparing audio-only and video-based education?
(c.f. Sect. 4.3).

2 Background and Related Work

Traditionally, video-based online education in the context of MOOCs features
audio-visual learning items—videos. These are usually open to any student to
watch and learn the content.

Very similar regarding the availability and openness are podcasts. They con-
vey knowledge in an audio-only format. Podcasts can be seen as the continued
development of radio, proliferating and available on almost any topic of interest
on various streaming platforms such as Spotify or Apple Podcasts [18]. Educa-
tional podcasts often rely on additional material such as the so-called show-notes,
often referencing texts or articles available for download to the listeners [6].
1 H5P is a JavaScript Framework for interactive exercises, Website: https://h5p.org/.
2 Statistics from https://www.buzzsprout.com/blog/podcast-statistics (Retrieved

Feb. 5th, 2022).

https://h5p.org/
https://www.buzzsprout.com/blog/podcast-statistics
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2.1 Comparing Audio-Based and Video-Based Education Methods

To the best of our knowledge, despite the rising popularity of podcasts and
the positive aspects they provide, the impact of the delivery medium of educa-
tional material on learner success is not yet investigated thoroughly. Some fellow
researchers explicitly exclude the comparison from their work [8].

Comparisons between audio- and video-based education have been performed
with a small group of students (N = 94) by Shqaidef et al. in the field of den-
tal education [16]. Their research identified that no significant difference exists
between the two learning groups for basic knowledge, such as easy recall tasks.
However, for analytical questions, the scores of students experiencing video-based
education were significantly higher. Limitations of their work are the relatively
small group of assessed students. Further, in-depth study material, namely the
printed presentation slides, was provided to the students. The way of knowledge
presentation is therefore not considered audio-only anymore.

Fellow researchers Daniel and Woody have studied 48 students of a psychol-
ogy course using podcasts for delivering new content [7]. However, they explicitly
state that “the use of audio podcasts remains untested for delivering secondary
content that reinforces, extends, and contextualizes the primary concepts of a
course or concept”. Further, they raise awareness for the challenge of carefully
selecting fitting content for audio-only education, as educators can not convey
every learning item or topic without visual support similarly effectively.

Our study fills in the gaps of previous research by comparing the learning
success of different forms of content presentation using videos and podcasts.

3 Study Material and Study Design

The following sections describe the content presentation forms to be studied, the
study design, and the execution of the same.

3.1 Learning Material for the Study

In previous work, we discussed our process of selecting appropriate content to
teach in an audio-only podcast [10]. We decided on using podcasts for secondary
content in new learning items, which we added to our course, within so-called
Deep Dive sections. In those sections, we reiterate key learning content, highlight-
ing interconnections or differences between various terminologies, technologies,
and functionalities previously explained. To gain a holistic view of the impact
of the presentation medium, we created three Deep Dive sections for our study.
These multiple Deep Dive sections allow room for subjectivity regarding the
perceived difficulty or learning result between the different learning topics.

For example, one of our Deep Dive elements in our online course on cybersecu-
rity reiterates on digital signatures. In previous learning elements, the technical
background of digital signatures has been presented, which leaves the Deep Dive
to target practical implementations and the security goals achieved with digital
signatures.
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3.2 Content Presentation Forms

In previous work, we assessed which presentation methods might be suitable for
evaluation in more detail [10]. We decided to offer the learning content from the
Deep Dive sections using three different teaching methods as shown in Table 1.

Table 1. Overview of the different presentation forms and the thereby manipulated
variables.

Presentation Method Number of Presenters Video Available

Interview Video 2 Yes

Interview Podcast 2 No

Traditional Podcast 1 No

Interview Video. Learners in our MOOC platform are used to video-based
education formats. As the control group for visual education, we present content
from two speakers in an interview format without any additional visualizations.

Interview Podcast. One of the elements under close survey for this work
is our interview podcast. To ensure that we teach the same content as in the
corresponding interview video, we took the audio from the video and presented
it as an audio-only podcast.

Traditional Podcast. Finally, we evaluate the impact that the number of pre-
senters in a podcast has by comparing a single presenter to multiple presenters.
After recording the interviews, we recorded this audio to ensure we presented
similar content in the one-person podcast. Hence, we picked the significant ques-
tions from the interview podcast and elaborated on the same ideas and challenges
while only having one presenter.

With our approach of recording the different elements, we are confident that
the knowledge and content we present in all three podcast variants are the same.
To assess the learners’ learning success, we provided identical quizzes and tests,
regardless of the content variant they had.

3.3 Study Design

We performed the study in the context of one of our Massive Open Online
Courses. Our study plan is preregistered with osf.io3 and thus available to fellow
researchers4.
3 Open Science Framework, Website: https://osf.io.
4 Survey Preregistration: Consuming Security: Evaluating Podcasts to Promote
Online Learning Integrated with Everyday Life: https://osf.io/grqek (DOI:
10.17605/OSF.IO/GRQEK.

https://osf.io
https://osf.io/grqek
https://doi.org/10.17605/OSF.IO/GRQEK
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As presented in Table 1, the two main variables that we modify within this
study are the Number of Presenters as well as the Availability of Video Content.

In our online course and study, we presented learners with a total of three
Deep Dive sections in which we compared the different presentation methods. In
each section, users are first shown the learning item, i.e., the interview video or
one of the two audio-only podcasts. Afterwards, learners answer a content quiz
and finally, they are asked to complete one survey for feedback in each Deep
Dive section. Users are assigned to one of the three different forms of content
presentation when they visit the first Deep Dive section. This assignment is
performed in a round-robin principle and stays consistent for the other Deep Dive
sections. Thus, we present a single user content in only one of the presentation
forms throughout our course.

As we collect feedback from learners with one survey for each of the three
Deep Dive sections, we have fine-granular data, which further allows us to reflect
on changes in the users’ answers. These might occur because a specific topic
might have been more or less suitable for the podcast format as the others
or because the learners’ perception could change over time, i.e., with repeated
presentation of a specific learning medium.

Survey Design. The perception of learners was measured using a quantitative
survey questionnaire. Due to the high count of participants in a MOOC, we are
confident that a survey is the only reasonable proxy for quantitative measure-
ment of learners’ perceptions. We asked the learners to answer it after consuming
the respective learning material. The survey was optional, and we did not offer
rewards or incentives.

We divided the surveys into multiple question groups. First, we asked the
users to provide feedback on the content of the learning item. This feedback
is collected using various 5-point Likert scale [12] questions. While the learning
content remained identical during all the different learning variants, this question
block allows us to capture subconscious differences among the users and their
understanding of the content.

The next block of 5-point Likert scale questions targeted the type of learning
content. Recurring users in our online courses are used to traditional educa-
tion videos, showing the teacher and presentation slides. This section explicitly
required the users to assess whether they liked and enjoyed the new type of
learning (i.e., our interview video or podcasts).

The third block of 5-point Likert scale questions references the connection
between the presenter and the learner. We attempted to identify whether the
learner felt that a particular form of teaching might be particularly engaging or
boring.

Finally, we calculated the Net Promoter Score (NPS) [15] of our Deep Dive
sections. The NPS assesses the likelihood of users recommending an experience to
friends and divides them into promoters, passives and detractors based on their
responses. The final score (ranging from −100 to +100) allows us to compare
the different formats against each other easily.
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3.4 Learning Success

Besides the questionnaires we asked the users to fill out, we collected implicit
feedback on the learning items by providing the learners with an ungraded quiz
in the learning platform. This provides us with quantitative data to measure
the learning success of the different presentation forms. Therefore, we prepared
our course so that learners of any content variant first consume their Deep Dive
learning content. Next, we present them with the survey for their particular
variant. Finally, they can take an ungraded quiz to evaluate their learning success
from the previous learning item. Those quizzes followed the same design as usual
ungraded quizzes offered after each video unit, ensuring that learners are already
familiar with the format. Assessing the success of a teaching form by comparing
learners’ success for the different groups in the quiz helps us derive implicit
insights on the content presentation.

4 Results and Analysis

Table 2. Overview over the enrolled number of learners in the course and the corre-
sponding rate of completion of the different surveys, quizzes and learning items. Quiz
Completions showing unique users, some of which took the quiz without previously
accessing any of the learning items.

Interview Video Interview Podcast Traditional Podcast

Course Enrollments 3,969

Active Learners 2,815

Deep Dive 1 Interacting Users 312 280 302

Survey Results 142 111 104

Quiz Completions 1,121

Deep Dive 2 Interacting Users 231 225 213

Survey Results 104 79 76

Quiz Completions 909

Deep Dive 3 Interacting Users 192 176 173

Survey Results 65 59 56

Quiz Completions 874

Course Completion 1,186 (42% of Active Learners)

We performed the study in this work performed alongside a cybersecurity MOOC
in English language. 3,969 Participants have initially registered with our online
course, out of which 1,186 participants (42% of active learners, i.e., those visiting
at least one item) have completed the course. As described in Subsect. 3.3, we
randomly assigned the learners into three groups to be able to compare the
different learning and content presentation types. For each learner, we offered a
total of three Deep Dive elements in which we presented the learning content
in the assessed form. We presented the learners with the same presentation
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form across all three Deep Dive sections. Each of the Deep Dive elements was
accompanied by one survey per group of learners. Additionally, each Deep Dive
element was accompanied by an identical quiz for learners of all three groups.
Table 2 shows the exact number of participants and completions per learning
element in the course.

We derived the NPS over all of the nine different learning items out of the
three presentation categories. The calculated scores rank the Interview Video
the best (NPS: 7) followed by the Interview Podcast (NPS: −4) and finally the
Traditional Podcast with an NPS of −7. In the following sections, we analyze
in more detail which aspects of the teaching content were particularly liked or
disliked by the learners.

4.1 Acceptance of New Presentation Formats

Fig. 1. Distribution of the school grades that the learners assigned to the learning
content. Whiskers show standard deviation. N = 804

Independent of the actual learning success, in the field of lifelong learning and
adult education, keeping learners’ attention and motivation is of particular
importance [4]. We, therefore, tested the overall acceptance of our Deep Dive
elements and the three different presentation formats by asking the learners to
rate the items using school grades ranging from 1 - Very Good to 6 - Insufficient.
Figure 1 shows that the lowest-rated content out of the three was the Traditional
Podcast with an average grade of 2.18. The next-best rated type of learning was
the Interview Video, which was on average graded with a 2.03. With another
15% increased grade, Interview Podcast was the best-graded type of learning
item at an average grade of 1.73.
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To judge the acceptance of the new education formats, we further assessed
access statistics of the different learning items. Throughout all learning items,
we observe that 91% of active course participants at that point also access our
optional Deep Dives. This falls in line with statistics from other courses in which
92% of learners accessed optional items.

4.2 Analysis of Learning Success

The main target for any education form is to convey knowledge. We retrieved
implicit feedback on the quality and success of educating learners by assessing
their performance during the course and, e.g., weekly graded exams.

Figure 2 shows a box-plot of the course performance that the learners of the
three different presentation forms achieved. The course performance is almost
identical for all three variants (Median: 0.86), with non-significant differences
in-between the three groups (measured with a one-way ANOVA, p = 0.68). We
thus conclude that all three presentation formats fulfilled the task of providing
and reinforcing knowledge to our learners. This verifies results from related work
identifying that for teaching basic knowledge, audio-based and video-based edu-
cation serve equally good [16]. The × indicated in the chart marks the mean
course performance (Interview Video: 0.83; Interview-Podcast: 0.82; Traditional
Podcast: 0.82).

Having identified that all three presentation methods yielded similar good
results regarding the learners’ course performance, we also analyzed the learn-
ers’ conscious feedback on whether they understood the presented content. The
Likert scale presented in Fig. 3 containing the results of our first Deep Dive
section shows two major results:

(1) The content in all three education forms was understandable to at least 89%
of our learners.

Fig. 2. Course performance of learners partitioned by the different Deep Dive presen-
tation formats. Black lines mark median values, × the mean. N = 753
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(2) The surveys show a differentiation of eight percentage points between learn-
ers agreeing with the question of whether the content was understandable
between the variants Video (89%) and Interview Podcast (97%). This finding
is particularly surprising, as the (audio-) content in the interview podcast
was identical to the spoken content in the video. This could indicate that
being forced to concentrate on audio-only content might lead to learners
understanding that content better.

However, the results from the other two Deep Dive sections do not confirm
that hypothesis. Both other surveys show the comprehensibility of the Tradi-
tional Podcast slightly worse than that of the Interviews, with the Interview
Videos rated best (Traditional Podcasts: 89%, 89%; Interview Podcasts: 93%,
94%; Interview Videos: 96%, 97%). It appears to be generalizable that content
prepared by two speakers in the form of an interview or dialogue is better under-
standable.

Fig. 3. Likert scale answers whether the content was understandable, as taken from
the surveys of Deep Dive 1, N(Total) = 357

4.3 Comparison of the Presentation Forms

Having identified that the content appealed to the learners and adequately served
its function in educating our participants properly, we analyzed and considered
other variables closer.

In our survey, we collected feedback on the two modified variables (Video
Availability, Number of Presenters) for all learning types. Table 3 provides an
overview of the results for the different presentation forms. For each of the vari-
ables and the respective presentation method, we highlight how the variable is
used in the offered teaching content and which option of the variable is preferred
by the learners as taken from the surveys.
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Table 3. Overview of learners’ preferences for modified variables. Highlighted are the
stronger preferred variants. Color-coded in Mint-Green are cases where user preference
is identical to the way the variable is presented. Highlighted in Beige are the cases
where learners preferred a different variant than the one they experienced.

Variable
Interview

Video
Interview
Podcast

Traditional
Podcast

S
p
ea

k
er

Count 2 2 1

Preferred Single 5% 15% 33%

Preferred Multiple 86% 66% 24%

Indecisive 9% 19% 43%

M
ed

ia

Video Available Yes No No

Preferred Video 53% 45% 44%

Preferred Audio 30% 20% 23%

Indecisive 17% 35% 33%

Number of Speakers. One of the variables we experimented with was the
number of speakers in the learning element. Therefore, some of our questions
asked the users to imagine the other presentation forms they did not experience.
One example of such are learners of the Interview Podcast being presented with
the statement “I think multiple speakers are confusing for audio content”. In
the surveys, 66% of learners disagreed with that statement, implying that they
preferred multiple speakers. Table 3 highlights such feedback.

For the Number of Speakers, the data shows stronger tendencies towards
two speakers as seen in the 66% or even 86%. However, this does not appear
to be of universal truth, as the listeners of the Traditional Podcast responded
with a (slight) tendency toward a Single Speaker. One might argue that learners
tend to prefer the variant which they experienced. However, the listeners of the
Traditional Podcast with only one speaker were most indecisive. We conclude
that the learners who listened to only one presenter in a podcast were least
happy with their way of presentation.

Video Availability. For Video Availability, the hypothesis from before—that
learners tend to prefer the variant of the variable that they have been pre-
sented with—does not appear to hold. Of the learners who watched a video,
53% selected that they preferred it. However, even for learners who did not
watch a video, the majority (45% and 44%) would have preferred to see a video
in addition to the podcast. The same applies to the indecisive learners: The
learners presented with a podcast showed twice the amount of indecisiveness.

We observe similar results when analyzing whether the learners are interested
to see more content in the presented form (Fig. 4). User’s interest for more
Interview Podcasts has decreased from 50% to 40% throughout the three Deep
Dive sections. However, at the same time, interest in more content in the form
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of Interview Videos has increased from 50% to 69%. Therefore, we conclude that
while one standalone podcast is retrieved positively, recurring learning content
is most positively perceived in video form. Since videos are the primary way of
presenting content in our MOOCs, this result aligns with the expected outcome.

Fig. 4. Answers to the statement “I’d like to see more content in this form” grouped
by the different Deep Dive elements.

5 Limitations

The study at hand was created in the very narrow context of cybersecurity with
a relatively limited sample of learners (on average survey completions per Deep
Dive N = 265). Further, we presented podcast elements for the first time in this
MOOC, which could lead to a “novelty” effect for our learners. On the other
hand, our learners are used to video-based education and might have biased the
results against podcasts.

6 Future Work

Our study opens the research space for comparing audio-only to video-based
education, particularly for secondary content. However, some questions are still
missing generalizable answers. Therefore, we aim to investigate the following
ideas and questions in future research:
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1. The regular video units and podcasts we presented in the course were of
similar length, with 10 to 15 min on average. Platforms such as Apple Podcasts
or Spotify feature popular podcasts with lengths of up to 90 min. As such,
the optimal length of a podcast remains to be evaluated.

2. In future online courses for broader audiences, we will reiterate similar exper-
iments and the questions at hand. This should help normalize, e.g. the “nov-
elty” factor that podcasts had in the study at hand.

3. In our videos and podcasts, both the interviewer and the interviewee are mem-
bers of our teaching team. However, educators could use the interview format
to integrate experts on a specific topic. We aim to investigate the impact
of different interview partners and their level of expertise on the learner’s
interest in the interview-based learning elements.

7 Conclusion

The presented work tackles one deficit of current online courses: the lack of
diverse content presentation methods and not relying on visual information. To
enable more diverse and inclusive learning formats, we investigated the effects
of using audio-only podcasts compared to video-based online education for sec-
ondary learning content.

Previously, the question of whether audio-based education might be of a
substantial benefit or a suitable alternative to video-based online education was
often omitted or barely touched by other research [7,8,16]. Similarly, we hardly
see podcasts integrated into established online learning platforms, such as the
platform operated by us, openHPI5, or other (international) platforms such as
Coursera or Edx.

Our study compared three different presentation methods: (1) Interview
Video, (2) Interview Podcast, (3) Traditional Podcast. Learners were randomly
assigned to the different education groups. Throughout the course, we presented
them with three Deep Dive learning items in their respective education format,
followed by a survey and a content quiz to evaluate active feedback and subcon-
scious learning results. We were able to derive the following results regarding
our research questions:

RQ1. How does the form of presentation affect learners’ perception?

We identified that the learners perceived the educational character of the pre-
sented content throughout all three methods positively (80%, 82% and 83%).
When asked to assign school grades from 1 (Very Good) to 6 (Insufficient) to
the different course items, the Interview Podcast scored best, with an average
grade of 1.73 (Interview Video: 2.03; Traditional Podcast : 2.18).

RQ2. How does audio- and video-based teaching contribute to learn-
ing success?

5 https://open.hpi.de.

https://open.hpi.de
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Our study did not show significant differences in learning success between the
analyzed groups. Instead, all learners performed similarly well with averages of
about 86% performance in the course. Regarding the conscious feedback, our
surveys show that, generally, the content of the Interviews was rated slightly
(6%) better understandable throughout all learning items.

RQ3. Which differences can be observed when comparing audio-only
and video-based education techniques?

Our analysis shows a tendency towards multiple speakers compared to a single
speaker. Further, comparing the availability of video, learners preferred video-
based education. However, this might be because our recurring learners are used
to video-based education.

Comparing results between the different Deep Dive sections raised the
assumption that the Interview Podcast is primarily appreciated if only used
rarely, e.g., once or twice per course. This is supported by the fact that over the
three Deep Dive sections, the appreciation for the Interview Podcasts dropped
(by 23%). In contrast, the appreciation of Interview Videos has increased by
38%.

7.1 Takeaways for Researchers and Teachers

The essential question of this work on video- or audio-based education still shows
indecisiveness amongst learners. We account this uncertainty to personal pref-
erences, a relatively small amount of survey answers, or the inconclusiveness
of learners used to video-based education. However, we see that no presenta-
tion form is superior for learning success. Video-based and audio-only education
methods can account for specific needs during an online course. As a seldom
integration of podcasts for multimedia learning showed great resonance by the
learners, we advise any content creator, educator, or teacher to identify the con-
tent they can add as an interview-styled podcast to their courses.
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Abstract. The reopening of schools and the returning to normal after the emer-
gency experience of online teaching brought to the line new realities in educational
practice for both teachers and students. It is now crucial to reflect on the con-
sequences of this experience and rethink the prospects of using digital tools and
online learning. The previous remote learning experience could be conceived as an
opportunity for the educational community to take advantage of the benefits online
teaching offers and adopt those practices that could further develop the teaching
experience. This paper examines the reality in K-12 schools after the pandemic
investigating the incorporation of seven digital teaching strategies into teachers’
daily routines. The study adopts a mixed methodology approach analysing quan-
titative data from an online survey of 392 in-service teachers and qualitative data
from two focus groups. The results show that an essential percentage of teachers
continue to use some practices of the distance learning model to enhance learning
and communication in the classroom. The use of these strategies was directly and
indirectly affected by teachers’ attitudes towards the distance learning model and
their perceptions of the challenges faced during the pandemic. Implications for
policy and practice are drawn.

Keywords: Digital teaching strategies · Distance learning model · Post
COVID-19 era · Online teaching · K-12 education · Teachers

1 Introduction

There is much discussion about how COVID-19 is changing many areas of our lives and
education landscape. After more than two years of the pandemic, the investigation on
what are the long-term and permanent effects on teaching and learning has been set off.
Terms such as online education, distance learning, or education information technology
are no longer extraneous to school communities. Several authors noted that education
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would never be the same after COVID-19 [1–3]. However, the extent to which education
is now digitally transformed remains a question.

The disease outbreak inCyprus started inMarch 2020,when the government imposed
the first national lockdown for around three months. As in most countries worldwide,
local primary and secondary education schools shifted to a new reality from one day to
another. The distance learning model vastly replaced the conventional physical atten-
dance in schools, gradually forming the new regular education. Teachers strived to
employ digital methods and practices by integrating technology and available digital
tools to maintain the educational process. Although this transition was imposed by the
circumstances of that period, it is still unclear whether teachers continue to employ such
practices in the post-COVID-19 era as long-term effects of the pandemic.

This study aims to investigate whether K-12 education in Cyprus changed after the
pandemic regarding the teaching practices and methods adopted by the teachers. As a
further investigation, we explore the influence of two factors related to the attitudes and
perceptions of teachers on the adoption of digital teaching strategies in the classrooms
after the lockdowns. This study serves as an evidence-based effort offering some critical
considerations regarding the effects of the distance learning model applied during the
pandemic and contributing to the discussion on rethinking education in the post-COVID-
19 era.

Despite the initial research conducted, no academic work focuses exclusively on
the impact of COVID-19 on the digitalization of teaching practices in K-12 educa-
tion in Cyprus. This research highlights critical insights from the teachers’ perspective
regarding using online practices in the classroom. Based on teachers, those practices
could further enhance the learning experience of both students and teachers, provid-
ing opportunities for collaboration, communication, and digital skills development. The
examination focuses on seven practices as strategies to improve learning. Quantitative
and qualitative data were collected through a parallel mixed-method design to address
the research questions of this study:

1. Which digital teaching strategies are used in K-12 education in Cyprus after the
pandemic of COVID-19, and to what extent? Which aspects comprise these digital
teaching strategies?

2. Which factors affect the use of these digital teaching strategies after the pandemic,
related to teachers’ attitudes towards the distance learning model for K12 education
and perceptions about the challenges faced during the pandemic? (see Fig. 1).
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Fig. 1. The hypothesized model on the direct and indirect effects on the use of digital teaching
strategies (research question 2)

2 Rethinking K-12 Education After COVID-19

Indisputably, the COVID-19 has caused an immeasurable global impact on more than
191 educational systems worldwide [4]. The national lockdowns had interrupted con-
ventional schooling in response to the virus contagion. They forced institutions to switch
to a 100% online modality, making remote learning the de facto method of education
provision for varying periods [5, 6]. The immersive effects have demanded urgent atten-
tion and solutions to address the difficulties and limitations associated with the rapid
adoption of digital technologies and the transformation of educational infrastructures.

Studies conducted around the world reached some common conclusions regarding
the impact of COVID-19 on education regarding digital teaching practices and strategies;
teachers are compelled to make concerted efforts to develop creative approaches to
online teaching that they might not have prepared for in the past. This was attempted
by exploiting existing infrastructures or designing new pedagogical delivery concepts.
However, newmethodologies required specific preparation time and familiarisation with
devices and platforms. Teachers would also collaborate with colleagues and teaching
staff to exchange ideas and support each other [7–10].

The crisis stimulated innovative approaches and teaching methodologies incorporat-
ing digital tools during teachers’ daily practice [11].Digital-driven education innovations
can now be spotted everywhere, generating a “trend” in schools and classrooms [12].
For example, teachers would monitor and assess students’ performance through quizzes
and rubric-based assessment tools, although they face great difficulties monitoring and
verifying students’ learning [6, 12].

The mass response by governments to support the education systems for implement-
ing online learning solutions worldwide would possibly lead to new foundations for
transforming schools based on the demands of high digitalized societies [4]. The use of
digital tools and platforms were explored as valuable opportunities that came to stay in
education even when face-to-face teaching resumes [12]. This mass swift has shown that
the potential to transform the future of learning is possible, provided that systems are
appropriately supported, and technology is leveraged to complement a skilled teaching
staff [10].
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2.1 Challenges and Boundaries for Change

When designed and implemented deliberately, online learning might offer equal benefits
as conventional face-to-face schooling. However, emergency remote teaching due to
COVID-19 was far from that [13]. Still, effective and meaningful online learning can be
pursued if teachers have adequate time to plan and realize the full scope of using digital
tools and platforms [14]. Affordability and acquisition of appropriate digital devices,
availability of good quality internet, suitability of working conditions at schools and
houses, and catering for the unique needs of students are only some of the factors
that should be strategically addressed in basic education’s online learning. Moreover,
teachers’ and students’ lack of digital education recourses and low digital literacy were
among the main boundaries reported for a smooth transition [9, 15]. However, neither
the time nor the resources were adequate for such preparation. At the same time, social
isolation and emotional and psychological distress over adjusting to the new reality
imposed further challenges to distance learning [12, 16, 17]. Considering these factors,
the COVID-19 has undoubtedly highlighted the inadequacies and inequalities in the
education systems.

Results from European studies varied in the outcomes of applying online learn-
ing during the pandemic. For example, Kruszewska and her colleagues [7] found that
despite the vast experience teachers could gain from engaging in remote education,
they did encounter numerable issues that hindered their efforts to teach online. These
includes the absence of information technology equipment in students’ homes, lack of
communication and motivation among students, and decreased learning efficiency. Sim-
ilarly, a research in Finland [18] showed that while some teachers indicated remarkable
resilience and capacity to respond to the challenge of digitalizing their practices, others
have struggled, as it required the integration of digital tools efficiently and in a way that
benefits students’ performance. Lavonen and Salmela-Aro [19] identified that teachers
suffered from stress, weakening the learning conditions.

The switch to more digitalized solutions to learning has motivated institutions to
become more accepting of the use of modern technologies [20]. Empirical evidence
suggests that teachers’ intention to use online learning is highly correlated with their
readiness to incorporate such methods into their practices, prior experience and ICT
skills [21]. At the same time, students’ attitudes toward using computers, their self-
efficacy to browse the internet for educational purposes, and teachers’ positive attitudes
toward e-learning were significant factors contributing to their motivation for learn-
ing [17]. Online learning has also imposed more freedom and flexibility on physically
challenged students, who can participate in learning through virtual environments, thus
limiting movement requirements [12]. As a result, suitable pedagogies for online edu-
cation depend on teachers’ expertise and exposure to ICT tools for communication,
collaboration, and content creation. Therefore, the extent to which schools and society
adapt efficiently to online teaching is highly debatable when speaking in the long term.

2.2 The Case of Cyprus

Cyprus has not been an exception for transitioning to online education. In-school opera-
tion of all public and private schools in the country was suspended in March 2020, when
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the first national lockdown was imposed, recalling all institutions to act for synchronous
and asynchronous distance learning [22].

During the pandemic, most teachers used Microsoft Teams (as suggested by the
Ministry of Education) as their preferred platform to communicate with students and
deliver teaching, in addition to the use of email, Facebook (Messenger) and ZOOM [23].
Nevertheless, as in many other countries worldwide, many teachers in Cyprus working
in public schools struggled to shift their daily teaching practices into online modes, as
they did not have adequate prior experience using online tools. Therefore, they had to
receive specific training and overcome various technical and pedagogical challenges to
establish an efficient online learning process. In contrast, private schools proved to be
much more prepared to cope with such requirements, with students having fewer issues
accessing ICT and internet connections [24, 25].

3 Methods

3.1 Sampling Process and Participants

A parallel mixed-method design was used to obtain data for this study [26, 27]. Data
collection took place in June-July during the summer after the school year 2020–2021.
The subjects of this study are teachers of K-12 education in Cyprus.

An online questionnaire was administered electronically through an official
announcement1 of the Cyprus Pedagogical Institute to all country’s primary and sec-
ondary schools. Data were collected as a part of a larger survey on teachers’ best prac-
tices, challenges and recommendations about the distance learningmodel applied during
COVID-19 in Cyprus. The questionnaire was developed by the CARDET research team,
who have long experience in educational technology topics and approved by the Cyprus
Pedagogical Institute. A total of 411 teachers filled in the online questionnaire admin-
istered in the Greek language. Pre-primary education teachers (n = 19) were excluded
from this study as they consist of a very small and not relevant cluster for this study.
Consequently, the sample consists of 392 teachers (24.7% male, 75.0% female, 0.3%
other).Most of the participants work in public schools (n= 349, 89.0%), while the rest in
private schools (n = 43, 11.0%). Around half of them are teachers in primary education
schools (i.e., grades 1–6; n = 207, 52.8%) and the other half work in secondary educa-
tion schools (i.e., grades 6–12; n = 185, 47.2%). From the latter group, 73 teachers are
employed in lower secondary schools (i.e. grades 7–9), 90 in upper secondary schools
(i.e., grades 10–12), and 22 in technical schools. The participants held either a master’s
degree (n = 246, 62.8%), a bachelor’s degree (n = 116, 29.6%), or a doctoral degree (n
= 30, 7.7%). The sample is reliable at 95% (Confident interval [CI] = .05) of the total
population of teachers in Cyprus, which is 10,863 for the year 2019–2020, according to
the latest data from the National Statistical Service [28].

Two focus groups were conducted in parallel with the questionnaire distribution,
based on a semi-structured guide, which provided the qualitative data of this study.
Eight primary school teachers formed the first group, and six teachers comprised the
group of secondary education. The conversationswere recorded, transcribed, and content
analysed [29].

1 The official announcement of the Cyprus Pedagogical Institute can be accessed here.
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3.2 Measures

Digital Teaching Strategies. The use of seven digital teaching strategies by teachers
after the pandemic, along with the conventional teaching in the classroom, was answered
on a scale from 1 (Every day) to 5 (Never). The items emerged during a preliminary anal-
ysis of how COVID-19 changed teaching in Cyprus. During this process, the research
team consulted the Cyprus Pedagogical Institute, which was continuously communicat-
ing with the schools during the 3-month lockdown (i.e. May-June 2020). Examples of
digital teaching strategies provided are “Use of the digital classroom in combination
with the conventional classroom”, “Create online activities for student collaboration”,
or “Provide personalised supportive teaching to students through technology (e.g. MS
Teams, chat)”. Further analysis of the properties of this scale is presented in the section
on results, as the investigation of this measure falls under the first research question.

Teachers’ Attitudes and Perceptions. Two items were used to observe the attitudes of
teachers towards the distance learning model for K-12 education: “If properly designed,
the distance learning model can bring just as good results as the conventional teach-
ing” and “I want to continue to use the distance learning model in combination with
conventional teaching (blended learning)”. The items were answered on a Likert scale
ranging from 1 (Totally disagree) to 5 (Totally agree). With the later item, we refer
to combining online learning with face-to-face class time as supplementary, which is
used to build upon the content discussed in the classroom. Other studies provided evi-
dence that this learning modality can benefit students as they can independently review
the course and interact with the online material at their own pace, which may result
in better performance, higher motivation and lower anxiety [30]. The reliability of the
factor representing teachers’ attitudes towards applying the distance learning model in
K-12 conventional education was measured using the Spearman’s Rho coefficient and
estimated at .408 (p > .01), which indicates a significant correlation [31].

Last, teachers’ perceptions of the challenges faced during the pandemic were cap-
tured through a scale addressing four main issues: the additional time required to prepare
a distance learning lesson, the lack of educational material in digital formats, the lack
of interaction with students, and the physical, mental and emotional exhaustion of stu-
dents and themselves. A higher score on the scale indicates that the challenge was more
important for the teacher (1 = Not important, 3 = Very important). Cronbach’s alpha
for this latent scale was satisfactory (α = .66). Confirmatory factor analysis (CFA) was
conducted for both measures added in the same model to examine their relationship and
test if these measures are consistent with the researchers’ understanding of the nature of
the construct. Model’s properties were assessed using the maximum likelihood method:
chi-square test, Comparative Fit Index (CFI> 0.95), RootMean Square Error ofApprox-
imation (RMSEA < 0.05), Standardized Root Mean Square Residual (SRMR ≤ 0.05),
and 90% Confidence Interval of RMSEA< 0.08. Results indicated a good model fit, χ2

(7) = 15.08, p< .05; CFI = 0.98; RMSEA = 0.05, 90% CI [0.01; 0.09], SRMR = 0.03,
after a minor correction on the distribution of standardized residuals. Factor loadings
were .55 and .75 for teachers’ attitudes and ranged from .39 to .77 for teachers’ percep-
tions of challenges (p < .05). The correlation between the two factors was estimated
at −.381 (p < .05). Based on these results, the structural model, including both latent
variables, was evaluated as acceptable for use in the following analyses.
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3.3 Data Analysis

As per the parallel mixed-method design, qualitative and quantitative data were collected
in the same phase of the research, analysed separately, and discussed together [27].
First, the two focus groups were scrutinised using content analysis to identify patterns
and new themes. Second, apart from the factor analysis to assess the psychometric
properties of each scale, we used Structural Equation Modelling (SEM) [32] to estimate
the direct and indirect effects of attitudes and perception on the use of digital teaching
strategies (see research question 2). Analyses were conducted using SPSS v.20.0.0 and
EQS 6.4 software [33]. Last, the qualitative data were used to confirm or complement
the quantitative results and triangulate our findings.

4 Results

4.1 Quantitative Results

The analysis of the seven given digital teaching strategies in K-12 education in Cyprus
showed that teachers barely tended to do so in their daily practice. The mean of all
items was well above the average (from 3.18 to 4.18), indicating that they employ
these strategies weekly or monthly. The most usual strategy identified deals with their
professional practice (i.e., use of technology to communicatewith colleagues) rather than
directly involving technology in the classroom (M = 3.18, SD = 1.36). The assignment
of tasks via MS Teams or other tools and the combination of digital and conventional
classroomswere two strategies applied at leastmonthly. Less frequently, teachers created
online activities for student collaboration (see Table 1).

Correlation and comparable analysis (Pearson correlation and t-test for independent
samples) followed to identify whether any digital teaching strategy is related to teachers’
characteristics (i.e., gender, age, educational attainment level, years of experience, edu-
cation level employed). The results revealed no significant relationships or differences
(male vs female), apart from the case educational level used (primary vs secondary). The
t-test showed statistically significant differences in the means of seven items between the
two groups. Teachers in secondary education schools frequently used the seven digital
teaching strategies more than their colleagues in primary schools.

Since the scale was developed and administered for the first time, we ran an
exploratory factor analysis (EFA) and then a confirmatory factor analysis (CFA) based
on the results. The principal component analysis (PCA) with Varimax orthogonal rota-
tion was used for the EFA. The KMO test was good, .829, and the analysis extracted two
factors. The first factor represented the digital teaching strategies to enhance learning
(5 items) and explained 36.48% of the total variance. Factor loadings ranged from .57
to .82. The second factor comprised the digital teaching strategies for communication
(2 items) and explained 23.70% of the remaining variance (total variance explained
60.19%). Factor loadings were .88 and .65. Factors’ reliabilities were .78 (Cronbach’s
alpha) and .35 (Spearman’s rho), respectively (see Table 2).

The two subscales were entered into one CFA model to evaluate their psychometric
properties. Results indicated a good model fit, χ2 (12) = 36.38, p < .001; CFI = 0.96;
RMSEA = 0.07, 90% CI [0.05; 0.09], SRMR = 0.04, after a minor correction on the
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Table 1. Frequency of use of seven digital teaching strategies

Mean SD

Use technology to communicate with colleagues (e.g., video conference) 3.18 1.36

Assign tasks via MS Teams (or other digital tools) 3.41 1.51

Use of the digital classroom in combination with the conventional 3.43 1.48

Use technology to communicate with parents/guardians (e.g. emails, etc.) 3.56 1.39

Create a space for asynchronous communication in the afternoon 3.70 1.42

Provide individualised supportive teaching to students through technology 3.78 1.29

Create online activities for student collaboration 4.18 1.21

Note. Items were listed on a scale where 1 = Every day, 2 = 2–3 times a week, 3 = Once a week,
4 = Sometimes a month, and 5 = Never. N = 392

Table 2. Factor loadings of items on the two factors extracted by varimax rotation

# Factors* h2

I II

q01 Use of the digital classroom in combination with the conventional
classroom

.82 −.17 .69

q02 Create a space for asynchronous communication .73 .16 .64

q03 Assign tasks via MS Teams (or other digital tools) .69 .38 .55

q04 Create online activities for student collaboration .63 .26 .48

q05 Provide individualised supportive teaching .57 .43 .54

q06 Use technology to communicate with parents/guardians (e.g. emails,
MS Teams)

−.03 .88 .78

q07 Use technology to communicate with colleagues .37 .65 .57

Eigenvalues 3.09 1.13

Percentage of variance 36.48 23.70

Cumulative percentage of variance 36.48 60.19

Note.
*Factor I: Digital teaching strategies to enhance learning
Factor II: Digital teaching strategies for communication

distribution of standardized residuals. Factor loadings ranged from .52 to .78 for digital
teaching strategies to enhance learning andwere .47 and .80 for digital teaching strategies
for communication (p< .05). The correlation between the two subscales was estimated
at .692 (p < .05). These evaluation indices confirmed the measurement fit of all items
and the structural fit between the latent variables as emerged from the EFA; therefore,
the two-factor model was allowed for use to form the hypothesised model.
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The structural analyses were conducted in four phases regarding the second research
question. First, the factor of teachers’ attitudes was regressed on the two subscales of
digital teaching strategies. The exact process followed with the teachers’ perceptions as
the independent variable. Then, a model was constructed to observe if teachers’ percep-
tions affect teachers’ attitudes. Last, the factors were incorporated into one structure to
form the hypothesised model. However, after the analysis preceded the digital teaching
strategies (research question 1), the hypothesised model emerged (see Fig. 2).

Fig. 2. The emerged hypothesised model on the direct & indirect effects of the use of digital
teaching strategies

The regression analysis of teachers’ perceptions of digital teaching strategies to
enhance learning showed no statistically significant effect. Similarly, the effect on digital
teaching strategies for communication was very low (i.e.,−.07). Themodel did not show
a good fit either. Thus, these effects were excluded from the final model. The regression
of teachers’ attitudes on the same subscales showed low to moderate negative effects
on digital teaching strategies (−.385 on digital teaching strategies to enhance learning
and −.256 on digital teaching strategies for communication). The analysis of the two
independent factors revealed that teachers’ perceptions of the challenges faced during
the pandemic have a negative effect (−.381) on their attitudes towards using the distance
learning model after the pandemic. Based on these results, we structured the final model
(Fig. 3). Model fit was good, χ2 (52) = 131.97, p < .001; CFI = 0.93; RMSEA =
0.06, 90% CI [0.05; 0.08], SRMR = 0.06. Teachers’ attitudes were found to negatively
affect teachers’ perceptions (−.350, p < .05), meaning that those who considered the
challenges during the pandemic less important expressedmore positive attitudes towards
adopting the distance learning model along with the conventional classroom. Therefore,
teachers’ perceptions of challenges only indirectly affected digital teaching strategies
through teachers’ attitudes towards the distance learning model. The direct effect of
teachers’ attitudes on digital teaching strategies to enhance learning and communication
was estimated at −.402 and −.251 correspondingly (at p < .05). These effects indicate
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that positive attitudes toward the distance learning model foresee more frequent use of
the digital teaching strategies.

Fig. 3. The final model and estimated direct and indirect effects on the use of digital teaching
strategies. Note. All effects are statistically significant at p < .05.

4.2 Qualitative Results

The data from the focus groups led to the triangulation of the above findings, as emerged
from the qualitative analysis. During the focus groups, teachers were asked to provide
their opinion if the distance learning model was used or could be exploited after the pan-
demic as a step toward a blended K-12 education. Responses were informative beyond
the quantitative results, revealing further insights onwhy teachers continued using digital
teaching strategies after the pandemic or not.

In secondary education, the attitudes towards the blended learning model were more
optimistic than those in primary education: “We uploaded many lessons online, so they
are now there. If structured better, we can use them in the future and next year”. A teacher
said, “I would demand it to dedicate one day of the week for distance learning”. On the
other hand, the hybrid model was, in many cases, imposed by the circumstances because
some students in the classrooms needed to stay home to stop the chain of contamination.
Primary education teachers found coping with the hybrid model challenging. A teacher
explains, “I had to react very fast in everything. In the beginning, I allowed children to
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interact [with those at home] tomake the lessonmore engaging and interactive.However,
I soon had to interrupt them and choose the student to talk to. Good organisation and
time management were required.”

Several digital tools were used in classrooms as a ‘heritage’ from the pandemic era. A
primary education teacher said, “We used some tools such as Kahoot and Padlet because
we have already learned them. […] Also, something I saw that worked well was chatting
communities and online spaces for communication and for students to upload their
assignments”. In secondary education, teachers also mentioned several digital tools; “I
used MS Teams for communication as a group chat and OneNote. I told them [students]
now you know how to use your online notebook, assignments will be done and corrected
there.” Similar practices were adopted by secondary teachers, such as “worksheets and
exercises for homework were uploaded in MS Teams”.

As observed in the quantitative results, teachers used digital means for communica-
tion with colleagues; “As a school principal, I did not teach to classrooms, but I used
MS Teams for teleconferences with my school staff ”. In secondary education, teachers
mentioned that “we met several times with colleagues during afternoons and days off to
discuss several things”. Others added that online meetings are a handful in cases where
teachers live in different towns with other schools and attend the seminars.

In summary, teachers’ experience with the distance learning model opened new
approaches to teaching. They appeared confident to discuss the possibilities of inte-
grating new tools and practices in their daily practice, if not new teaching models.
However, several limitations exist that do not allow a complete transition even if desired
and accepted by the education stakeholders, including themselves, as evidenced by the
quantitative analyses. How they experienced those limitations appears to be decisive in
their attitudes and integration of digital tools into their daily practice.

5 Discussion

Our study falls under the global discourse to explore whether the urgent need for contin-
uing schooling and the adoption of onlinemethods and tools to achieve remote education
due to the COVID-19 pandemic turned over a new leaf for K-12 education, as questioned
by more researchers [34]. Nevertheless, looking at the bigger picture, with technology
integration in education, schools are no longer seen as classrooms in the traditional sense
where knowledge is merely imparted upon students [15]. According to the literature,
there is no one-size-fits-all pedagogy for online learning; it is dependent upon factors
such as the subject under study, such as the adequate provision of training or technical
infrastructure to enable the incorporation of digital tools [12]. The question that arises,
therefore, is the extent to which this new reality could redefine education and reimagine
it beyond the inflexible and outdated models that most systems continue to apply today.

In this article, we examine the use of seven digital teaching strategies after the pan-
demic in K-12 education in Cyprus. Factors related to teachers’ attitudes toward the
distance learning model and teachers’ perceptions of the challenges faced during the
pandemic were selected to examine their effect on the use of digital teaching strate-
gies. Our results reveal that K-12 education teachers in Cyprus now use digital teach-
ing practices for communication, task assignment and digital classroom management.
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Secondary teachers adopted digital teaching practices to a greater extent than primary
teachers to provide educational opportunities to all students. As argued during the inter-
views, secondary education teachers found it easier to adopt digital strategies because
their students appear familiar and competent with technology. On the contrary, primary
education teachers should contact parents or guardians instead of reaching out to their
students, as essential guidance and support from an adult are required during distance
learning. However, the presence of an adult was not always feasible in many cases. This
fact generates important implications for integrating certain digital practices based on
students’ education level.

The structural equation analyses revealed that teachers’ positive attitudes towards
the distance learning model foresee a more frequent use of the referred digital teaching
strategies. This effect was more substantial on the digital teaching strategies to enhance
learning than strategies for communication. Teachers’ perceptions of challenges during
the pandemic had a moderate negative impact on these attitudes. This highlights that
perceived limitations and deficiencies of the distance learning experience during lock-
downs influenced whether teachers are willing to adopt a digitally-friendly approach.
This is important for policymakers and school leaders to consider. Should conventional
teaching continue to be supported using onlinemethods, it is necessary to invest in teach-
ers’ professional development and real-time guidance to overcome the pandemic upset.
Considering the benefits of technology-enhanced learning, the digital transformation
of education should be a core concern among governments, seeking ways to empower
teachers and schools to act as leaders in the digitalisation of classrooms [18].

The global crisis has shown us the lucrative side of online teaching and learning and
the benefits of sermonizing teachers and students at any time, in any part of the world,
destroying any barriers that conventional methods could not [20]. Online teaching could
be equally creative, innovative, and interactive as traditional modes to attract students’
attention and facilitate knowledge. There are undoubtedly gaps in remote learning, yet, it
has a great potential to continue as part of the teaching process if appropriately designed.
Taking all into consideration, important questions arise regarding the role of distance
education in reshaping digitalization after the pandemic. The policymakers’ role is cru-
cial in addressing those for a holistic integration of digital strategies into the teaching
reality.
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Abstract. We investigate a computer supported approach in which pairs co-
construct a qualitative representation of the dynamics of the industrial revolution
in a shared workspace. A key feature of this approach concerns the use of a meta-
vocabulary for representing cause-and-effect relationships that facilitates the use
of a predefined norm-representation to automatically steer the collaborative learn-
ing process. In particular, it provides focus on the set of ingredients that the learners
should use. Additionally, the workspace offers each learner pair information about
progress and content-related support. An evaluation study was executed in a real
classroom. A workbook provided information for constructing the representation
and gave advise on how to approach this task together. However, most pairs took
an alternative approach and divided their actions in the shared workspace in an
unbalanced way. Three types of task division occurred that showed differences in
the number of errors and the number of requests for support. From this result, we
formulate future directions for the development of a pedagogical approach that
stimulates collaborative learning with qualitative representations and the support
offered by the software.

Keywords: Knowledge representation · Computer supported collaborative
learning · Secondary education · Systems thinking

1 Introduction

Creating a representation (e.g., diagram, graph, concept map) of a knowledge domain
requires students to actively construct and translate concepts from one mode to another,
which promotes deep learning [1–3]. Collaboration enforces this process of translation,
since it supports students in making their ideas explicit, while the shared visual repre-
sentation focuses the discussion in the group [4]. In the present study, we investigate
how pairs co-construct a qualitative representation in a shared workspace.
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Collaborative learning (CL) is a pedagogical approach in which two ormore students
share a common goal [5]. Effective collaboration does not happen spontaneously by plac-
ing students in a group and offering them a task. Collaboration is difficult and students
need support throughout the learning process. A computer can support collaboration
between students, i.e., computer supported collaborative learning (CSCL), which has a
positive effect on learning [4, 6]. Students should be guided to balance their participation
so that they are equally involved in active, constructive and interactive learning activi-
ties [7, 8], for instance by scripting the division of work [9], creating group awareness
by displaying the contribution of group members [10], or training [11]. Teachers find
it difficult to provide adequate support to students in a CL situation [12]. CSCL could
alleviate this by providing automatic content-related and collaboration-related support
to students [4, 6], and by providing teachers with real-time insight into the learning
process on which they are able to take action [10].

Visual representation tools have a positive effect on CL [4] and each representation
has its own affordances and constraints [1, 3]. Qualitative representations are logic-based
descriptions of systems and their behaviour.Thevocabularyof qualitative representations
consists of ingredients such as entities, quantities and causal relationships with which
a system can be described in a formal, non-numerical way [13]. Students can, alone or
together, create their own representation of a system or reconstruct a predefined target
representation. Note that, the function and vocabulary of qualitative representations
differs from concept maps [14]. Concept maps use nodes and links and have no further
typing in terms of the knowledge representation language. In a concept map there are
usually various correct ways to represent a knowledge domain. Thismakes it a challenge,
for computers, teacher, or students, to monitor the process and assess the progress and
quality of the concept map [15].

Qualitative representations provide specific opportunities to support the collabo-
rative learning process. When students reconstruct a predefined target representation,
automatic content-related support can be given, i.e., an algorithm can compare stu-
dent’s representation with this norm representation and give hints to improve the former
[16]. The vocabulary of qualitative representations makes it possible to conduct a fine-
grained analysis per ingredient. This allows errors to be corrected and misconceptions
to be avoided. Uncorrected errors and misconceptions are known pitfalls when students
create their own representation [17]. Furthermore, creating (or reconstructing) a repre-
sentation and CL are both complex tasks and the induced cognitive load might hamper
learning. Automatic support can reduce this cognitive load because support is available
immediately [18].

Another affordance of qualitative representations is that the action log provides
real-time information about the individual and group learning processes, e.g., student’s
activities compared to other group members or other groups [10]. The challenge is to
decide which information is critical and how to present these to students and teachers.
When criticalmoments are detected automatically, they can be used to generate cues [19].
This reduces the burden on behalf of the teacher and gives the teacher the opportunity
to provide further (more advanced) support where necessary.
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In the present study, learner pairs in a history class are given the task to co-construct
a qualitative representation that explains the dynamics of the industrial revolution.
Content-related support based on a predefined (yet for the learners hidden) norm-
representation is offered. Ourmain questionwith this study is: How do pairs co-construct
a qualitative representation together in a shared workspace? Do they divide the work?
How do they interact with the automated content-related support that detects errors? Do
they co-construct ‘shared’ relationships in the representation? These insights help us to
further develop a pedagogical approach for CLwhen creating qualitative representations
and to add and optimize content-related and collaboration-related support.

2 Method

2.1 Participants

The lesson was conducted in a mixed pre-college and pre-university class (K-10) of a
school in the northwest of the Netherlands. The school participates in a four-year project
in which researchers, teacher educators and teachers jointly develop and implement
lesson series in which students learn by constructing qualitative representation [13, 20].

All students (n = 40) constructed qualitative representations in previous lessons, so
they were already familiar with the vocabulary. In these previous lessons, students made
representations individually.

2.2 Development of the Qualitative Representation and Workbook

The lesson was jointly designed by the school’s history teachers, teacher educators and
researchers. Several sessions were spent to come to a consensus about the predefined
norm-representation of the industrial revolution (Fig. 1). Note that, other choices were
possible here because the causal mechanisms of the industrial revolution are part of
ongoing scientific discourse [21] and the learning goals as prescribed by the Dutch
national curriculum are partly implicit about the causal mechanisms that need to be
learned.

A workbook was developed to guide students in constructing the representation. The
scheduled duration of the lesson was 100 min and was conducted at the students’ school
during regular class time.

2.3 Qualitative Representation

TheDynaLearn software (https://dynalearn.eu/) supports creating qualitative representa-
tions atmultiple levels of complexity [13, 20]. At each level new ingredients are available
to describe system behaviour. In the present study, students created a qualitative rep-
resentation at level 2. Qualitative representations distinguish entities (physical objects
or abstract concepts) and quantities (changeable features of an entity) within a system.
Entities can be structurally related to each other by adding a configuration. Quantities
can have causal relationships with other quantities and a direction of change (δ). At level
2, causal relationships are either positive (+) or negative (–). A positive relationship

https://dynalearn.eu/
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indicates that a change in the source causes a change in the target in the same direction.
A negative relationship indicates that a change in the source causes a change in the
target in the opposite direction. Once a qualitative representation is constructed, it can
be used to simulate the system. Opposing influences lead to ambiguity: multiple system
behaviours may occur. For this, initial values need to be assigned to some quantities
(i.e., the direction of change at the start).

Figure 1 shows the complete qualitative representation of the industrial revolution.
There are four entities (Country, Industry, Agriculture, and Population), three configu-
rations (e.g., Country has Industry), 17 quantities, 26 causal relationships (only positive
causal relationships were used) and 24 ingredients that need to be named (i.e., entities,
configurations and quantities). Students were provided a template in which the four enti-
ties and for each of them a quantity (Political stability, Mechanisation, Productivity, and
Growth) was already prepared in advance.

The consensus with the teachers was to select Political stability as the initial cause
that sets the industrial revolution in motion. The representation thus reads as follows: if
Political stability increases Investments increase (there is increasing confidence among
investors with regard to the business climate), an increase of Investments causes an
increase of Knowledge, etc.

Fig. 1. Qualitative representation of industrial revolution.
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The status bar at the bottom of the canvas informs students about their progress per
type of ingredient. The status bar in Fig. 1 shows, among others, that (i) four entities
need to be constructed, (ii) four are already constructed, and (iii) zero of these are wrong
(all four are correct). The numbers in the status bar become green when all ingredients of
a certain type are constructed. When an error has been made (i.e., a difference with the
norm representation has been detected), the question mark on the right side of the canvas
turns red. Students can click the question mark to receive a hint about where the error is
located and the type of error (e.g., “Causal relationship between wrong quantities.”).

2.4 Workbook

At the beginning of the lesson, students are asked to form pairs and sit next to each other.
Both students work on their own computer.

The workbook contains four tables (one for each entity) and text as two forms of
information for the students for constructing the representation. Both students had this
information and were instructed to read through it once before continuing. Each table
contains descriptions of the associated quantities. For example, the table of the entity
Population contains the description “Compensation, usually in the form of money, paid
to employees for services rendered”. Students had to link these descriptions to the avail-
able quantities in the representation (i.e.,Wages). If students found a match, they could
add the quantity to the entity in the representation. Students could use the text about the
industrial revolution to derive the appropriate cause-effect relationships. For example,
the text contained the line “The yields of agriculture increased spectacularly, partly as
a result of the application of scientific knowledge, which, for example, made it possi-
ble to make better agricultural implements”. Based on this information, students were
expected to infer that they should construct the causal relationships betweenKnowledge,
Mechanisation, and Productivity (of entity Agriculture).

The workbook also contains instructions on how the students could divide the work.
One student could be responsible for part 1 of the representation (i.e., quantities and
causal relations ofCountry and Industry) and the other student for part 2 (i.e.,Agriculture
andPopulation). The students were advised to first add the quantities to the correct entity
by using the tables. Next, they could add the causal relations in their own part by reading
the text. Finally, they could jointly add the causal relationships between quantities of the
shared part, i.e., causal relationships from part 1 to part 2 and vice versa (e.g., increase
in Laborers of entity Population causes an increase of Productivity of entity Industry).

The above described approach was chosen because it is expected to induce active,
constructive and interactive learning activities [7]. Note that pairs could ignore the rec-
ommended approach. During the lesson, there was no further steering on following the
approach.

2.5 Data Analysis

The action log of the software is used for analysis of the construction process of the rep-
resentation. Firstly, we focus on how pairs approach the joint construction of quantities
and causal relationships in part 1, part 2 and the shared part. Students can create, modify
or delete quantities and causal relations in the representation. The number of actions
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performed by each student of the pairs on quantities and causal relations in the parts of
the representation are described. Secondly, a cluster analysis (k-means) was performed
to distinguish clusters of pairs that demonstrate similar types of task division with regard
to actions on causal relations in the parts. For this, we determined the ratio of the number
of actions on the parts for each pair (Eq. 1).

ratio of actions in part = 1− |actions in partstudent 1 − actions in partstudent 2|
actions in partstudent 1 + actions in partstudent 2

(1)

A score of zero means no joint actions on that part and a score of one means that
both students performed exactly the same number of actions. Analysis of within groups
sum of squares differences per cluster size was used to determine the optimum cluster
size. Thirdly, we analysed per cluster the sequence of actions on quantities and causal
relationships in time. Fourth,we analyzed per cluster how representation progress, errors,
and content-related support were related. Finally, we analyzed by a non-parametric
Kruskal-Wallis test if there were differences per cluster with regard to (1) how much
time was spent on the representation, (2) completion of the representation, and (3) the
number of actions performed.

3 Results

3.1 Actions on Quantities

Figure 2 presents the number of actions performed by each student of the 20 pairs (A-T)
on quantities (Q) and causal relations (C) in part 1, part 2 and the shared part of the
representation.

On average, students performed 13.80 (SD = 9.31) actions on quantities in part 1
and 14.65 (SD= 8.16) action in part 2. None of the pairs divided the work on quantities
in such a way that each had an own part. In six pairs (B, C, F, K, P, R) all actions related
to quantities were performed by one of the students. In 12 pairs (A, D, E, G, J, L, M, N,
P, Q, S, T) actions on quantities in part 1 were performed by both students and actions in
part 2 by one of the students. In one pair (I) actions on quantities in part 2 were performed
by both students and actions in part 1 by one of the students. In two pairs (H, O) both
students performed actions on quantities in part 1 and 2.

There are differences between pairs in the ratio in which both performed action on
quantities in parts 1 and/or 2. For example, student 1 of pair G performed 39 actions in
part 1 whereas student 2 only performed 4 actions. Actions of Pair Q on part 1 are more
balanced, student 1 has 9 actions and student 2 has 8 actions.

3.2 Actions on Causal Relations

On average, students performed 75.85 (SD= 53.85) actions on causal relations in part 1
and 63.05 (SD= 40.52) actions in part 2. In five pairs (D, F, K, R, T) all actions on causal
relations in part 1 and part 2 of the diagram were performed by one of the students. In
11 pairs both students performed actions on causal relations in part 1 and part 2 of the
diagram (A, C, E, G, H, I, L, M, N, Q, S). In four pairs (B, J, O, P) actions on causal
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relations in part 1 were performed by both students and actions in part 2 by one of the
students. There are no pairs where all actions in part 1 were performed by one student
and actions in part 2 by both students.

Fig. 2. Actions performed by each student (1–2) of pairs (A-T) on quantities (Q) and causal
relations (C) in part 1, part 2 and the shared part of the representation. There is a limit on the
y-axis of 100 to make comparison easier.

On average, students performed 76.0 (SD= 54.27) actions on causal relations in the
shared part. In 11 pairs (A, C, E, G, H, I, L, M, N, Q, S) both students performed actions
in the shared part. Note that, for the latter pairs both students also performed actions in
both parts of the diagram. In 9 pairs (B, D, F, J, L, O, P, R, T) the actions on the shared
part of the diagram were performed by one of the students. With regard to the latter, in
all cases this is the student with the highest total number of actions on quantities and
causal relations in part 1 and 2.

There are differences between the pairs in the ratio in which both students performed
actions on quantities in part 1, part 2 and the shared part. There are also differenceswithin
pairs in the ratio in which both performed actions on quantities in parts 1, part 2 and the
shared part. For example, student 1 and 2 of pair A both performed 45 actions in part 1,
student 1 performed 77 actions in part 2 and student 2 performed 4 actions, and student
1 performed 75 actions in the shared part and student 2 performed 23 actions.
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3.3 Cluster Analysis

Most of the actions (77%) during the lesson were devoted to making the causal rela-
tionships in part 1, part 2 and the shared part. The ratio of actions by both students
on causal relationships was calculated for each part and was used as input for cluster
analysis. Analysis of within groups sum of squares differences per cluster size led to
the conclusion that the optimum cluster size is three. Figure 3 shows the results of the
cluster analysis.

Fig. 3. Cluster plot with a three cluster solution.

Cluster 1 contains 5 pairs (A, B, I, M, O). The cluster mean for the ratio of actions
is 66.22% for part 1, 7.75% for part 2 and 24.61% for the shared part. So students in
this cluster mainly performed joint actions on part 1 and somewhat on the shared part.
Actions in Part 2 were mostly performed by one of the students. Cluster 2 contains 10
pairs (D, E, F, G, J, K P, R, S, T). The cluster mean for the ratio of actions is 4.26%
for part 1, 0.86% for part 2 and 1.35% for the shared part. In this cluster, the actions in
the representation were almost completely performed by one of the students. Cluster 3
contains 5 pairs (C, H, L, N, Q). The cluster mean for the ratio of actions is 38.36% for
part 1, 77.78% for part 2 and 55.85% for the shared part. For the pairs in cluster 3, both
students performed a considerable amount of actions on causal relations in all parts of
the representation.
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3.4 Sequence of Actions in Time

Figure 4 presents the sequence of actions students performed on quantities (Q) and causal
relations (C) in part 1, part 2 and the shared part. Students of pairs (A, B, I, M, O) in
cluster 1, mainly collaborated on causal relations of part 1 and somewhat on the shared
part. Pairs A, I and M completed the representation (score = 50). The general trend
for the sequence of actions of the latter pairs is that at the beginning of the lesson both
students performed actions in their own part and for some time they both worked on the
representation at the same time. At the end of the lesson, one of the students performed
all actions and completed the representation. Pairs B and O performed fewer actions and
did not complete the representation. Their actions were more spread out over the lesson,
but it seems that they mainly performed actions simultaneously at the beginning of the
lesson. The sequence of actions for all pairs in cluster 1 mainly followed the order as
recommended in the workbook. On a fine-grained scale the actions on causal relations
of different parts were often intertwined. For instance, student 1 of pair I seemed to
focus on actions on causal relations in the shared part at approximately 65 min but some
actions on the shared part were made early in the lesson and actions on causal relations
in part 1 and 2 were also still performed.

Fig. 4. Sequence of actions of each student (1–2) of pairs (A–H) on quantities (Q) and causal
relations (C) in part 1, part 2 and the shared part.

In cluster 2 (D, E, F, G, J, K P, R, S, T) one of the students of the pair performed
almost all actions on causal relations in the representation. Seven pairs (D, E, G, K P, S,
T) completed the representation. The students that performed the actions of pairs E, G, P,
S and T mainly followed the sequence as recommended in the workbook. The sequence
of actions on quantities and causal relations of the student of pair D and K were more
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mixed. For instance, student 1 of pair D already started creating causal relations in the
joint part before most actions of quantities in part 1 and 2 were performed. Pair F, J, and
R did not finish the representation. These students also mainly followed the sequence of
actions as recommended in the workbook.

In cluster 3 (C, H, L, N, Q) both students performed a considerable number of actions
on causal relations in all parts of the representation. The pairs H, N, Q, and L completed
the representation. The latter pairs differ in the extent to which actions were performed
on the representation at the same time. For example, students 1 and 2 of pair H did
not often perform actions at the same time. Student 2 mainly performed actions at the
beginning of the lesson, and student 1 mainly performed actions at the end of the lesson.
In contrast, students of pair L performed many actions at the same time. At the end of
the lesson, both students of pair L also performed actions to complete the shared part of
the representation. Pair C did not complete the representation. At the beginning of the
lesson, student 2 of pair C focused on creating causal relationships in part 2. Later in the
lesson, student 1 added the quantities and the causal relations to the representation.

3.5 Errors and Content-Related Support

Figure 5 shows the number of errors and requests for content-related support per cluster
as pairs made progress in the representation. Representation progress is the current score
at a particular point in the construction process. Note that the construction process varies
per pair and that any representation with a current score of 30 points may look different.
However, the analysis of the sequence of actions in time (Sect. 3.4) shows that most
pairs constructed the representation as suggested in the workbook to some extent.

In cluster 1, few errors were made in the beginning of the construction process.
There were two periods in the construction process where the number of errors were
increasing. The first period was at a representation progress of approximately 20 to 28
and the second period was when the representation was nearly finished. The peak in the
first period coincides with the moment in the construction process where most quantities
were added and the first causal relationships were constructed. The number of possible
causal relationships that can be constructed was large at that moment and it is possible
that the students had initial difficulties with interpreting the text and translating it into
the representation. In the second period, when the representation was almost finished,
the last causal relationships need to be constructed. These causal relationships were
probably difficult to find, either because they were less explicitly mentioned in the text,
but also because the number of ingredients in the representationwas large at that moment
and students might have had difficulties keeping an overview. The number of request for
support during the construction process was related to the number of errors.

In cluster 2 the number of errors was slightly increasing in the beginning of the
construction process and when the representation was nearly finished. The number of
requests for support were relatively high in the beginning of the construction process.
This period coincides with the moment when quantities were added to the entities.
The number of requests for support were low when the representation was nearing
completion. One of the students was performing actions in this cluster and this probably
made it immediately clear that the notification (the question mark turns red) was the
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result of their own action and they could probably fix the error without asking for more
extensive support by clicking the question mark.

Fig. 5. Number of errors, requests for content-related support and representation progress per
cluster.

Cluster 3 showed much variation in the number of errors throughout the construc-
tion progress. As in cluster 1, there was an increase in the number of errors around a
representation progress of approximately 20–30 and when the representation is nearing
completion. During the construction process, the number of requests for content-related
support was in sync with the number of errors. The number of requests for support were
relatively high when te representation was nearly finished. In this cluster, students were
jointly working on the shared part of the representation in this period. The support func-
tion detects and reports all errors to both students (the question mark turns red). This
might have been confusing when both students worked simultaneously. The increase in
the number of requests for support may be explained by the fact that it was not clear to
students whether their action or that of their partner was wrong.
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3.6 Differences Per Cluster

Kruskal-Wallis test showed that there was no statistically significant difference in time
spent on the representation between the cluster (χ2(2) = 2.36, p = 0.31) with a mean
time spent of 96.0 (SD = 6.47) for cluster 1, 83.8 (SD = 17.9) for cluster 2 and 95.7
(SD = 11.1) for cluster 3. Also no significant differences (χ2(2) = .19, p = 0.91) were
found between completion of the representation for cluster 1 (M = 45.8, SD = 6.57),
cluster 2 (M = 45.6, SD = 7.23) and cluster 3 (M = 46.8, SD = 7.16). Furthermore,
there was no statistically significant difference in the total number of actions performed
on the representation between the clusters (χ2(2)= .09, p= 0.95), with a mean number
of actions of 210 (SD = 155) for cluster 1, 228 (SD = 176) for cluster 2 and 217 (SD =
101) for cluster 3.

4 Discussion and Conclusion

The present study examines how pairs co-construct a qualitative representation about the
industrial revolution in a shared workspace. Students were advised on how to approach
this task together. We expected that the approach would ensure active involvement, a
sense of responsibility for completing the model and discussion about the parts, as well
as the whole, in both students [7]. However, pairs could ignore the advised approach.
Students were supported by the built-in content-related support function and they could
monitor their progress by checking the status bar.

It is notable that none of the pairs divided thework into the two parts as recommended
in the workbook. Three types of task division occurred: (i) for most pairs one student
performed all actions on quantities and causal relationships in the representation. This
does not mean that the other student was inactive, they could also contribute, for exam-
ple, by thinking along and reflecting on the actions that the other student made in the
representation. The debriefing of the lesson with the teachers and researchers involved
provided anecdotal evidence to support the latter. (ii) Some pairs worked together on
the entire representation, and (iii) some pairs worked together on part 1 and somewhat
on the shared part.

Most pairs followed the sequence of constructing the quantities and causal relation-
ships as recommended in the workbook. Students of pairs that divided the work to some
degree did not necessarily perform their actions simultaneously. In many occasions we
found that either one student or the other was performing actions at a certain moment.
We also found differences between the three types of task division and the number of
errors and the number of requests for support during the construction progress. Pairs that
more or less worked together made more errors when the first causal relationships were
constructed than pairs where one student performed most of the actions. For all types,
there was an increase in the number of errors when the representation was almost ready.
For pairs who worked together on the shared part, the number of requests for support
increased during this period. Type of task division was not related to time spent on the
representation, completion of the representation, and number of actions performed.

In conclusion, it is not self-evident that students jointly create a knowledge represen-
tation inwhich thework is distributed in a balancedway, even if the task, the software and
the recommended approach are aimed at this. Students are likely not used to working this
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way and may not have sufficient collaboration skills to adapt to the recommended app-
roach. They may misinterpret ‘collaboration’ by constructing together all quantities and
relations and step over the phase of individual construction to enforce co-construction
[7]. Following the results, we can formulate future directions for the development of a
pedagogical approach that stimulates CLwith qualitative representations and the support
that is offered by the software.

Key to the approach should be that all students are active and that interaction is
induced. For this, it might be useful to train students explicitly in collaboration on
the representation [11] and to emphasize why it is important to alternate individual
construction and discussions on shared construction.

The software could be extended with a dashboard that offers real-time collaboration-
related support to students and teachers [22]. The action log and the norm representation
are two features of qualitative representations that facilitate the development of such
functionality. The dashboard could, for instance, provide insight into the extent to which
the members of the group are making progress, making errors or using content-related
support. A teacher dashboard, possibly with an automated advice function [23], could
support teachers to offer guidance to groups that are unable to reach a satisfactory
outcome together. Collaboration-related support could also be enhanced with a script
that gives guidance about how to interact [19]. The results of the present study suggest that
such critical moments can be distinguished, e.g., an uneven distribution of the number
of actions in a certain amount of time, too much working on the same ingredients, many
errors and use of content-related support in a short period.

The content-related support function could provide more customized help for each
student of the pair. At this moment, both students get the same notifications (the question
mark turns red and the status bar shows there is an incorrect ingredient) if an error ismade
by either student. If both students perform actions simultaneously in the representation,
it may not be clear for whom the notification is intended.

To conclude, qualitative representations have specific affordances and constraints
and provide opportunities for CL that need to be explored. The present study discusses
how students work together in such a learning environment and provides indications for
further development of this approach and (automated) support.
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Abstract. One of the main concerns in online learning environments
is the identification of students with learning difficulties. Convention-
ally, analytical models trained offline on pre-prepared datasets are used
to predict student performance. However, as learning data become pro-
gressively available over time, this learning method is no longer suffi-
cient in real-world applications. Nowadays, incremental learning strate-
gies are increasingly applied to update online analytical models by
re-training them on newly received data. Various online incremental
learning approaches have been proposed to overcome different issues
such as catastrophic forgetting and concept drift. However, no app-
roach addresses the question of when to update the model and how to
determine whether the new data provide important information that the
model should learn. In this paper, we propose a method for determining
when an online classifier that predicts student performance and receives
a real-time data stream, should be updated. In addition, we use a typical
approach that maintains balanced old and new data examples to re-train
the model when necessary. As a proof of concept, we applied our method
on real data of k-12 learners enrolled in an online physics-chemistry
module.

Keywords: Incremental learning · Distance learning · K-12 learners ·
Machine learning · Classification

1 Introduction

Learning from anywhere, at any time and at one’s own pace has become a reality
through the use of e-learning platforms. One of the main concerns in such a con-
text is the high failure rate among the learners. Multiple research works focused
on elaborating analytical models to predict students performance. Convention-
ally, most of these models operate in batch mode by reading and processing the
entire training set, with the strong assumption that the data is static and always
available in advance. Indeed, the learning data become progressively available
over time. It is impossible to collect all relevant training examples at once, and
the models must therefore be updated to incorporate the unlearned knowledge
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encoded in the new data received over time. Thus, the traditional methods of
training and evaluating models are no more sufficient in real-world applications.

To address this challenge, incremental learning is increasingly used to ensure
continuous adaptation of online analytical models based on newly received data.
The use of online incremental learning has revealed many challenges, includ-
ing concept drift and catastrophic forgetting. Both of these problems have been
widely addressed and many approaches have been proposed [1,8,12] to overcome
their impact on the model efficiency. However, none of the incremental learning
approaches addresses the question of when to update the model, which in turn
raises the question of how to determine whether the newly received data provides
relevant information that the model should learn. Addressing the frequency of
updating an online model is of high importance. In the distance education, each
student has his own pace to learn, which results in variations in the students
engagement, regularity and reactivity. There are periods during the school year
when most students are active, while the rest of the time only a few of them
use the e-learning platform continuously. This variation in the learning behavior
has an impact on the quantity and the quality of the generated data over time.
According to the existing definitions [4,5,13], incremental learning is a dynamic
strategy that consists in processing the stream data as soon as it becomes avail-
able due to limited memory resources. This method can lead to frequent and
unnecessary updates of the models.

In this paper, we propose an incremental learning process for determining
when an online classifier that predicts student performance and receives a real-
time data stream, should be updated. Our process invokes the retraining process:
i) when new classes are detected in the newly received data; ii) when the for-
getting value in each detected class is below a certain threshold and iii) when a
class label is seen but never predicted. The forgetting value within a class is the
difference between the two accuracy values over two successive time intervals. To
overcome the problems related to concept drift and catastrophic forgetting, our
process uses a typical approach that consists in maintaining a balanced training
set of old and new data to train the model when necessary. An algorithm is pro-
posed to update the exemplar set continuously as long as the data is generated
to re-train the model when necessary. As a proof of concept, we used a real-world
scenario of k-12 learners adopting 100% online education. Our process is applied
with an Artificial Neural Network (ANN) to predict students at risk of failure.

The rest of the paper is organized as follows: Sect. 2 presents the related work.
Section 3 introduces the proposed incremental learning process. In Sect. 4 and
Sect. 5, we present respectively the case study description and the experimental
results. The Sect. 6 presents the conclusions and the future works.

2 Related Work

Online incremental learning is an Artificial intelligence (AI) technique that refers
to the circumstance of a permanent online adaptation of the analytical model
according to the constantly received data flow over time [4,5,13]. This technique
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has been used to fulfill adequately various learning analytics objectives among
which predicting students performance [1,6,7], image classification [10,14] and
text classification [11]. Most of the existing works focus either on solving the
problem of catastrophic forgetting and concept drift, or on comparing incremen-
tal online algorithms. When it comes to predicting student performance incre-
mentally, most of the research is oriented towards the comparison of incremental
algorithms. In [7], the authors compared four classifiers that can run incremen-
tally. The aim is to recommend the suitable algorithm to use in assessing students
performance within an incremental learning context. In [1], the authors com-
pared three approaches of incremental learning to determine the suitable way
to handle students stream data. The used approaches include instance-based,
batch-based and ensembling of instance-based incremental learning. In [6], the
authors proposed an incremental learning technique that combines an incremen-
tal version of Naive Bayes, the 1-NN and the WINNOW algorithms. The aim is
to predict the student’s performance within a distance education environment
by using incremental ensemble based on a voting methodology.

The use of incremental learning is more developed, especially for image clas-
sification. In [5], the authors proposed an incremental learning framework to
overcome the problem of catastrophic forgetting when learning new classes and
the problem of data distribution over time referred as concept drift. The frame-
work was tested to classify images using the CIFAR-100 and ImageNet-1000
datasets. In [12] the authors presented a novel framework that can incremen-
tally learn to identify various chest abnormalities by using few training data. the
framework is based on an incremental learning loss function that infers Bayesian
theory to recognize structural and semantic inter-dependencies between incre-
mentally learned knowledge representations. In [8], the authors compared eight
popular incremental methods representing different algorithm classes using sta-
tionary and non-stationary datasets. A set of metrics including the accuracy, the
robustness and the error classification rate are used to assess the algorithms.

Existing incremental learning methods address a variety of issues, such as
catastrophic forgetting, but none address the issue of when to update a model.
In this paper, we propose a new incremental learning method that considers the
optimal time to update a model by reducing the number of unnecessary updates
while maintaining good performance stability.

3 Proposed Approach for Incremental Learning

This section starts with a formal introduction to the problem of when and how to
update an online analytical model using stream data (Sect. 3.1). Then it presents
an overview of the proposed incremental learning process (Sect. 3.2).

3.1 Problem Formalization

Online incremental learning [8] is a subset of incremental learning, which is
further constrained by runtime and the ability to provide lifelong learning with
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limited data when compared to offline learning. In general, these constraints are
related to real-world applications in which new data is generated sequentially
over time, thereby contradicting the strong assumption of total data availability.

Assume M1, M2, .., Mk a sequence of models that is computed on stream
data (D1, Y1), (D2, Y2),.., (Dk, Yk) as shown in the Fig. 1.

Fig. 1. An incremental online scenario

Each Di represents a block of new data (xi|i ∈ {1,m}), which it has at least
one element and no more than m elements. Usually, the size of the block is
limited due to memory constraints [5]. Each Yi represents the set of true labels.
Dtraini = (Di, Yi) represents the data used to update the model Mi to create
the model Mi+1 that will be used to predict Di+1.

As shown in Fig. 1, the principle of incremental learning is that each time new
data is available, the model update is invoked. This, however, may necessitate
frequent updates of the online model, which is both time and resource intensive.
Defining when to invoke the re-train is of high importance. If the model Mi

can accurately predict Di, there is no need to update it; it can still be used to
process the data Di+1. In other words, if the model maintains a certain level
of performance stability, it means that the new data does not contain any new
knowledge that the model is unable to handle.

Further, one of the difficult challenges in incremental learning is catastrophic
forgetting. Suppose the model Mi is trained on j classes and we invoke its train
on Dtraini = (Di, Yi) that contains p new classes. In theory, the model can
predict all classes well (j+p), but in practice, the model’s stability on the old
j classes decreases significantly due to a lack of representation of these classes
when training on new ones.

In this work, we propose a new online incremental learning process that aims
to reduce the frequency of updating a model while maintaining a certain per-
formance stability over time. To address the problems related to catastrophic
forgetting, our method uses a typical approach [3,5,9] that consists in main-
taining a balanced training set of old and new data to train the model when
necessary.

3.2 Learning from a Train Exemplar

To address the common issues of incremental learning (e.g. catastrophic forget-
ting), we adopt a common approach [3,5,9] that has been widely applied: we
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Fig. 2. Exemplar set

use a small exemplar of both old and new data. In our work, the exemplar set
is updated each time new data are received. The new data may contain both
new data classes and new observations of old classes. As shown in Fig. 2, we no
longer use only newly received data to train the model; instead, we use an exem-
plar set created previously and updated it with new samples from the received
stream data. Exemplar samples are selected at random, but with each update,
we seek to preserve an equal representation of all learned data classes. Algorithm
1 depicts the entire process of updating the exemplar set.

The Algorithm 1 takes as input the exemplar to update E , the received data
(D,Y ), the number of samples m to store in E and the ratio of the classes R.
This ratio defines the representation of the classes within the exemplar (e.g. if
we have 3 class labels, R is equal to 1/3). The Algorithm provides as output an
updated version of the exemplar E .

It all starts with cleaning up the old exemplar E (Line 1–Line 8). The algo-
rithm checks the number of samples in E for each old class (Line 3). If this number
is strictly greater than the new representation ratio, the algorithm removes the
extra samples at random in order to meet the class representation condition
(Line 4). Otherwise, there is no need to delete the old observations (Line 6).

The next step is to update the exemplar with the new data. We distinguish
between two types of updates: i) the exemplar is updated with the new detected
class labels (if any) (Line 9–Line 16), and ii) the exemplar is updated with the
new observations for the old class labels (Line 17–Line 25). For the first kind
of update, the algorithm first determines whether the number of samples in the
new data exceeds the allowed representation ratio (Line 10–Line 11). If this is
the case, the algorithm selects samples at random to store in E . The number
of selected samples must meet the representation condition. Else, all samples
are kept in E (Line 14). For the second type of update the algorithm checks,
for each class, whether the number of samples for old observations meets the
representation ratio condition (Line 18–Line 19). If this is the case, all of the old
data that have new observations are updated (Line 20). Otherwise, the algorithm
updates the old data with new observations (Line 22). Then, it selects samples
at random from the new observations of old classes to store in E while satisfying
the representation condition (Line 23).
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Algorithm 1. Build the exemplar set
Require: E , (D,Y ),m,R
Ensure: E
1: (Dold, Yold) ← get old class(E)
2: for (c ∈ Yold) do
3: if (|Doldc | > (m ∗ R)) then
4: E ← remove extra observations(E , (Doldc , c))
5: else
6: No need to remove
7: end if
8: end for
9: (Dnew, Ynew) ← get new data((D,Y ))

10: for (c ∈ Ynew) do
11: if (|Dnewc | > (m ∗ R)) then
12: E ← put(E , select random((Dnew, Ynew), R,m))
13: else
14: E ← put(E , (Dnewi , c))
15: end if
16: end for
17: (Dnewobs , Yoldobs) ← get new observations for old class((D,Y ))
18: for (c ∈ Yoldobs) do
19: if (|Dnewobsc

| == (m ∗ R)) then
20: E ← update(E , Doldc , Dnewobsc

)
21: else
22: E ← update(E , Doldc , Dnewobsc

)
23: E ← put(E , select random(Dnewobsc

, Yoldobs))
24: end if
25: end for

In the next section, we present how the use of the exemplar fits into the
overall incremental learning process.

3.3 Incremental Learning Process to Update an Online Model

Our incremental learning process (Algorithm 2) takes as input: i) the stream
data D = (D1, ..,Dn) as it arrives over time; ii) the true label Y = (Y1, .., Yn)
associated to the stream data1; iii) the ML model (M) , iv) the allowed forgetting
value (F) and v) m the number of samples to store in the exemplar trainset.

The Algorithm 2 starts by iterating over the prediction times (Line 1). If
the prediction time corresponds to the beginning of the time interval (Line 2),
we train the model on the received data during that time (Line 3). This first
moment corresponds to the beginning of the school year, when all students are
given a class label. Indeed, to overcome the cold start problem, students can be
considered all successful, all at risk of failure, or their historical information can
be used to assign them to a specific class among the predefined ones.

1 e.g. Y1 represents the set of true labels for the stream data D1.
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Algorithm 2. Incremental Learning Process
Require: D = ((D1, Y1), .., (Dn, Yn)),M,F ,m
1: for i in (1..n) do
2: if (i == 1) then
3: M ← fit(M, (Di, Yi))
4: C ← get-seen-class(Yi)
5: Ei ← build-trainset((Di, Yi),m, 1/|C|)
6: Alast ← ∅
7: else
8: c ← |C|
9: List preds ← predict (M, Di)

10: Ai ← Score-Accuracy(List preds, Yi)
11: Ci ← get current detected class(Yi)
12: C ← unique class (C ∪ Ci)
13: Ei ← update Exemplar set(Ei−1, (Di, Yi),m, 1/|C|)
14: if (|C| > c) then
15: M ← fit(M, Ei)
16: else
17: OK ← true , j ← 0
18: while (OK and j < |C|) do
19: if (Aij == 0) then
20: M ← fit(M, Ei)
21: OK ← false
22: else if (Alastj > Aij) then
23: aj ← compute forget (Alastj , Aij)
24: if (aj > F) then
25: M ← fit(M, Ei)
26: OK ← false
27: end if
28: end if
29: j ← j + 1
30: Alast ← Ai

31: end while
32: end if
33: end if
34: end for

Then (line 4), we recuperate the learned classes during the first training time.
Later, we build the first trainset (Line 5). The build-trainset function takes as
parameters the received data (D1), the true labels (Y1), the number of samples
to store (m) and the ratio of each learned class (1/|C|). The samples are selected
randomly, but the learned classes are equally represented in order to address the
issue of under-represented classes. The algorithm uses the list Alast to save the
accuracy values of the model for the most recent prediction time (Line 6). For
the following intervals, the algorithm starts by saving the number of the classes
already seen (Line 8). Then, the last calculated model is used to predict the
classification of the received stream data (Di) (Line 9). Then it calculates the
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current accuracy scores for the seen class labels (Line 10). Ci that corresponds
to the list of class labels detected in Yi is identified (Line 11) and the set of seen
classes C is updated (Line 12). Later, the exemplar train-set is updated using the
Algorithm 1 (Line 13). The train-set is updated each time new data is received,
regardless of whether or not a model is updated. The aim is to maintain an
up-to-date train-set that will serve to train the model when necessary. There are
three cases to start model training: If new classes are detected in the labeled new
received data (Line 14), the model’s train is invoked using the recently updated
exemplar set (Ei). If no new classes are found, the model’s accuracy per class is
checked: if the current accuracy score equals zero than the training is invoked
(Line 19–Lline 21). Else, the accuracy is compared to that computed during the
last prediction time to see if it has improved or decreased(Line 22). If the second
case, the algorithm verifies if the forgetting value within the learned classes does
not exceed a given threshold (F) (Line 23–Line 24). If it is so, the model’s train
is invoked (Line 25). It is sufficient to detect a drop in accuracy in one class to
start the training phase.

4 Case Study

The Cned2 offers a diverse range of courses entirely online to k-12 students
located all over the world (173 countries). These students come from a variety of
demographic backgrounds and are unable to attend regular schools for a variety
of reasons. The Cned offers the courses through a Learning Management System
(LMS) and provides with it a set of applications such as an education manage-
ment system that allows administrative tracking of the students. Our case study
in this work consists of K-12 students enrolled in the physics-chemistry course
during the 2017–2018 school year. There are 46 weeks in the school year and 671
enrolled students.

To predict students performances on weekly-basis, the problem is formalized
as a n-classification problem. The classification consists of three classes: high
risk (≤8), medium risk (<8 and ≤12) and success (>12). On each week wi, a
student is defined by a tuple X = (f1, .., fm, y) where f1, .., fm are the features
and y is the class label. The student class may vary from one week to another
based on his/her performance. The selected features are extracted from the two
data sources including the LMS (moodle) and the education management system
(GAEL).

We distinguish the following indicators [2] calculated based on the used fea-
tures:

– Demographic data: it represents information such as the gender, the age, has
or not a scholarship, and repeating or not the year. These data are provided
by the education management system.

– Performance: this indicator denotes the submitted exams and the grades.

2 Centre national d’enseignement à distance: https://www.cned.fr.

https://www.cned.fr
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– Engagement: it described the learner activity on the LMS. The only way to
track learners engagement is through their interaction with the LMS content.

– Regularity: it denotes the progress made by the learner in terms of achieved
LMS activities and the number of submitted exams through GAEL.

– Reactivity: It is denoted by the time taken to submit an exam as well as the
time between successive connections to the LMS.

The aim is to predict students at risk of failure as early as possible while
taking into account the progressive availability of data over time. To address
the issue of a cold start, all students are classified as having a high risk of
failing during the first week. This classification will evolve over time based on
the students performance.

5 Experiments

As a proof of concept, the incremental learning process was tested with the
ANN model. Prior to the assessment, a set of experiments were performed to
determine the suitable parameters for our model, including defining the optimizer
(SGD) and the learning rate (0.01). Several configurations were used to evaluate
the effect of process parameters on the number of model updates as well as
its accuracy. Furthermore, to demonstrate our process’s efficiency in reducing
the number of model updates while maintaining good performance stability, we
compared it to an incremental process that has full access to all previous data
and is trained each week. The second process is ideal for an incremental model
because all data is available and training is performed on a weekly basis.

5.1 Impact of the Forgetting Value and Exemplar Set Size

Our incremental learning process is based on two key parameters including the
exemplar set size and the forgetting value (see Sect. 3). The first specifies the
number of the samples to be used when re-training the model. While the second
shows the rate of forgetting we can tolerate per class label.

Various configurations were used to test the proposed incremental learning
process (see Table 1). Each configuration differs in the size of the exemplar set
and the forgetting value. Overall, three exemplar sizes (80, 100 and 150) were
used, each with ten forgetting values (from 1% till 10%).

Table 1. Configurations

Exemplar set size Forgetting value

80 1%, 2%, 3%,4%, 5%, 6%, 7%, 8%, 9%, 10%

100

150
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Fig. 3. Number of updates and average accuracy per exemplar size and forgetting value

The Fig. 3 depicts the variation in the number of model updates as well as
the average of accuracy as a function of exemplar size and forgetting value. The
weekly accuracy values are used to calculate the average accuracy (over a period
of 46 weeks).

Regardless the exemplar size, we notice, in overall, that the number of
updates decreases while the forgetting value increases. This is to be expected,
as increasing forgetting values give the model a lot more space to forget what it
has learned. While a minor forgetting value may result in frequent updates. As
shown in Fig. 3, for allowed values of 1%, we find the highest number of updates
(28, 28, and 19 updates respectively for exemplar sizes 80, 100 and 150). While
for a value of 10%, we notice the smallest number of updates (6, 5 and 6 updates
respectively for exemplar sizes 80, 100 and 150).

The average accuracy associated with the lowest forgetting values and thus
frequent updates is, indeed, the highest. However, for fewer updates, the aver-
age accuracy remains high (≥90%), even though it gradually decreases as the
forgetting value increases.

Despite the decrease in the number of updates as the forgetting value
increases, the model has maintained good stability, which can be attributed to
the use of an updated exemplar set. As explained in Sect. 3, the exemplar set is
used to store observations for old and new classes over time. Furthermore, when
creating this exemplar, we consider an equal representation of all classes to allow
the model to learn the knowledge gained over time more effectively. Equal class
representation is considered, since the received data over time already present
imbalances with respect to the “medium risk failure” class. Consequently, with
a non-equal representation this class is not well detected, especially when the
samples are selected randomly when building the exemplar set. The number of
samples in the exemplar influences both the number of updates and the average
accuracy. Increasing this number does not always ensure the smallest number
of updates and the highest average accuracy. For example, using an exemplar
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Fig. 4. Accuracy over weeks

set of size 100, for half of the time resulted in an equal or higher number of
updates than using an exemplar set of size 80. Furthermore, it demonstrated
a high variation in average accuracy when compared to the rest, even though
this variation was not significant. While, in overall, the use of the exemplar set
with a size 150 samples resulted in less number of updates and better average
accuracy. Furthermore, for each exemplar set size, we observe that the number
of updates is stable or only slightly varies on an interval of forgetting values for
each exemplar set size. For example, for the exemplar set with a size 80, on the
interval [6%, 10%], the average accuracy is stable, and the number of updates
is equal to six. This can be explained by the fact that most of the detected for-
getting values were less than 6%, requiring no model update. Thus, in this case,
the number of updates is mostly identified when a new class is detected or when
the accuracy of a given class equals zero.

In summary, the forgetting value and the size of the exemplar set are relevant
parameters for reducing the number of updates and increasing the stability of
the model performance in the context of incremental learning. The goal of this
article is not to identify and fix these parameters, but rather to demonstrate
how they can be incorporated into a full incremental learning process to reduce
unnecessary updates while maintaining good stability.

5.2 Assess Our Proposal to an Incremental Process with Full Data
Access

In this experiment, we compared the efficiency of our proposal to an incremental
learning process that has full access to old data and trains the model weekly. The
second procedure does not take into account the use of the forgetting value and
the exemplar set for training. The model update is invoked 46 times (over the
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Fig. 5. Confusion matrix

46 weeks). For the rest of the paper, this second process is denoted as the naive
process. For this experiment, we consider the results of the model trained with
a forgetting value of 5% for each of the exemplar set sizes (80, 100, 150). The
Fig. 4 presents the evolution of the accuracy of the four ANN models over the
weeks. The model with the highest accuracy values over time is the one that was
trained weekly using a process that has full access to all of the data. However,
the rest of the models, which were only trained 7 times over the 46 weeks using
our incremental learning process, were able to maintain high accuracy values of
90% or higher.

The overall accuracy does not reflect the actual performance of a classifier.
Thus, in the Fig. 5, we present the confusion matrix of the four models over all
weeks. The model trained using the naive incremental process is represented by
the first confusion matrix. It has the highest accuracy values across all classes,
and we used it as a reference to evaluate the efficacy of our incremental learning
process when training the rest of the models with different exemplar set sizes.

Indeed, with our incremental process, we find that increasing the sample size
does not always improve the model’s accuracy across all classes. When detecting
the medium risk class, training the model with 80 samples outperforms training
it with larger numbers of samples (100, 150). Indeed, this could be a result of the
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sample selection strategy used when creating the exemplar set. When it comes
to class representation, the data distribution is not homogeneous during the first
few weeks. As a result, the total number of samples determined by the fixed rate
cannot always be guaranteed (e.g. 30% of the number of samples should be in
the medium-risk category or only 10% are available). However, with a smaller
number of samples we can reach the full proportions of the different classes more
quickly than by using a larger number of samples. The rapidity is addressed
in terms of the number of the week at which we begin to have a complete
representation of all classes of students in the selected samples with respect to
the predefined rate for each class. We believe it is important to determine the
appropriate threshold that should be used as the size of the exemplar set. Since
the goal of our experiments is to detect students in difficulty (high and medium
risk), we can say that for a fixed forgetting value (5%), the appropriate size of
the example set is 80. Indeed, high-risk students have the lowest accuracy value
when compared to the rest (100, 150), but students who are not well detected
are classified as medium risk. As a result, they will be notified in both cases.
Furthermore, with 80 as the exemplar size, the proportion of students who are
actually at medium risk and were classified as successful is low (only 8.7%),
compared to the rest (100: 17%, 150: 20.8%).

6 Conclusion

In this paper, we addressed the question of when to update online analytical
models and how to determine whether the new data provide important informa-
tion that the model should learn. We proposed an incremental learning process
that determines when an online classifier that predicts student performance and
receives a real-time data stream, should be updated. Our method invokes the
retraining process: i) when new classes are detected in the newly received data;
ii) when the forgetting value in each detected class is below a certain threshold
and iii) when a class label is seen but never predicted. In addition, we use a
typical approach that maintains balanced old and new data examples to re-train
the model when necessary. As a proof of concept, we applied our method on
real data of k-12 learners enrolled in an online physics-chemistry module. The
experimental results show that the forgetting value and the size of the exemplar
set are relevant parameters for reducing the number of updates and maintaining
the stability of the model performance in the context of incremental learning.
Further, we found that increasing the exemplar set size does not always improve
the classifier’s accuracy across all the classes. Both parameters can be set based
on the requirements and the desired outcome.

The current work presents some limitations that we tried to mitigate when
possible: i) currently, the proposed incremental process has been evaluated using
only the ANN, as the method, rather than the model, makes the most significant
contribution and ii) we defined fixed rates for the samples representing each of
the class labels when creating the exemplar set for training. This representation,
however, cannot always be insured because the number of samples available may
be less than what is required.
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In the future, we plan to compare the use of our incremental learning process
with other classifiers, such as the random forest. Furthermore, we are interested
in improving the process of building the exemplar set, particularly as it’s cur-
rently based on a random selection of samples.
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3. Castro, F.M., Maŕın-Jiménez, M.J., Guil, N., Schmid, C., Alahari, K.: End-to-end
incremental learning. In: Proceedings of the European Conference on Computer
Vision (ECCV), pp. 233–248 (2018)

4. Gepperth, A., Hammer, B.: Incremental learning algorithms and applications. In:
European Symposium on Artificial Neural Networks (ESANN) (2016)

5. He, J., Mao, R., Shao, Z., Zhu, F.: Incremental learning in online scenario. In: Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recogni-
tion, pp. 13926–13935 (2020)

6. Kotsiantis, S., Patriarcheas, K., Xenos, M.: A combinational incremental ensem-
ble of classifiers as a technique for predicting students’ performance in distance
education. Knowl.-Based Syst. 23(6), 529–535 (2010)

7. Kulkarni, P., Ade, R.: Prediction of student’s performance based on incremental
learning. Int. J. Comput. Appl. 99(14), 10–16 (2014)

8. Losing, V., Hammer, B., Wersing, H.: Incremental on-line learning: a review and
comparison of state of the art algorithms. Neurocomputing 275, 1261–1274 (2018)

9. Masana, M., Liu, X., Twardowski, B., Menta, M., Bagdanov, A.D., van de Wei-
jer, J.: Class-incremental learning: survey and performance evaluation on image
classification. arXiv preprint arXiv:2010.15277 (2020)

10. Ristin, M., Guillaumin, M., Gall, J., Van Gool, L.: Incremental learning of random
forests for large-scale image classification. IEEE Trans. Pattern Anal. Mach. Intell.
38(3), 490–503 (2016). https://doi.org/10.1109/TPAMI.2015.2459678

11. Shan, G., Xu, S., Yang, L., Jia, S., Xiang, Y.: Learn#: a novel incremental learning
method for text classification. Expert Syst. Appl. 147, 113198 (2020)

12. Sirshar, M., Hassan, T., Akram, M.U., Khan, S.A.: An incremental learning app-
roach to automatically recognize pulmonary diseases from the multi-vendor chest
radiographs. Comput. Biol. Med. 134, 104435 (2021)

13. Yang, Q., Gu, Y., Wu, D.: Survey of incremental learning. In: 2019 Chinese Control
and Decision Conference (CCDC), pp. 399–404. IEEE (2019)

14. Zhao, H., Wang, H., Fu, Y., Wu, F., Li, X.: Memory efficient class-incremental
learning for image classification. IEEE Trans. Neural Netw. Learn. Syst. (2021)

https://doi.org/10.1007/978-3-030-86436-1_15
http://arxiv.org/abs/2010.15277
https://doi.org/10.1109/TPAMI.2015.2459678


Computational Thinking: Focus
on Pattern Identification
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Abstract. This article focuses on pattern identification in the context
of pupils aged 9 to 15 who are learning programming at school. In this
context, programming puzzles that involve moving a robot on a 2D grid
using a block-based programming language is common. We consider the
ability to identify and formally characterize recurring structures within
data or processes, to be a fundamental skill of computational thinking.
In this article, we study the case where the motif (i.e. repeating unit)
can be identified visually from the grid (obstacles, target. . . ) for tasks
involving the use of a loop. We ask what makes motif identification, and
thus problem solving, difficult in this context. We provide a quantitative
analysis based on the success rates of a hundred tasks from an online
programming contest (200,000 participants). We have identified relevant
features of the visual motif, which led us to specify five categories accord-
ing to the degree of correspondence between the visual motif (2D grid)
and the algorithmic motif (corresponding loop based program).

Keywords: Computational thinking · Pattern · Pattern
identification · Loop · Computer science education · Quantitative
analysis · Large-scale study

1 Introduction

Computer Science (CS) education has recently been reintroduced into school
curricula in many countries. In France, CS content has been included in compul-
sory school curricula since 2016. For students aged 9 to 12, programming is part
of the mathematics curriculum1. The prescribed task is to control a robot or a
character on a screen using a block-based programming language. For students
aged 12 to 15, they are expected to be able to “Write, develop and execute a
simple program.”2. But what does “a simple program” mean?
1 Cycle 3 curriculum in effect in 2020, mathematics, space and geometry section.
2 Cycle 4 curriculum in effect in 2020, mathematics, theme E - algorithmic and pro-

gramming.
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For this age group, using loops is one of the objectives of the school curricu-
lum, along with sequences of instructions, conditional instructions and variables.
At first, it could be considered that a program including a single loop, without
nesting, conditional statements or explicit variables, is a simple program for
students to write.

In previous studies [11], we set up pedagogical scenarios to explore how pri-
mary school students deal with programming tasks whose solution focuses on
the use of a loop. The results from these case studies led us to consider the iden-
tification of patterns, redundancies, as essential to deal with this type of task.
Especially, a recurring difficulty has been identified: the transition from one to
several instructions inside the loop.

In this article, we want to improve our analysis of pattern identification when
solving loop-focused programming tasks. Our two research questions are:

1. RQ1 What does pattern recognition consist in, in the context of visual pro-
gramming puzzles resolution?

2. RQ2 What are the parameters that make pattern recognition difficult when
getting started with solving loop-focused tasks?

To answer these questions, we mobilized elements of the theory of conceptual
fields by G. Vergnaud [16] to conduct an a priori analysis. This allows us to dis-
tinguish several elements involved in pattern recognition and to identify param-
eters that can explain the difficulty of the problems. Then, we carried out a
large-scale statistical analysis based on the success rates of 101 loop-focused
programming tasks from the 2018 to 2021 editions of the Algorea french pro-
gramming contest, which is organized by the France-ioi association. This statis-
tical analysis validates the relevance of the identified parameters.

In the next section, we introduce the context of this research: the concept of
motif and our analysis framework based on classes of situations. We then present
the analysis of the programming tasks as well as the experimental setting before
presenting the statistical analysis of the results for these tasks. We conclude
by suggesting perspectives to go further in our understanding of the process of
learning the basics of programming.

2 Theoretical Framework

2.1 From Pattern to Motif

In computer science, the word pattern is used in works about design patterns in
the field of software engineering [4]. It is also associated with a specific skill in
the scope of computational thinking, for which we can find various expressions:
“looking for patterns” [21], “pattern recognition” [6], “identifying and making
use of patterns” [3].

Some works more specifically mention the notion of loop, the focus of this
paper. Gouws et al. [5] have defined a framework for describing computational
thinking skills based on a literature review. This framework contains a category
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called “Patterns and Algorithms”, in which the notion of loop is taken as an
example. Rich et al. [12] define learning trajectories, including goals and exam-
ples of associated activities, one of which deals with iterative structures. The
authors mention the importance of the perception of redundancy because it is
intimately linked to the initiation to the notion of loop. Unfortunately, they do
not provide any analysis of pattern identification activities.

On the other hand, in mathematics education, some works address this ques-
tion of pattern identification. For Collins & Laski [2], a pattern is a sequence
with a replicable regularity, which can vary along one or more dimensions. Lil-
jedahl [7] proposes to distinguish two categories of patterns: repeating patterns
and number/growing patterns (Fig. 1). The first corresponds to a cyclic structure
generated by the repetition of a discernible unit. This definition is used in several
works [9,18,20]. The second corresponds to a pattern parameterized by one or
more pieces of information.

Fig. 1. Two categories of pattern in early mathematical education

For the previous authors, a pattern denotes the whole sequence, while our
focus is on the repeating unit. In our work, we choose to use the word motif for
the unit of repetition. With this meaning, the term motif is usually used in the
artistic or literary field: “an idea that is used many times in a piece of writing
or music”3, “a design which is used as a decoration or as part of an artistic
pattern”4. Drawing inspiration from the previous definitions, we define a motif
in our context as an entity that can be identified within a set, because
it is repeated identically or with predictable variations.

Liljedahl [7] lists different tasks related to the concept of pattern: copying a
pattern, continuing a pattern, finding missing elements in a pattern, transferring
a pattern from one representation to another, identifying the unit of repetition,
i.e., identifying the motif. Based on experiments conducted with young children
aged 3 to 6, Warren et al. [18] designed a pedagogical sequence and establish
a progression in the difficulty of these tasks [19,20]. In this progression, the
identification of the motif is the most difficult task and it is the one that reveals
the understanding of the structure of the pattern [19]. Indeed, the term-to-term
matching strategy, which consists in processing the elements of the pattern one
by one without considering it as a whole, is systematically defeated during the
activity of motif identification [2].

3 Cambridge Dictionary.
4 Collins Dictionary.
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In our context, we are interested in the activity of motif identification in the
field of computer science education. More specifically, we study motif identifica-
tion when pupils deal with loop-focused programming tasks. We consider that
the distinction proposed by Liljedahl [7] is a beginning of characterization of
the forms of complexity of pattern abstraction, in particular the transition from
directly observable (visual) patterns to unobservable patterns (changes of state
of the environment, even similarity processes in the context of design patterns).
We propose to specify what motif identification is in our context (RQ1) and to
study in more detail, the characteristics of the motifs to be identified and their
relation with the difficulty of the task (RQ2).

2.2 Classes of Situations

We aim to characterize and categorize the motifs to be identified when solving
loop-focused programming tasks. For this purpose, we rely on the concept of
class of situation developed by Vergnaud within the theory of conceptual fields
[16]. Vergnaud takes a constructivist and cognitivist approach to learning. He
aims to understand conceptualization, especially in the case of complex cognitive
tasks, of which computer programming is a part. The unit of analysis is the sub-
ject/situation couple, where situation is used in the sense of a task. Vergnaud’s
hypothesis is that any finalized action is based on a conceptualization-in-act, that
is to say that the actions of the subject reflect a cognitive activity that remains
most often implicit, including for the subject itself. In computer science educa-
tion, the conceptual field theory was used by Rogalski [13,14] to study computer
literacy in high school and more recently by Spach [15] to analyze educational
robotics situations. In our context, we place ourselves in this theoretical frame-
work to study situations where the goal of the subject is to design a computer
program that solves a loop-focused task.

Vergnaud invites us to analyze the situations the subject is confronted with,
by grouping them into classes. This categorization can be considered from the
point of view of the expert, by an analysis of the characteristics of the situations,
and from the point of view of the subject, by studying the way in which he deals
with the situations. The expert relies on the identification of situation variables
aimed at differentiating close situations. The change in value of a situation vari-
able may affect the structure of the subject’s processing of the situation. This
makes it possible to define two distinct classes of situations.

Vergnaud also insists on the progressiveness of the conceptualization, which
should be considered over a long period of time. In a study on additive struc-
tures in the mathematic field, Vergnaud & Durand [17] asked 28 pupils in each
level from grades 1 to 5, to solve additive tasks whose answer is strictly the
same numerically, but for which the formulation of the task induces a different
reasoning. They thus identified classes of situations which correspond to levels
of difficulty in the resolution of these additive tasks. Their results show an effect
of the age on students’ ability to solve these tasks.

In this article, we propose to refine the definition of the concept of motif in
relation to RQ1 and to characterize difficulties related to the motif identification
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activity when dealing with loop-focused type situations in a programming con-
text (RQ2). We rely on the works carried out around the concept of pattern and
we mobilize the concept of class of situation to categorize loop-focused tasks.
We are also inspired by the study by Vergnaud & Durand [17] which we have
transposed into our context. The following section details the methodology and
the experimental framework that we used to carry out this study.

3 Methodology and Experimental Setting

Our work is based on the analysis of the characteristics and results from a selec-
tion of 101 different loop-focused tasks that come from the 2018 to 2021 editions
of the Algorea french programming contest. They consist in programming puz-
zles [10] involving a virtual robot on a grid, using the Scratch language. Their
common point is that the sequence of actions to be performed by the virtual
robot includes redundancy, which must be identified to solve the problem. The
reference solution therefore involves a loop or several loops in sequence, but no
nested loops. For the study of these programming situations, we considered the
two points of view indicated by Vergnaud. First, we carried out an analysis of
the programming tasks from the point of view of the expert, also called a priori
analysis, which led us to identify the parameters that have a potential impact
on the difficulty. Then we analyzed the activity of the subjects confronted with
these situations during their participation in the Algorea competition, through
the success rates noted for these problems.

3.1 A Priori Analysis: Visual Motif and Algorithmic Motif

When dealing with a loop-focused problem involving programming a virtual
robot on a grid, one has to consider two kinds of motifs. The first one is a visual
motif, which is observable on the grid. It consists of adjacent cells, which may
contain visually salient elements (marked cell, or containing an object). This can
be related to the concept of data which is one of the core concepts of computer
science [1].

The second kind of motif is the algorithmic motif, which is related to the
concepts of algorithm and machine, two other core concepts of computer science
[1]. The algorithmic motif consists of actions to be executed one after the other
by the machine, actions which are induced both by the pattern identified in the
data and by the specificities of the machine. A series of actions in a fixed chrono-
logical order constitutes this algorithmic motif and in our context it is induced
by the visual motif but it is also dependant on the possible actions (i.e., robot
language, orientation system). The algorithmic motif is only observable during
the actual execution of the actions. For instance, in the relative orientation sys-
tem, the rotational actions of the robot are not matched with any element of
the grid. In a program designed in the Scratch language, the algorithmic motif
corresponds to the sequence of blocks inside the repeat block.
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Solving a loop-focused programming problem in our context therefore
requires identifying the visual motif on the grid, matching this visual motif
with the actions to be performed by the virtual robot on this same grid, and
expressing this algorithmic motif with the Scratch programming language.

For each of these motifs, visual then algorithmic, we identify several parame-
ters or characteristics, which correspond to variables of situation in the sense of
Vergnaud [16]. For the visual motif, we consider the number of cells it occupies
on the grid, the presence of visually salient elements within the visual motif and
the presence of decorative elements on the grid. For the algorithmic motif, we
retain the number of actions constituting the motif and the presence of actions
that are not part of the pattern (corresponding to instructions outside of the
loop). As a variable of situation, we also study the degree of correspondence
between the visual motif and the algorithmic motif. These are the parameters
that will drive our analysis of the difficulty of the programming problems.

3.2 Experimental Setting

The virtual robot programming situations that we study come from the Algorea
online contest, whose programming environment is shown in Fig. 2.

Fig. 2. Algorea contest programming environment (Situation 1, where the visual motif
covers a single cell)

This environment is suitable for our study on motif identification. On the
one hand, for loop-focused tasks, the repeat block is the only available control
structure block. The subject quickly infers that he is in the situation where he
needs to use this repeat block. On the other hand, the total number of blocks
that can constitute a program is limited, which forces pupils to make use of this
repeat block. However, the number of trials is not limited, which allows a trial
and error strategy.

In total, the Algorea competition involves more than 200,000 participants
each year, from grade 4 to grade 12 (9 to 18 years old). In the context of this
study, we are only interested in the individual results of pupils from grades 4 to
9 (9 to 15 years old), who selected the Scratch language. This represents between
6,000 and 75,000 participants depending on the round of the contest. Studied
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participants are distributed over the 6 class levels, with an over-representation of
middle school students. Thus, we do not control the size of the sample studied,
which varies depending on the round but remains substantial. In addition, the
competition takes place in school or at home, so in real life conditions. However,
we consider that the large sample size compensates for the variations of the
participation context.

4 Analysis and Results

For each situation, we collect the success rate by class level, i.e. the quotient of the
number of participants who succeeded in the task over the number of participants
who opened the task. As a preliminary to the study on the identification of
motifs, we proceeded to some analysis of a more general nature. On the one
hand, we checked the robustness of our data concerning success rates. When
considering all class levels together, a chi-square test of independence allows us to
verify that all differences in success rates between two situations are statistically
significant with a p-value less than 0.01. For a particular class level, a success
rate difference of 5% units between two situations is significant for the middle
school levels (p-value < 0.02). Only a few situations for the elementary level,
whose numbers are smaller, lead to differences in success rates of 5% units that
are less statistically robust.

On the other hand, Fig. 3 confirms that, as expected, the success rate
decreases when the number of instructions in the reference solution increases.
However, we notice a significant dispersion of values on the vertical axis, some-
times by more than 50% units, which tells us that other situational variables
influence the success rate. The identification and study of these variables are the
subject of the following sections. To this end, for each characteristic identified in
the Sect. 3.1, we calculate the median of the success rates and the interquartile
range, as indicators of the distribution of the data. At first, we focus on the
visual motif which allows a first categorization of the tasks. We then complete
and refine the analysis by also considering the algorithmic pattern.

4.1 Visual Motif

In this section, it is the visual aspect of the pattern that matters, regardless of
the actions that the virtual robot has to perform.

Concerning the number of cells over which the visual motif extends, we can
very clearly distinguish two classes of situations (Fig. 4). For a first class of situ-
ation, the visual motif consists of a single cell of the grid (example Fig. 2). The
success rate of these tasks is high as early as elementary school. The interquar-
tile range is low, which means that this characteristic is significant in explaining
the success rate. On the other hand, the interquartile range is much higher if
the visual motif extends over several cells (examples Fig. 6). In this case, other
variables contribute significantly to the value of the success rate.
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Fig. 3. Success rate scatter plot depending on the number of instructions in the ref-
erence solution (linear correlation rate −0.81; p-value < 0.05 on the Bravais-Pearson
test)

Fig. 4. Two classes of situations: situations where the motif is limited to a single cell,
and situations for which the motif extends over several cells

For 70 situations for which the visual motif extends over several cells, we
study the adjacent cells which are not part of the same motif.

When adjacent identical cells with a visually salient element do not belong
to the same motif (examples Fig. 6: situations 3 and 4), the success rate is low
(Fig. 5: red curve), and this is more pronounced with younger students. However,
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Fig. 5. Study of adjacent cells not belonging to the same visual motif

when two adjacent empty cells belong to different motifs, the success rate is close
to that of situations without identical adjacent cells belonging to different motifs.
This result leads us to think that the salient elements are taken as privileged
reference points during the identification of the visual motif. Identical salient
elements on adjacent cells are perceived as part of the same visual entity. When
they do not belong to the same motif, this makes the motif less visible and
therefore more difficult to identify.

We show in the same way, the effect of the presence of decorative elements on
the grid, that is, visual elements that are not on the expected path of the robot,
but make the cells look different from regular empty cells, or may be forbidden
cells for the robot. For lack of space, we only give for each modality, the value of
the median (Q2) and the interquartile range (IQR) for all the class levels taken
together, with the unit being the percentage point of the success rate. Depending
on how they are arranged, the decorative elements are more of a help or a source
of difficulty. When they completely constrain the path of the robot (Q2: 60.0,
IQR: 31.3), they constitute an aid compared to situations without decorative
elements (Q2: 51.1, IQR: 58.0). If not, they seem to act as distractors and are a
source of difficulty (Q2: 27.7, IQR: 49.0). This difficulty becomes massive when
these decorative elements make some motifs visually different (Q2: 3.2, IQR:
3.3). Thus the study of the characteristics of the visual motifs shows that the
nature of the elements present on the grid has an effect on the complexity of the
situation. The easier the motif is to visually isolate, the more likely the situation
is resolved by pupils. Conversely, factors that disrupt the visibility of the motif
negatively impact the success rate of the situation.
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4.2 Matches Between Visual Motif and Algorithmic Motif

Once the visual motif on the grid has been identified, it is necessary to deduce the
matching algorithmic motif. We distinguish 5 classes of situations concerning the
correspondence between visual motif and algorithmic motif. For the first three
classes, all the visual motifs are the same, which is no longer true for the last
two classes.

Fig. 6. Prototypical example of a situation for each class defined for the correspondence
between visual motif and algorithmic motif

A first class of situation, very distinct, and which we have already identified
in the previous section, concerns situations where the motif is limited to a sin-
gle cell (example in Fig. 2). The other classes are represented in Fig. 6. We put
in a second class, situations where the motif extends over multiple cells, and
for which we have a strict correspondence between visual motif and algorith-
mic motif. Each movement action of the robot is identifiable by the boundary
between two cells, while the other actions are identifiable by a visually salient
element. These are the situations where the movement of the robot is only pos-
sible in one direction, and the situations for which the orientation of the robot is
absolute (north, south, east, west). A third class corresponds to situations where
several states of the robot on the same cell are visually identical, making the cor-
respondence between visual pattern and algorithmic only partial. These are the
situations where the robot has a relative orientation, and for which the pivoting
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actions of the robot are not observable before the execution of the program. To
solve these situations, it is necessary to mentally simulate the pivoting actions
of the robot, by representing them on the appropriate cells and by keeping the
orientation of the robot in memory. The fourth class concerns situations in rela-
tive orientation for which the arrangement of motifs is cyclical. The visual motifs
are identical but each rotated by a quarter turn compared to the previous one.
Finally, for the fifth class, the correspondence between visual motif and algorith-
mic motif is hindered, and it is necessary to disregard certain visual elements.
That is, either visual salient elements or decorative elements are equivalent but
visually different, or several visual motifs are partially superimposed, disturbing
the visibility of each of them.

The 5 classes of situations defined above correspond to a gradation in the
difficulty of matching visual motif and algorithmic motif (Fig. 7). The situations
of class 1, for which the correspondence between the two motifs is attached
to the cell, are solved well by most pupils from elementary school. However,
situations of class 5, which require much more abstraction skills, are still difficult
for most middle school students. The interquartile zones of classes 1 and 5 do
not overlap with those of the other classes of situations. We deduce that the
degree of correspondence between visual motif and algorithmic motif strongly
determines the difficulty of these situations. On the other hand, classes 2, 3 and 4
have partially overlapping interquartile areas, which means that other variables
also impact the difficulty of these situations in a significant way. These are also
classes of situations where we observe the strongest progression during the 6
class levels studied.

Fig. 7. Study of the correspondence between visual motif and algorithmic motif

Concerning the algorithmic motif expressed in Scratch language, we further
show that the success rate is correlated with the number of instructions in the
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loop (linear correlation rate of −0.79) and that the situation is significantly less
successfully resolved when it is necessary to place instructions outside the loop,
especially before the loop. We think that this last difficulty is linked to the
identification of the position of the robot to be considered for the beginning of
the pattern, i.e. the robot has to move to reach the beginning of the pattern.
This position need to be mentally anticipated.

5 Conclusion and Perspectives

We show in this study that a loop-focused programming puzzle, even if the solu-
tion includes only one loop, is not necessarily a simple task. When solving this
type of problem, pattern identification skill is essential, especially the identifi-
cation of the repeat unit. We have specified the definition of a motif in this
context. More precisely for programming puzzles that involve moving a virtual
robot on a 2D grid, the identification of a visual motif and of the correspond-
ing algorithmic motif are required (RQ1). Using a quantitative analysis of one
hundred loop-focused tasks, we have characterized factors that make it difficult
to identify the visual motif and we have established a gradation in the difficul-
ties encountered, in particular for the matching of visual and algorithmic motifs
(RQ2). Among the difficulties identified, we find the one, already identified in a
previous study [8], related to the association of the programming situation with
orientation in space.

Our contribution to knowledge concerns the understanding of what pat-
tern identification covers in the situation of programming a virtual robot on
a grid. This contribution makes it possible to better understand the obstacles
encountered when starting learning computer science. The practical implication
addresses teachers, by helping them to understand the difficulties of their stu-
dents and to design relevant courses.

Further work is underway to continue this study. On the one hand, can we
consider that a student has mastered the notion of loop when he has solved
programming problems by trial and error, which is possible in this context? On
the other hand, we know that motif identification is not the only issue in the
treatment of loop-focused situations. Once the motif has been identified, the
motifs have to be counted, which can lead to other difficulties that remain to be
analyzed. To refine our understanding, we need more precise data. This is why
we have set up a collection of activity traces at several scales. Apart from the
success rates collected at the national level analyzed in this article, we have traces
of activities at the class level and video recordings of contest participation at the
individual level. Class-wide activity traces should allow us to distinguish between
expert solving procedures and trial-and-error successes. As for the analysis of the
video recordings, we seek to identify indicators that reflect the reasoning, the
conceptualization-in-action [16] of the participant (expert procedure, errors).
The objective will then be to match these indicators with the traces of activity
in order to scale up, i.e. to make the link between the three collection scales.
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Abstract. Different studies have highlighted changes in pedagogical practices
in elementary school and several of them question the potential impact of lock-
down. The objective of our research is: to analyse the TEL practices of French
elementary school teachers in 2020 and 2021, to determine and qualify the lev-
els of technological integration, and to identify the factors explaining the (non-)
integration of technology. We conducted a survey and analysed the responses of
572 teachers on their practices and work contexts in 2020 and 2021. By combining
a cluster analysis technique on the reported practices and a covariance analysis
between the obtained classification and other variables, we identified 3 groups of
practices (stabilized, emerging, underdeveloped) and 5 classes of teachers (tradi-
tional, interpretative, reproductive, explorer, innovator) according to the way they
use technology in vs. outside of the classroom and for traditional vs. constructive
learningmethods. The impact factors are personal (like the perception of the added
value of TEL), contextual (like the equipment offered at the school) and related to
the experience of remote work in 2020 (like the feeling of isolation). In the light
of our results, we propose recommendations: to foster greater digital integration
that goes hand in hand with teachers’ professional development and to conduct
future diachronic analysis of practices.

Keywords: Teaching practices · Technology integration · Digital uses ·
Adoption model

1 Introduction

The teacher plays a decisive role in the learner’s success, through his or her choice of
teachingmethod and ability to manage the class [1]. Teaching methods include verifying
the learners’ understanding regularly or explicating the course’s structure for instance.
The quality of classroom management is reflected by continuous supervision of the
class or by providing an emulation system to reinforce certain student behaviours. More
generally, these teaching practices describe activities implemented to target specific
knowledge for learners. The introduction of technology into the classroom transforms
these teaching practices. In France, like in other countries, introducing technology into
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the class is part of an institutional prescription: since 2013, “elements of digital culture”
appear among teachers’ expected skills. Teachers must mobilize them to vary didactic
content and evaluation format andmodalities while contributing to learners’ digital skills
development.

In this context, studies on the integration of technology in schools focus on teaching
practices with technology. We conducted a literature review and observed diverse ways
of analysing these practices. First, teaching practices can refer to tasks or activities medi-
ated by digital tools (1.1) or to the use of digital resources (1.2). Furthermore, the recent
context related to Covid-19 has contributed to a renewal of the issues related to the inte-
gration of technology in schools (1.3). In terms of methods, two main approaches exist
(1.4): a descriptive approach, generally associated with qualitative research methods,
which complements a rather quantified and modelling approach. Our previous contri-
bution consisted in proposing a digital integration model while considering teachers’
professional activity in primary and secondary schools while home-working during the
first lockdown of 2020. In this paper, we aim to start from this model to determine how
teaching and digital practices evolved, after the 2020 lockdown. Following the presen-
tation of our literature review and our model in this section, we present the study we
conducted in 2021 and the main results we obtained in the next ones.

1.1 TEL Activities in Pedagogical Practices

We apprehend the role and place of technology in teaching or learning activities using
a theoretical framework built on the activity theory [2] completed by the contributions
of the instrumental approach [3] on the one hand, and the process described by the
didactic triangle [4] on the other hand. Thus, the introduction of a technical object, such
as a digital resource, a website, an application, or a service in a pedagogical situation
mainly fulfils three educational functions: training on basic digital skills, accessing and
searching for information or supporting a learning activity. For this article, we focus on
the third function.

574 Belgian elementary school teachers had their practices studied and classified
through a cluster analysis [5]. For this purpose, the authors differentiated the declared
teaching practices according to “traditional” or “constructivist” teaching methods and
obtained four profiles: teachers who declare both traditional and constructivist practices,
with high intensity (cluster 1) or low intensity (cluster 4), those who have rather tradi-
tional (cluster 3) or rather constructivist (cluster 2) practices. By crossing these profiles
with the reported digital uses, they observed that teachers with constructivist practices
have greater use of technology. Chuang et al. [6] conducted a study on technology inte-
gration among 320 Taiwanese primary and secondary school teachers. In this study,
integration depends primarily on internal factors, specifically teachers’ perceptions of
the effects of technology on student learning. In addition, participants chose to integrate
technology or not according to how these technologies aligned or not with their practices.

Spiteri et al. [7] also examined the factors explaining technology integration in pri-
mary teachers’ practices, through a literature review that includes 27 studies from2010 to
2016. From this work, they elaborated a conceptual map with four main dimensions. The
first identified dimension relates to the school culture, which favours the development
of digital practices when the school allows and supports collaborative work, provides
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training time for teachers, and integrates projects with technology on a local scale. The
second dimension is teachers’ technology knowledge: which technology, when to use
them and why, based on the knowledge of themselves, their students, and the technol-
ogy. In addition, the technology integration into their practices depends on their teaching
experience: longer teaching experience contributes to developing more technical knowl-
edge and therefore using it more optimally. The third dimension focuses on teachers’
attitudes toward digital use. This dimension focuses on beliefs and perceptions of being
effective when using technology. The literature review conducted by the authors shows
that these factors do not only depend on the availability of equipment, but also on the
importance they attach to it to have beneficial effects on their students (in terms of
motivation or academic success for example). The fourth and final dimension concerns
teachers’ skills. To develop the use of technology, the studies cited in the literature review
point to their ability to pick constructivist or student-centred pedagogical approaches,
particularly through project-based activities, thus echoing the results cited above [5, 6].

In the French context, Dioni [8] notes that there is an “active” minority of teachers
who develop their practices to reduce possible inequalities between students. Moreover,
there is a distinction in teachers’ practices between “digital” practices, relating to the
perceived expectations that the school institution has for them, and “personal” practices,
which they carry out outside the institution and of which they are not always aware [9].
This tension between institutional (and normative) practices and other personal practices
also appears while using digital resources.

1.2 Use of Digital Resources

Digital resources can include static or interactive content. They describe resources that
teachers use or transmit in or outside the classroom [10]. Resources include institutional
material resources (or curriculummaterials), which complywith the curriculum imposed
by the educational institution, and those personally produced by teachers (teacher mate-
rials) [11]. As with the factors influencing the integration of technology into practice,
strong links exist between teachers’ beliefs and conceptions (what they think of their
role, their mission), their disciplinary knowledge (and their freedom to follow the cur-
riculum or not) and the use they make of institutional resources: these decisions are part
of their professional development, and refer to their “sense of professionalism”, their
ability to adapt and improvise [12].

Teachers mobilize resources inherited from their initial training or more experienced
colleagues [13] and “raw” resources extracted and collected from sites or manuals or
proposed by groups to build up their corpus of resources.

In Chinese rural schools [14], the authors have observed widespread use of “tradi-
tional” resources (digital or multimedia training aids) and a minority of “innovative”
resources (video, specialized software for example). Their analysis, based on a two-
level model, leads them to conclude that the use of digital resources can be explained
mainly on an individual level (the teacher): 80% of the total variance is attributed to
intra-individual differences (mainly age, attitude towards the use of resources, teachers’
prior knowledge and teaching experience). In this way, contextual (school) factors are
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less important. The authors, therefore, recommend considering individual teacher char-
acteristics (or more directly taking teachers into account in digital plans) to facilitate the
integration of digital resources into teaching practices.

1.3 The Covid-19 Context

School closures imposed by theCovid-19 health context led to numerous studies examin-
ing the experience of distance learning motivated by educational continuity. In Scotland,
the practices of some 60 primary school teacherswere followed fromMarch to June 2020
through in-depth interviews [15]. The participants of the study expressed the feeling of a
certain pressure to offer a wide range of digital services, which placed them in a constant
search for new tools.

In Spain, the activities of 1403 primary and secondary school teachers during lock-
down were collected through a questionnaire [16], distinguishing them according to
whether they were part of traditional or constructivist pedagogical approaches and
whether they targeted the acquisition of procedural, verbal or behavioural knowledge
or their evaluation. Their analysis shows a predominance of traditional type activities,
mainly conducted by teachers with little teaching experience; these activities mainly
target the acquisition of verbal and behavioural knowledge. Based on these results, they
established 4 teacher profiles: the group of “passive” teachers whose activity with tech-
nology is the least intense, and mainly according to a traditional approach, the group of
“active” teachers, whose activity is more important than that of the passive teachers, still
according to a mainly traditional and minority constructivist approach, the “tradition-
al” teachers whose activity is equivalent to the previous group but with a more marked
predominance towards traditional activities and the group of “interpretative” teachers
whose activity is the most important and mobilizes both traditional and constructivist
approaches. Primary school teachers were over-represented in the first group.

In the British context, two studies have examined the resources mobilized during
the lockdown of 2020 and 2021. The first one highlights the engagement of students
which was higher when schools relied on specific resources for learning, at the school
level, notably throughVLEs [17]. On the other hand, when comparing the 2020 and 2021
lockdowns, more active strategies implemented (including the use of video conferencing
tools) could be observed during the second lockdown [18].

1.4 Approaches to Accounting for Practices

The works cited in the previous section are divided according to whether they rely on
a modelling or a descriptive approach. In the first case, as summarized by Taherdoost
[19], the studies were based on models relating to the integration of technology [5, 6,
14, 16–18] and mobilised surveys by questionnaire with a representative aim. In the
second case, the authors use more qualitative approaches while intending to conduct
more in-depth analyses of the motivations or purposes of the practices, which are less
generalizable [8–10, 12, 15].

In a previous study [20], we proposed a model of technology integration that con-
siders elementary and middle school teachers’ practices related to the use of a virtual
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learning environment (VLE) and other digital tools based on data from a question-
naire including closed and open-ended questions and in-depth interviews on the tasks
performed during the first lockdown of 2020. This integration model derives from a
multidimensional classification [21] to differentiate teachers’ behaviours according to
the main purposes they were pursuing (activity design, resource delivery, facilitation,
verification, communication, and self-study).

Among the 279primary school teachers surveyed in 2020, themain reported practices
with digital tools were motivated by the objectives of resource transmission (integration
level 1), to which were added objectives of design (level 2), communication (level 3),
self-training and verification (level 4) and finally facilitation (level 5). Most (142/279)
of the teachers interviewed are located in class 4 and class 5, with a “pragmatic” [22] use
distributed between the services offered by the institution (theVLE) or not andmotivated
by the imperative need to remain in contact with the students during the schools’ closing
[23].

1.5 Research Questions

The analysis of the literature shows that different studies have highlighted changes in
teaching practices in elementary school to support a learning activity with the use of dig-
ital resources and technologies. Several studies question the potential impact of the lock-
down. The objective of our research is to determine how teaching and digital practices
evolved in France, after the 2020 lockdown. Our first research question is to determine
the levels of technology integration, based on the activities implemented by teachers at
school and out-of-school (RQ1). More specifically, what is the contribution of resources
found on the internet, transmitted by colleagues or the institution in the integration of
TEL? Our goal is also to describe the diversity and intensity of practices in 2021. Our
second research question is to explain these levels of digital tools integration (RQ2)
based on the individual and contextual factors identified in the previous section. More
specifically, the objective is to determine whether the educational experience during
the lockdown played a role in the integration of technology in the mainstream context.
More broadly, we seek to measure the quality and representativeness of our approach to
analyse the dynamics of technology integration in schools (RQ3).

2 Study on Technology Integration

Context of the Study and Research Questions Addressed. The study is part of the
French ministerial program “Territoires Numériques Éducatifs” (Digital Education Ter-
ritory) launched in September 2020 in the two pilot departments of Aisne and Val d’Oise
to contribute to the improvement of educational efficiency with technology in times of
pandemic as well as in ordinary times1. In this context, the objective of the study is to
make a diagnosis of the evolution of teachers’ digital practices. We proposed a ques-
tionnaire2, organized into 4 parts (Personal characteristics, Work context, Practices in

1 https://www.education.gouv.fr/les-territoires-numeriques-educatifs-306176.
2 Questionnaire: https://techne.labo.univ-poitiers.fr/wp-content/uploads/sites/63/2019/07/questi
onnaire.png.

https://www.education.gouv.fr/les-territoires-numeriques-educatifs-306176
https://techne.labo.univ-poitiers.fr/wp-content/uploads/sites/63/2019/07/questionnaire.png
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2021/2020/2019, Experience during the Home Confinement) and 108 questions, from
January to February 2021 to all teachers in the two departments via their professional
email address.

Participants. We collected 1224 complete questionnaire responses, these include 572
primary school teachers, representing 10% of each department’s total share of teachers.
In theAisne department, 133 responses (out of 1336 elementary school teachers in 2019–
20) were mainly from females (114), with an average age of 40 years and 15 years of
service. In the Val-d’Oise department, the 439 responses (out of 4181 elementary school
teachers in 2019–20) were also mostly from females (374), with an average age of 40
and 13 years of teaching seniority.

Method. We used discretization and standardization with the scale data. We identified
teachers’ technology use strategies over the two time periods by averaging responses
on how they performed different academic tasks. We modelled the levels of technology
integration (RQ1) using a 5-level K-means classification techniqueto group teachers
according to their declared practices while using technology in and outside of the class-
room (TIM21) and during the lockdown (TIM20) by considering questions related to
practices over these two periods. We only calculated the TIM20 classification on the 525
responses from teachers who taught remotely during the period. We chose a five-level
classification to be consistent with the TIM scale of technology integration [21]. Indeed,
this TIM scale considers 5 levels: entry, adoption, adaptation, infusion, and transforma-
tion [21]. A matrix describes, for each level, the possible uses of technologies according
to the type of learning (active, collaborative, etc.) proposed by the teacher. The TIM
matrix does not consider the teacher’s administrative and preparation activities. We will
consider them as communication, information and design activities [20]. We performed
the calculation of K-means on the normalized values. We ordered the obtained classes
based on empirical studies on traditional and innovative behaviours identified in the
literature.

In addition, we performed an analysis of the covariance (0.05 level of significance)
between the TIM21 classification and other variables to identify if there were any
explanatory factors (RQ2). The variables considered were: 8 personal variables, the
29 context variables, the practices in 2019 and 2020 (32 variables), and 29 experience
variables during the first confinement. We identified a total of 18 variables considered
significant and calculated mean values by integration levels for them. We used Excel
and XLStat to perform all statistical analyses (bivariate or multivariate analyses).

3 Results

3.1 The Current Level of Technology Integration (RQ1)

Tables 1 and 2 show the ratio of teachers who performed different practices during
the 2020 lockdown and in normal work mode, according to the TIM20 and TIM21
integration levels and all levels combined. Thus, a value of 1 means that all teachers
at that level used that practice. Traditional (resp. Constructivist) activities are shown in
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Table 1. Percentage of activities during the lockdown according to the technology integration
levels TIM20 and TIM21.

Table 2. Percentage of activities in regular context according to the integration level TIM 21.

purple (resp. Blue). The communication (resp. Information and design) activities are
presented in orange (resp. Black).

According to the TIM20 classification, the practices reported during the lockdown
with technology are of the “traditional” type with the transmission of resources and the
use of online resources for all levels. These practices are the more accessible ways to
integrate technology tools. The level of integration is distinguished according to themode
of follow-up (by phone for class 1 and by email for class 2), the type of resources used for
the design (online resource for class 3, institutional for class 4 and self-produced for class
5). These differences are less visible in 2021 with a more homogeneous behaviour at all
levels which means that these practices are becoming more widespread. The strongest
progression in 2021 is online coaching, which can be considered as an adaptation of
practices over the period. Constructive activities such as virtual classroom facilitation
or the design of personal resources are progressing but remain low. These practices are
being adopted. The use of institutional resources will decrease in 2021 to the benefit of
resources created by teachers.

The integration of technology tools is quite segmented in 2020 (see Table 1) with
specific choices for each class (identifiable by 0’s and 1’s on some lines) whereas it is
more inclusive and cumulative in 2021: the technologies integrated by class 2 are those of
class1 plus others, etc. In the regular context (see Table 2), the most developed activities
are “traditional” learning activities in the classroom: whole class or individual resource
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presentation and information retrieval. Technology tools are then used more and more
according to the TIM level for activities outside the classroom: designing scenarios or
digital resources, communicating with parents or other teachers and administrative tasks
(class 2), evaluating students, and improving personal resources (class 3), self-training
through internet research or collaboration between colleagues (class 4), monitoring and
correcting students’ work (class 5). Teachers in classes 4 and 5 also use technology for
classroom activities for constructivist activities: exercise, individual and collective pro-
duction of documents, communication between students (class 4), and programming and
educational games (class 5). Uses outside of the classroom follow a regular progression.
On the other hand, uses in the classroom, such as collaborative and constructivist TEL
uses, are stopped for classes 1 and 3. Further studies must be done to understand why
these practices can’t be regularly adopted. Uses of exercisers and programming software
seem to be good leverage for new teaching practice transformations.

3.2 Explanatory Factors

Of all the variables tested, only 18 variables were significant to explain the composition
of the TIM integration classes21: 5 itemswere related to the added value of technology, 4
items to the context (the school identification, the fact that the school equipped the teacher
with a computer and the classes with peripheral devices, and that the teacher himself
had devices) and 9 items to the experience during the lockdown (previous experience,
integration level TIM20, reorganization of thework at school and professional isolation).
These variables are marked in bold in Table 1 and Tables 3, 4 and 5.

Personal Variables. Table 3 shows the mean values for the perceived usefulness of
technology, overall (“benefits of technologies”) and for different educational purposes.

Table 3. Average score attributed to technology value according to the TIM21 level.

All teachers feel that technology is useful (0.87/1) especially for improving the
quality of documents (0.8) and openness to the world (0.71). Overall, in the higher
TIM21 levels, the feeling of usefulness is greater,which corroborates the link between the
feeling of usefulness and the uses. More specifically, 5 criteria play a role in integration.
Some are shared by all classes, such as training students in technology, while others are
mainly identified by class TIM21–5, such as facilitating group or homework, improving
evaluation or stimulating creativity. With averages of 0.68, 0.44 and 0.38, it seems quite



Towards Modelling the Technology Integration in Elementary School 209

easy to convince teachers on the first 3 criteria (train students, facilitate work at home
or in a group) by giving them examples of uses. The last two (creativity and evaluation)
seem to be further away from the teachers’ values and practices.

Contextual Variables. The level of equipment is relatively similar for all teachers.
However, they feel that they are better equipped to work at home than at school. The
fact that the school provides the equipment is a factor in technology integration, mainly
concerning peripherals devices: a printer and hard drives at home and an interactive
whiteboard (IWB) at school. In only 23 schools out of the 94, the technology integration
exceeds the level TIM21–4 in a significant way. Further study is needed to understand
the reasons for this by analysing the school culture [8] (Table 4).

Table 4. Average score attributed to equipment according to TIM21 integration level.

Experience Variable. Several practice variables had a significant impact on technology
integration: uses before COVID (in bold in Table 5) and activities during lockdown (in
bold in Table 1). Using technology before COVID favours integration with 0.76 and 0.88
in TIM21–4 and 5. As described earlier, having carried out in 2020, the traditional type
of training activities (sending homework, prescribing resources found on the Internet)
consolidated carrying out traditional activities in 2021 but did not allow the introduction
of constructivist teaching activities in the classroom. On the other hand, the fact that
teachers were designing their own resources in 2020 had an impact on out-of-class use:
they found it easier to search for information on the Internet or to communicate with
other teachers. Similarly, having accompanied students on the phone or by email in 2020
helped the teachers in 2021 to follow students online.

Unlike the studies cited by Spiteri et al. [7], skills did not impact technology integra-
tion. Teachers report being poorly trained (0.25) but having a proficient level of technical
or teaching skills (resp. 0.65 and 0.69) and not having suffered from a lack of skills in
2020 (0.32 and 0.03) while having built useful skills during this time (0.86).

The professional isolation linked to the lockdown and the changes induced in theway
of working at school have also significantly influenced the integration of technology,
especially for classes 3 and 4 (Table 5a). Overall, teachers believe that the way they
work at school has changed (Table 5b). Teachers communicate more with parents (0.81
and 0.73). To a lesser extent, they share their resources and practices more (resp. 0.63
and 0.67) and exchange with each other (0.56, 0.44, 0.40) or help each other (0.40).
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Some behaviours are specific to class 5 teachers: they engage in more collaborative
practices with joint preparation activities (0.67), which significantly impacts technology
integration, and they participate in virtual teacher communities (0.63).

Table 5. (a) Average score attributed to experience according to TIM21 integration level and (b)
focus on “change at school” variable

4 Discussion

EmergingStudent-CentredApproachesOver thePeriod. Toanswer thefirst research
question (RQ1), our study shows that overall, teachers have greater use of technology
in ordinary times. Considering practices’ nature and evolution, three groups appear:
stabilized practices, emerging ones, and underdeveloped ones. Stabilized practices,
mainly related to “traditional” pedagogical approaches: communicating and prepar-
ing/planning/designing activities outside the class and, disseminating resources in the
classroom. This result is consistent with similar studies cited above [5, 6, 12]. Stabilized
practices are, most of the time, combined with diversified emerging practices enhanced
by the lockdown: tasks in relation to resource work, evaluation/follow-up and commu-
nication with the school. In 2021, teachers used few institutional resources and more
resources shared by peers, found on the Internet or made by themselves. We need to
examine whether containment has helped in setting up a new framework that limits
institutional/normative “pressure” [8, 9]. Finally, underdeveloped practices include the
use of educational games, communication and collaboration activities and wemust anal-
yse if this observation falls under the pragmatism approach identified in Spanish primary
school teachers [16].

Different dynamics of technology integration can be observed. In classes 1 and 3, the
teachers prefer to integrate technology first in activities that do not directly involve the
students (preparation of lessons, communication with parents, administrative tasks) and
then in activities that take place in the classroom. Class 1 is a group with a “traditional”
profile [16] characterized by low activity while group 3 attaches a lot of importance to the
preparation of material and is similar to a “reproductive” profile [16]. Classes 2, 4 and 5
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are “interpretative” [16]: teachers use traditional and constructive practices (i.e. student-
centred approaches) according to the situation. Class 4 performs more self-training to
diversify the modes of implementation, they can be described as “interpretative explor-
ers” while class 2 renews themselves less and are rather “interpretative followers”. Class
5 uses technologies for more complex practices such as programming and are “inno-
vators”. Unlike the innovation curve, which is bell-shaped, the curve of technology
integration in schools (see Fig. 1) follows a horizontal asymptote. The traditional group
remains large. To make this group evolve, it is necessary to train them mainly in the
practices of groups 2 and 3.

Fig. 1. The curve of technology integration in schools [22]

We identify two leverage effects that should be considered. First, it is essential to
offer a limited and rationalized range of technology to teachers, who in any case will
concentrate on those they consider most suitable for them and their students [6, 7, 14,
15]. For this reason, we recommend involving teachers as much as possible in the choice
of technology and providing design training for pedagogical activities. Second, the stabi-
lization and emergence of “personal” rather than institutional practices mark a milestone
in the professional identity of teachers [12]. It appears that lockdown has opened up the
possibility for more transfers of practices developed outside the classroom. To main-
tain this openness, institutions should recognize and value the activities of teachers who
deviate from the normative framework by encouraging peer sharing during in-service
training.

Factors Explaining Technology Integration (RQ2). Our results are in line with the
work on the perceived usefulness of technology that precedes its actual use [6, 8].
Referring to the traditional/constructivist classification of Tondeur et al. [5], teachers are
aware that technology is useful in general but not to support constructive learning or train
students in digital skills. Our study shows that skill variables do not impact technology
integration, which contrasts with previous work [7]. Teachers reported having been
poorly trained, but still having good technical and pedagogical skills. They declared that
they had learned during the COVID, that they had not experienced a lack of skills, yet
they only partially integrated them into their practices, mainly for traditional activities.
An incorrect self-evaluation of their skills can explain this paradox: having insufficient
training, they consider that the personal efforts made to integrate technology are adapted.
It is therefore essential to provide teachers with examples of constructive practices with
technology to help them identify their limits in terms of technical and pedagogical
skills and to encourage the implementation of these practices. In addition, it would be
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interesting to accompany them in a professional certification such as the PIX3, as it is
required for students.

We believe that the dissemination of information is not a highly effective way to raise
teachers’ awareness of the added value of technology or the implementation of practices.
Teachers are much more sensitive to direct communication with expert teachers, present
in schools or in online communities. Thus, workshops or awareness-raising would be
muchmore effective in supporting digital-related changes, in particular, integratingmore
constructive practices in the classroom. The context inwhich technology is deployed also
influences the integration of technology,mainly the availability of equipment: to promote
this integration, it seems necessary to systematically provide teachers with personal
computers so that they can use them at home. In this way, the development of practices
in and out of the classroom [10] can be facilitated, as well as the work of monitoring and
developing effective resources [11]. Classrooms should also be systematically equipped
with broadcasting and interaction devices such as IWBs or visualizers to match the most
common activities of primary school teachers.

Analysis of our Approach to Measuring TEL Integration. To answer the third
research question (RQ3), our approach, which combines a classification of practices
and an analysis of the covariance, allowed us to see how teachers deploy strategies to
integrate these technologies into their practices both outside and inside the classroom.
In addition to observing an intensification of its usage that increased between 2020 and
2021, we were able to follow the evolution and stabilization of certain practices, while
identifying the factors explaining these dynamics. Although initially responding to dif-
ferent objectives (the previous study focused more on the use of the VLE), the study
presented here complements our previous results to provide an overview of the main
practices conducted among French primary school teachers. In addition, our approach
allowed us to cover practices that were not necessarily included in the TIM. While
the matrix focuses on practices in the classroom, the analysis of our data highlights
behaviours related to uses mainly in the classroom (classes 2, 4 and 5) or outside (1 and
3). This constitutes a step forward in the analysis of teachers’ activity in relation to the
TEL continuum. The method can nevertheless be questioned on different aspects.

Data Collection and Analysis. Some variables, such as the use of software or the web-
sites used, are not well described in this study, which is more focused on the technical
means. The analysis of the “other” open-ended questions in the questionnaire should be
carried out to identify the software, in particular the exercises, and the Internet resources
that teachers most often choose to use. Moreover, our study highlights a lack of informa-
tion about certain phenomena. The surprising results regarding teachers’ self-assessment
of skills suggest that these data are biased or inaccurate. To have amore accuratemeasure
of skill levels, it would be preferable to use PIX-type certification scores, but they are not
used in France. It would also be interesting to refine the questions based on the expec-
tations of school directors or government agencies. Similarly, we have identified that
some schools have specific characteristics that hinder the integration of TELs, but we do
not know whether these are organizational, material or related to the socio-demographic

3 https://pix.fr/.

https://pix.fr/
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characteristics of students and families. To continue the study, we propose to analyse
the 92 complementary answers of the school directors.

Diachronic Analysis of Practices. Does a diachronic analysis of different practices
observed show an evolution in practices? For each practice, no: some are abandoned
while others emerge. It is therefore impossible to compare strictly the same practices.
However, the classification method allows teachers to be grouped by class of practices
and our study shows that comparing classes makes sense. Diachronic studies can accu-
rately follow the life cycle of established practices by questioning teachers regularly
about how they are carried out but can also include or eliminate others because they are
innovative or abandoned. A preliminary study in selected schools, in the form of inter-
views and focus groups, would allow for this and for the inclusion of possibly emerging
impact factors that the questionnaire couldmeasure on a larger scale.We have conducted
a series of 50 interviews with teachers, principals, parents and children. We will analyse
them soon to complete the results of this study, but also to identify those new factors
that could be useful to observe in other future studies.

5 Conclusion

We conducted a study to determine the levels of technology integration, based on the
activities implemented by teachers at school and out-of-school in 2021, one year after
the confinement. Through the analysis of 572 primary school teachers’ responses to a
questionnaire, we identify 5 classes of teacher profiles: traditional, interpretative, repro-
ductive, explorers, and innovators.We found also that the curve of digital tools integration
in school is not following the classical innovation curve. It is characterized by horizontal
asymptotes representing a large group of traditional teachers. Emerging student-centred
approaches are also more intense than in the classical curve.We identify 3 main factors
explaining technology non-integration: a lack of value in using technology to support
constructive learning, a lack of equipment especially in a classroom, and a lack of col-
laboration culture between teachers in school. Our study shows that skill variables do not
impact technology integration, which contrasts with previous work. This is explained
by a lack of professional certification in digital uses. We propose various perspectives to
promote technology integration and refine the approaches to measuring TEL integration.
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Abstract. This paper reports a between-subjects experiment (treatment
group N = 42, control group N = 53) evaluating the effect of a conversa-
tional agent that teaches users to give a complete argument. The agent
analyses a given argument for whether it contains a claim, a warrant and
evidence, which are understood to be essential elements in a good argu-
ment. The agent detects which of these elements is missing, and accord-
ingly scaffolds the argument completion. The experiment includes a treat-
ment task (Task 1) in which participants of the treatment group converse
with the agent, and two assessment tasks (Tasks 2 and 3) in which both
the treatment and the control group answer an argumentative question.
We find that in Task 1, 36 out of 42 conversations with the agent are coher-
ent. This indicates good interaction quality. We further find that in Tasks
2 and 3, the treatment group writes a significantly higher percentage of
argumentative sentences (task 2: t(94) = 1.73, p = 0.042, task 3: t(94) =
1.7, p = 0.045). This shows that participants of the treatment group used
the scaffold, taught by the agent in Task 1, outside the tutoring conversa-
tion (namely in the assessment Tasks 2 and 3) and across argumentation
domains (Task 3 is in a different domain of argumentation than Tasks 1
and 2). The work complements existing research on adaptive and conver-
sational support for teaching argumentation in essays.

Keywords: Educational conversational agent · Intelligent tutoring ·
Argumentation · Toulmin’s model of argument

1 Introduction

Being able to argue is an essential skill for participation in everyday and pro-
fessional life [18], and for participation in society [9,20]. “It is in argument that
we are likely to find the most significant way in which higher-order thinking and
reasoning figure in the lives of most people” [19]. Based on this understanding,
research has been carried out on different challenges regarding how to teach
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argumentation. One strand of research focuses on including argumentation
within teacher education [10,12]. Such works investigate guidelines and teaching
strategies for teachers in order to encourage students to justify better their opin-
ions. A related line of investigation is interested in designing learning environ-
ments and course instructions, and assessing their impact on the argumentation
skills of students [15].

This work takes up a related and newer line of research that focuses on
computer-mediated environments for teaching argumentation [2,31]. A funda-
mental motivation underlying such research is the promise of scalability in the
face of large class sizes while still being able to give feedback specifically to each
learner. The importance of such personal feedback, adapted to each learner’s
prior knowledge or task performance is in turn a foundational motivation for
research in adaptive learning support [4]. Such feedback is of course also impor-
tant for learning how to argue, as has been found in research investigating teach-
ing strategies for argumentation skills [7]. This is the research strand that we
continue and complement. Our particular approach to this challenge is to study
a conversational agent for teaching argumentation directly within conversations.
The underlying rationale is that good argumentation is expected and helpful in
many private, professional and public conversations.

2 Related Work

Educational conversational agents have been studied across different age groups,
such as primary school, apprentices (e.g., [34]), or university students (e.g., [28]).

They can also take on different roles. In educational scenarios, the agents usu-
ally act as a tutor (e.g., [3]) or as a peer (e.g., [33]). However, in collaborative
learning settings, they act as a moderator. For instance, in [26], a chatbot was
developed to increase engagement and collaboration in discussion among stu-
dents. Educational agents have also been studied across a range of topics, such
as mathematics [3], medicine [17], and computer science [24]. All these agents
teach factual knowledge. They therefore also encode domain knowledge, albeit in
different ways. For instance, in [3], the authors used the language AIML (Arti-
ficial Intelligence Markup Language) to encode the mathematical knowledge.
In [24], the agent’s knowledge which was about SQL queries was represented as
a list of constraints written by SQL experts.

Furthermore, a number of adaptive environments exist that make use of tech-
nologies for understanding text-based argumentation; not all for educational
purposes. In non-educational settings, agents have been studied that act as a
discussion partner [22,27] or a persuader [6]. As a discussion partner for argu-
mentation, the goal of the agent is only selecting or generating the most relevant
argument in order to have a coherent argumentative dialogue. For instance,
in [22], the goal of the agent is to keep the conversation alive by generating an
argument or selecting the best argument from a pre-defined list. In [27], an agent
is presented that focuses on keeping the conversation meaningful so long as the
users want to continue. These agents do not give feedback in an educational sense
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to user statements within the conversation. As a persuader, the goal of agents is
to persuade users regarding controversial topics. In [6], the authors were inter-
ested in persuading the user to accept a conversational agent’s stance about meat
consumption. They tried to maximise the chance of persuasion by selecting the
best argument or counterargument from the agent’s knowledge base.

In educational settings, the goal is to teach argumentation. In [31], the
authors have created an intelligent tutoring system that gives feedback to stu-
dents on an argumentative peer review. The students were asked to read a discus-
sion between two teachers about a specific topic and then write a review about
the discussion. The system is turn-based in the sense that the users write a review
and then receive feedback. The students can then improve the review and receive
further feedback. The feedback and hints include argumentation theory, high-
lighting argumentative components, an individual summarising feedback based
on the number of automatically identified argumentative components, and last
but not least, a readability score which is calculated based on [14]. In [2], the
authors have created four different interfaces that help students to make further
revisions to their argumentative writings. The difference between interfaces was
in the unit span of revision analysis (sentence and sub-sentence) and the level of
surface and content revisions. The surface revision contains the changes that are
about grammar, fluency and organisational changes. However, the content revi-
sions include meaningful textual changes such as claim, reasoning and rebuttal.
The authors’ main focus was on having an effective interface to help users to
improve their essays. They found that the most effective interface was the inter-
face that showed the details of the surface and content revisions at the sentence
level.

At the time of writing, the above two are examples for adaptive computa-
tional systems that teach argumentation (e.g., [2,31]) that we know of. Both deal
with longer argumentative texts, and the tutoring systems support learners in
an iterative process of improving their writing, i.e. during the learning process,
the learners write an argumentative text and then receive feedback by which
they understand how to improve the text. Further, in the above two studies, the
domain of argumentation is the same.

Adjacent to such research, our goal has been to develop an educational con-
versational agent that teaches a good argumentation structure within a conversa-
tion, rather than give feedback on an artefact developed outside the conversation
(e.g., feedback on an argumentative essay written prior to the tutorial conversa-
tion). Naturally, argumentation, as given within a conversation, will be shorter
and needs to be more compact than argumentation developed carefully over one
or more pages in writing. Furthermore, we evaluate our intervention, the educa-
tional conversational agent, on two different argumentative domains in order to
study whether the argument structure that the agent teaches can be transferred
to a different domain of argumentation.
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3 Conversational Agent

The conversational agent that we have developed acts as a tutor towards the stu-
dent with the goal to convey knowledge about good argumentation by developing
a good argument in a concrete example together with the student. Technically,
we have implemented the agent using Bazaar framework [1]1.

The knowledge about what constitutes a good argument is based on Toul-
min’s model of arguments [29]. Based on this model, a good argument has three
core components: a claim, evidence, and a warrant. The claim is an argument
or assertion that states our position regarding a specific issue. The evidence is a
piece of knowledge that supports the claim. The warrant interprets how the evi-
dence proves the claim. This model has already been widely used in research in
educational settings, e.g., to assess students’ opinions [15], to evaluate students’
essays [16], and in online discussions to support the consolidation of opinions [32].

At the beginning of the conversation, the agent asks a question that demands
an argumentative answer. If the user’s argument is missing one of the three core
components (claim, warrant, evidence), the agent explains which elements it
understands the argument to already have and which to be missing, and asks
the user to complement the answer by adding the missing elements.

In the experiment described in this work, the agent asks questions of the type
“Is X intelligent or not? Why?” X was replaced either by an animal (snakes,
monkeys and sharks) or with an AI-enabled technology (Google search engine
and self-driving cars). An example question asked to study participants therefore
was “Is a self-driving car intelligent or not? Why?”

To identify which of the three core components are given in a user response,
we used classifiers that were created and evaluated specifically for this type of
question in our previous work [23]. The resulting classifiers achieve an accuracy of
0.91 for detecting whether a claim exists in a given argument, 0.89 for detecting
whether the warrant exists in a given argument, and 0.83 for detecting whether
evidence is given in the argument (ibid). While our previous work focused on
classifier accuracy, the work presented here focuses on the effect of such a tutorial
dialogue on learning Toulmin’s argument structure.

Figure 1 shows one of the dialogues within our experiment. The introduction,
greeting, and ending parts of the dialogue were removed. Figure 2 shows the com-
plete flowchart of the agent. Note that the agent asks three times for each miss-
ing core component and gives repeatedly stronger and more direct hints to help
users to fill the structural gap in their answers. If more than one component is
missing, the agent prioritises the missing elements along the following sequence:
Claim, warrant, and evidence. This means, that if all three components are miss-
ing, the agent will step-by-step scaffold the creation of a structurally complete
argument.

1 https://github.com/DANCEcollaborative/.

https://github.com/DANCEcollaborative/
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Fig. 1. A coherent conversation is taken from our study. (1): The agent asks its initial
question. (2): the user answer is missing an element in the argumentation. (3): the
agent identified the missing component and asked for it. Finally, the user completed
the argumentation by adding evidence.

Fig. 2. The different states that the agent reaches based on user responses.

4 Research Questions

In this paper we ask and answer the following research questions, all with respect
to the given experiment:

RQ1 - Classifier accuracy: How accurately do the used classifiers detect the
existence of a claim, warrant and evidence respectively?

RQ2 - Conversation coherence: How coherent are the tutorial conversations?
RQ3 - Learning: Do users learn to structure arguments using the three core

components of Toulmin’s model of argument (claim, warrant, evidence) in
the same argumentation domain as in the conversation with the agent?
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RQ4 - Learning transfer: Can users apply the learned argument structure to a
different domain of argumentation than is discussed in the conversation with
the agent?

The questions are hierarchical in the sense that with each research question
we are aiming to ascertain a specific quality of the agent and the user-agent inter-
action, and each quality is the foundation for the quality that we are assessing in
the next question. For instance, if the classifiers that we used in the investigated
agent is not reasonably accurate in the here presented experiment (RQ1), then it
is highly unlikely that tutorial conversations are coherent (RQ2). If conversations
overall were incoherent, then we would expect that this has a negative impact
on whether users actually learn to argue well with the given agent (RQs 3 and
4). On the other hand, the different qualities do not constitute strictly necessary
preconditions. For instance, we have designed the agent’s dialogue structure in
a way, that some classifier inaccuracy is covered by the way the agent phrases
its responses.

The contribution of this paper towards literature lies in answering RQs 3 and
4 on whether a tutorial conversation leads to the learning of the taught argumen-
tation structure (Toulmin’s model). This complements existing work on compu-
tational environments for teaching argumentation in longer texts (e.g., [2,31]).
Both the underlying computational methods needed to understand and feedback
arguments are different, due to different lengths and styles of argumentation in
essays and in conversations.

5 Method

5.1 Procedure

In order to answer the above research questions, we conducted a between-
subjects experiment with two groups (treatment and control group). The experi-
ment was a voluntary assignment set in a university lecture, named “Introduction
to data science and artificial intelligence”, at the Technical University of Graz.
Before conducting the experiment, all materials were piloted within our research
team.

The experiment contains three tasks. The overall procedure is shown in Fig. 3.
At the beginning of the experiment, all participants receive information about
the tasks, and necessary learning materials that explain Toulmin’s model of argu-
ment and that give foundational information from the two different domains of
argumentation used in the experiment tasks. These two domains of argumenta-
tion are: What is intelligence? Related learning materials describe different def-
initions of intelligence. We call this domain of argumentation the “intelligence
domain”; it is used in Tasks 1 and 2. The second domain of argumentation is
ethics, and related learning materials are about utilitarian and deontological
ethics. We call this domain of argumentation the “ethics domain”; it is used in
Task 3. The information about the tasks as well as learning materials remained
accessible to study participants throughout the experiment.
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Fig. 3. The between-subjects study design.

The treatment group first exercises using Toulmin’s argument structure in the
intelligence domain (Task 1) with the agent. Then, the treatment group is given
Task 2, which is also in the intelligence domain. Here the users simply answer
the argumentative question without receiving feedback. Finally, the treatment
group answers an argumentative question in the ethical domain (Task 3).

The control group starts with Tasks 2 and then Task 3. Note that the con-
trol group finishes with Task 1, which contains the intervention. This task was
included for the control group as the experiment was an optional assignment
in a university course, so that all students who decided to participate in the
experiment would have the opportunity to talk to the conversational agent, and
such that all students would have three argumentative tasks. The control group’s
performance on Task 1 was not used for the purpose of this study.

The data collected from Task 1 done by the treatment group answers RQs
1 and 2. The comparison of the performance on Task 2 between the treatment
and control group answers RQ3 on whether the conversation with our tutorial
agent helps learners to learn Toulmin’s argument structure in the same domain
of argumentation. The comparison of the performance on Task 3 between the
treatment and the control group answers RQ4 on whether learners can transfer
the learned argument structure to a different domain of argumentation.

5.2 Materials: Argumentation Topics and Tasks

Tasks 1 and 2 are about intelligence. In these tasks, the participants were asked
to decide “Is X intelligent? Why?”. X was substituted either with a type of
animal or by a (type of) AI-enabled technology. For animal categories we used:
sharks, eagles, monkeys, and snakes. For the AI-enabled technologies, we used:
the Google search engine and self-driving cars. The two categories “animal” and
“AI-enabled technology” are ontologically different, such that we can expect
different lines of argumentation regarding their intelligence. In both categories,
one can argue for both intelligence and non-intelligence of the entities, depending
on the underlying definition of intelligence.

In Task 3, the participants were confronted with the trolley problem. By this
we mean, the participants need to answer this: There is a trolley coming down
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the tracks and ahead, there are five people tied to the tracks and are unable to
move. The trolley will continue coming and will kill the five people. There is
nothing you can do to rescue the five people EXCEPT that there is a lever. If
you pull the lever, the train will be directed to another track, which has ONE
person tied to it. What do you do? Please, justify your decision.

The choice of argumentation topics has been made such that the questions are
structurally similar: By relying on different definitions, in one case of intelligence,
in the other about what constitutes ethical behaviour, one can argue always for
both types of answers (intelligent yes/no; pull the lever yes/no).

5.3 Participants

Study participants were recruited in an introductory university lecture, named
“Introduction to data science and artificial intelligence”, at the Technical Uni-
versity of Graz. The experiment was contextualised in the lecture as an optional
bonus task for which points were received based on the most complete argu-
ment given in any of the three tasks. Overall 95 students participated in the
experiment fully, i.e. such that they completed all three tasks in the treatment
group or at least Tasks 2 and 3 in the control group. We randomly and equally
split all the students into two groups. However, because of technical problems
we had to exclude some participants who could not finish all the tasks. Finally,
42 participants were in the treatment group and 53 in the control group.

5.4 Data Annotation

In all tasks, we annotated the user statements sentence by sentence. By state-
ments we mean: Every user response of the treatment group to an argumentative
question of the conversational agent in Task 1 (depending on into which branches
of the adaptive dialogue structure the user enters this could be more than once
in a single conversation) and responses to the argumentative question given in
Tasks 2 and 3. All the sentences have been annotated by four coders (including
the first author), such that for each of them, we express which of the three core
components of Toulmin’s model (claim, warrant, evidence) is contained. There-
fore, for each component, a binary value was defined to indicate the existence of
the component. Then we called a sentence argumentative if it contains at least
one of the core components. Furthermore, for Task 1, we annotated the conversa-
tions of the treatment group based on coherence. Similar to the core components,
a binary value was defined to show whether a conversation is coherent or not.

Before starting the annotating process, the first author created a codebook
in which the details about identifying the core components of Toulmin’s model
were explained. The annotation process was done in three rounds. In the first
round, we randomly selected 25% of data that was independently annotated by
all raters based on the codebook. The goal of this round was to reach a shared
agreement on codes, and clarify and update the codebook where necessary.

In the second round, we randomly selected another 25% and assigned them to
all four annotators. We computed inter-rater reliability and discussed the remain-
ing differences in order to further improve the codebook and shared agreement.
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For the 50% of data, annotated in the first two rounds, we had four ratings
for each statement. Where we could not reach an agreement, we selected the
final annotation based on the majority.

In the third round, we divided the rest of the data among all annotators for
coding based on the codebook.

Overall, the data as analysed for the purpose of this paper therefore contains
51 single responses written by the treatment group in Task 1, 904 sentences
written by both groups in Task 2, and 600 sentences written by both groups
in Task 3. The dataset is published on Zenodo2. Doccano [25] was used for
annotating the data.

5.5 Inter-rater Agreement

We used Fleiss kappa [13] to measure agreement among the coders. Based on [21],
the values below 0 are understood as a poor agreement, between 0 and 0.20 as
slight, between 0.21 and 0.4 as fair, between 0.41 and 0.6 as moderate, between
0.61 and 0.80 as substantial, and above 0.80 as almost perfect inter-rater relia-
bility. However, we also note that not all the natural language processing tasks
are not the same and we cannot define a specific threshold for all computational
linguistic tasks [5].

In Tasks 1 and 2 which were about intelligence, the κ value for argumentative
sentences was 0.69. We call a sentence argumentative if it contains at least one
of the core components. The κ value for the claim, warrant and evidence were
0.90, 0.80 and 0.77 respectively. In Task 3, which was about an ethical dilemma,
we achieved moderate inter-rater reliability for argumentative sentences, κ =
0.58. There was a substantial agreement for the claim (κ = 0.77). However, the
warrant (κ = 0.36) and evidence (κ = 0.42) components turned out to be not
easily distinguishable [11,30]. We, therefore, did not use warrant and evidence
annotations for comparing the groups on Task 3. Additionally, in Task 1, with
respect to the coherence coding, we reached a significant agreement (κ = 0.83).

5.6 Data Analysis

RQ1 (classifier accuracy) and RQ2 (coherence of tutorial conversations) in prin-
ciple assess the qualities of the conversational agent. For assessing classifier
performance (RQ1) in Task 1, we used the classifiers trained in our previous
work [23]. For each core component, a separate classifier was trained. We report
the macro-average F1 score for each classifier over the 51 argumentative state-
ments from Task 1 of the treatment group. The macro-average F1 score indicates
the average of F1 scores of all classes. For assessing the coherence of tutorial con-
versations (RQ2), we report the number of coherent conversations in Task 1 of
the treatment group expressed as an absolute number and as the ratio of all 42
conversations (Sect. 5.4).

2 https://doi.org/10.5281/zenodo.6627040.

https://doi.org/10.5281/zenodo.6627040
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RQs 3 and 4 ask whether participants in the treatment group have learned
Toulmin’s argument structure. As the conversational agent in Task 1 specifically
points out missing components from Toulmin’s model, we hypothesised that
students would learn to include all elements in the subsequent Tasks 2 and 3.
In other words, we expect the treatment group to significantly more often use
claims, warrants or evidence in their responses to questions in Tasks 2 and 3.

In order to measure this, we define that a sentence is argumentative if it
contains at least one of the core components (a claim, warrant or evidence).
We further define the ratio of argumentative sentences in the response to the
question in either Task 2 or 3 to be the number of argumentative sentences
in the user response divided by the overall number of sentences in a response.
Using these definitions, we compare the treatment and the control group with a
t-test on the ratio of argumentative sentences in Tasks 2 and 3. Additionally, to
get more insights into the results, we do the same analysis for each Toulmin’s
core component separately. This means that we compare the treatment and the
control group with a t-test on the ratio of sentences that contain a claim, warrant
or evidence respectively. For RQ 4, which means to compare responses on Task 3,
we only do this analysis for the claim component, since we did not reach sufficient
inter-rater reliability for the warrant and evidence component (see Sect. 5.5).

6 Results

Regarding RQ1 (classifier accuracy), we evaluate the performance of the classi-
fiers using the macro-average F1 score based on data from Task 1. The macro-
average F1 scores of the classifiers for detecting the existence of claims, warrants
and evidence are 0.72, 0.91 and 0.77 respectively. These values are typically
understood as very good classifier performance. Further, they are comparable
to the classifiers’ performance on a dataset collected outside the conversational
agent environment in earlier own work [23], where the respective values were 0.77,
0.88 and 0.71. Inaccuracy is covered by the way the agent phrases its responses.

Regarding RQ2 (conversation coherence), we find that 85% (36 out of 42) of
dialogues are coherent. This is a bit lower but comparable with the proportion of
coherent conversations in related work on a reflective conversational agent [34],
in which 97% (149 out of 153) of conversations were coherent.

Regarding RQ3 (learning the argument structure, measured by a task within
the same argumentation domain), we find that the treatment group (N = 42,
M = 0.83, SD = 0.18) compared to the control group (N = 53, M = 0.76,
SD = 0.21) has a significantly higher percentage of argumentative sentences in
Task 2, t(94) = 1.73, p = 0.042 (see Table 1). To have more insight into this result,
we compared the two groups in a more fine-granular manner per core component
(claim, warrant, evidence). The only significant result is related to the claim com-
ponent. The treatment group (M = 0.26, SD = 0.25) compared to the control
group (M = 0.16, SD = 0.1) has a significantly higher percentage of sentences with
a claim in their responses, t(94) = 2.45, p = 0.007. Overall, the results show that
the treatment group has learned Toulmin’s argument structure, but the effect is
mainly visible on one of three argument elements, namely the claim.
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Table 1. The ratio of argumentative sentences to all sentences based on each core
component in Tasks 2 and 3.

Group # of
sentences

% of arg.
sentences

% of sent.
with a claim

% of sent.
with a warrant

% of sent.
with evidence

Task 2

Treatment 358 0.762 0.159 0.315 0.497

Control 546 0.697 0.130 0.238 0.468

Task 3

Treatment 252 0.662 0.297 – –

Control 348 0.494 0.221 – –

Regarding RQ4 (learning transfer, measured by a task within the same argu-
mentation domain), we again compared the responses of both groups based on
the proportion of argumentative sentences. The treatment group’s responses (M=
0.68, SD= 0.25) compared to the control group’s responses (M = 0.59, SD = 0.27)
has a significantly higher ratio of argumentative sentences, t(94) = 1.7, p = 0.045.
Because of the low inter-rater reliability on Task 3 for the components warrant and
evidence, we only did the more fine-granular analysis for the component “claim”.
Different than for RQ3, however, the treatment group’s responses do not contain a
higher ratio of sentences with a claim than the control group’s responses. Overall,
these results show that the participants of the treatment group have transferred
Toulmin’s argument structure also to a new argumentation domain. Our results
cannot be used to make a more fine-granular statement that distinguishes between
the effect in terms of single core components.

Further, we see that in both Task 2 and Task 3, the control group wrote
more sentences. Proportionally more of them were non-argumentative, however,
i.e. not actually needed for the argument. In other words, the control group had
more difficulties coming to the point and justifying it. Table 1 summarises the
results for both RQ3 and RQ4.

7 Discussion

In summary, participants in the treatment group, who had an adaptive-tutoring
conversation with the conversational agent (Task 1), wrote significantly more
argumentative sentences, both in the same domain of argumentation (Task 2)
in which the teaching took place, and in a different domain of argumentation
(Task 3). This is encouraging, as it shows the feasibility of using scalable tools
such as a conversational agent to teach the basics of argumentation, as would be
useful based on the understanding of the importance of argumentation in many
areas of life. Our study further shows that it is possible to conduct a coherent
conversation with a conversational tutorial agent. This is an important indicator
of user experience and hence teaching quality.
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We make two additional observations that highlight that future research is
needed: For Task 2, at a fine-granular level, the treatment group and control
group differed statistically significantly only in terms of the claim component.
We interpreted this in the sense that the claim, in this task, was the easiest argu-
mentative element. However, in Task 3, the difference between the proportion
of sentences that contained claims was not significant. This could be due to the
nature of the question, which was about an ethical dilemma situation in which at
least one person would die and making one final decision is challenging. Further,
we have noticed low inter-rater reliability in differentiating between warrant and
evidence in Task 3. Overall, this leads us to suspect that the ethical dilemma is
- in terms of Toulmin’s structure of argument - substantially different from the
discussion of which type of thing to consider intelligent and which not. In order
to be able to effectively use Toulmin’s model as a structure for a good argument
in computational environments that teach argumentation - because such envi-
ronments are in many ways more strictly bound to a pre-defined structure than
human teachers - it will be necessary to develop systematic knowledge about
what kinds of arguments Toulmin’s model of argument is suitable for.

Secondly, our study illustrates that the tutorial conversation had the desired
positive effect when compared with no intervention. However, our study can-
not make comparative statements towards other interventions, amongst them
technically simpler ones like asking study participants to re-work their answers
after re-reading educational material about Toulmin’s argument structure (com-
parable to the time spent on Task 1). Further experiments are needed to make
statements about the efficiency of the agent in comparison to other interventions.

Finally, there is a range of wider-reaching directions for exciting future
research. For instance, structural argument assessment, as is done by the con-
versational agent studied in this paper, could be complemented by content-wise
argument assessment. For this, additional approaches from argument mining
such as clustering of arguments could be useful [8]. Such content-based assess-
ment of arguments is the basis for further teaching strategies, such as teaching
by giving counter-arguments.

8 Conclusion

We presented a conversational agent that teaches Toulmin’s model of argument
via an argumentative task. By conducting a between-subjects experiment, we
showed that study participants learned what they should - Toulmin’s model of
argument - and could apply it both in the same (Task 2) and in a new domain of
argumentation (Task 3). This demonstrates the fundamental possibility that an
AI-enabled tool can teach a structure for argumentation, which learners can then
transfer to a setting outside the tutoring conversation as well as to a different
argumentation domain. Our work advances teaching argumentation in education
as follows: This work indicates that Toulmin’s model is a suitable structure to
computationally analyse relatively short argumentation, as found in conversa-
tions. This work also constitutes one of the still few examples of an educational
conversational agent that teaches a skill (argumentation), rather than facts.
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Abstract. The predominance of using videos for learning has become
a phenomenon for generations to come. This leads to a prevalence of
videos generating and using open learning platforms. However, learners
may not be able to detect the main points in the video and relate them
to the domain for their study. This can hinder the effectiveness of using
videos for learning. To address these challenges, our research aims to
develop automatic ways to segment videos, characterise them and finalise
the segmentation work by aggregating adjacent segments within a video
with the same focus of domain topic(s) or topic-concept(s). We present a
framework for automated video segmenting and characterising to support
learning (VISC-L). We assume that the domain we are processing videos
from has been computationally presented (via ontology). We are using
the Deep learning BERT-BASE-Uncased model with a binary classifier
to identify the focus topic of each segment. Then we use a semantic
tagging algorithm to identify the focus concept within the topic. The
adjacent segments within a video with the same focus topic/concept
are aggregated to generate the final characterised video segments. We
have evaluated the usefulness of watching the identified segments and
characterisations compared with video segmentation provided by Google.

Keywords: Video-based learning · Video transcript · Text analytics ·
Domain ontology · Video characterisation · Video aggregation

1 Introduction and Related Work

The use of videos for learning has increased rapidly. It offers the flexibility of
having visual and auditory channels that make it easier for learners to get the
information and to support their learning [11,14]. There is a massive amount of
freely available videos that learners have access to. Not only does learning from
such videos take up a significant amount of time for watching, but, crucially, it
can be hard for the learners to identify key points in the videos and link these
points to the study domain [3,21].

Manual Video Segmentation and Characterisation. A widely used app-
roach for video segmentation and characterisation is manual annotation. A com-
mon technique when using videos for learning is note-taking which makes a
reference of important points mentioned within a segment in a video [10]. This
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
I. Hilliger et al. (Eds.): EC-TEL 2022, LNCS 13450, pp. 229–242, 2022.
https://doi.org/10.1007/978-3-031-16290-9_17
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allows learners to identify relevant video segments and to indicate key points in
these segments. However, such video annotation requires manual effort. In [5],
segmenting videos has been done by teachers who provide the sections in the
videos related to specific courses. In order to improve learner engagement and to
aid the digesting of the learning material, teachers in [22] characterise learning
videos by highlighting the contents with a phrase or a keyword or by adding
questions. While such characterisation is closely linked to the learning goals set
by the teachers, it is subjective and does not scale across different domains.

Characterising videos can also be done by learners. For instance, teachers
have asked learners to annotate videos and test the effect of it on their learn-
ing [16]. Though learner annotation can improve engagement with videos, it is
dependent on learner engagement (e.g. high self-efficacy learners engage better)
and their prior knowledge (e.g. learners may not be able to see key points).

Automatic Segmentation and Characterisation. Recent works have devel-
oped approaches for automating the process of video segmentation. This falls into
two categories - using learner interactions and using video content. In [17] learn-
ers’ comments while watching videos are aggregated to identify “high attention
intervals” which refer to key points noted by learners. These intervals are used
to facilitate interaction with videos by offering an interactive visualisation inter-
face. While using learner interaction data to segment and characterise videos
which can give the learners reactions and perspective, the segmentation depends
on the learner engagement and learners may not appropriately capture the key
points in the videos. Alternative approaches focusing on the video content are
proposed. To detect teaching practices (presenting, guiding, administration) in
recorded lessons of trainee teachers, acoustic features from the audio and text
feature from the transcripts are used in [21]. Machine learning models, trained
by using annotations by expert observers, are dependent on the availability of
previously annotated segments which may not always be practical.

Recent video segmentation approaches based on video content utilise state-
of-the-art tools in natural language processing and tap into the availability of
knowledge models. MOOC video lectures were automatically segmented in [6] by
using a neural network over adjacent sentences; the neural network was trained
on Wikipedia pages. To characterise the video segments, topics are extracted
from slide titles. In [7], topical segmentation of lecture videos is performed
by using a domain knowledge graph. A BERT model is used to compute the
semantic similarity between different concepts in the video. [4] uses different
text sources (transcript, slide text, hand written text on whiteboards) to seg-
ment and annotate videos. The segmentation is based on the transition between
slides, while the annotation uses Wikidata and DBPedia to find the entity type
and to compute semantic similarity between tokens in the video segment’s text.
All existing approaches have evaluated only the technical performance of their
segmentation algorithms; their usefulness to aid learning has not been assessed.

In this paper, we address the following research question:
How to automatically segment and characterise videos to support learning?
We present a generic ontology-underpinned framework, called VISC-L, which

uses video transcripts to segment, characterise and link videos to the domain
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knowledge covered in the segments. Similarly to the last approaches, we use
existing knowledge models, in the form of a domain ontology, to identify the
domain concepts as well as use the ontology hierarchy and a language model
based on BERT to identify focus topics and concepts for each video segment.
Our work has a key difference from previous approaches. While none of them
assesses the effect on learning, we provide here an evaluation study with users
to examine the effect of the segmentation and characterisation in a learning
context. We compare with a state-of-the-art video segmentation and character-
isation interface that is available for YouTube videos1.

The main contributions of the work presented here is: (a) a novel framework
for segmenting and characterising videos by using video transcripts and linking
them to domain concepts; (b) application of the framework in a representative
learning domain (presentation skills); (c) evaluating the usefulness of video seg-
mentation and characterisation for learning and drawing wider implications for
adoption. The work is part of broader research that explores how to generate
video narratives to support learning by linking video segments to help learners
to identify and link key points in videos.

The paper is organised as follows. Section 2 outlines the VISC-L framework,
and Sect. 3 presents how VISC-L is applied in the Presentation Skill domain. A
user evaluation study is presented in Sect. 4, and Sect. 5 is a conclusion.

2 Framework for Video Segmentation and
Characterisation for Learning (VISC-L)

The proposed framework for Video Segmentation and Characterisation for
Learning (VISC-L) is presented in Fig. 1. It includes three main steps: selecting
initial segments, characterising those segments, and aggregating the segments
based on common domain topics.

Input. VISC-L is based on two assumptions. Firstly, it is assumed that the
video transcript relates to the domain which will be learned (e.g. the videos
can be lectures/tutorials/conversations linked to a specific topic). Hence, the
text in the video transcripts is taken as an input. The second assumption is that
there is a domain ontology Ω = {C,H} which includes the relevant domain
concepts C �= φ linked in a concept hierarchy H. Available ontologies - The
Linked Open Data Cloud:2 can be used or the ontology can be developed with
domain experts. The later is used in this work. We use ci ⊂ cj to denote that
ci is a subclass of cj . The top level concepts in the concept hierarchy define
the main domain topics {T1, ..., Tm}. In order to identify the main topics in the
video transcripts, as part of the characterisation step (see below), training data
with domain topics as labels are needed. This can either be created with expert
annotators or collected from past user interactions (the later is followed in the
application of VISC-L presented in the next section).

1 Offered by Google, produced by Google Video AI https://cloud.google.com/video-
intelligence/.

2 The Linked Open Data Cloud https://lod-cloud.net/.

https://cloud.google.com/video-intelligence/
https://cloud.google.com/video-intelligence/
https://lod-cloud.net/
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Fig. 1. Video segments characterisation and aggregation framework. Notice that T
means a set of focus topics and C means a set of focus concepts within the focus
topics, e.g. T1C1 means there is a focus concept C1 in the focus topic T1.

Output. The output of VISC-L is a set of aggregated video segments with a
start and end time in the corresponding video. Each aggregated video segment i
is characterised with a set of domain focus topics T a

i (top concepts in Ω) and a
set of concepts Ca

i from the focus topics which are mentioned in the transcript
of the video segment (for every ci from Ca

i , ci ⊂ T a
i ).

Initial Segments. Our video segmentation approach is inspired by text-tilling
in text summarisation [12] - starting with smaller units (e.g. sentences) and
aggregating them to get larger coherent units (e.g. paragraphs). Hence, we
include an initial segmentation step where the video transcripts are cut into
small segments that are used as a starting point for aggregation. Initial seg-
ments can be done by using a certain number of text lines (e.g. the approach
presented in the next section) or by using pre-defined segments (e.g. high atten-
tion intervals from past interactions [18]).

Segment Characterisation. In order to aggregate the initial segments, we
need to identify what domain content is presented in each segment. This is done
during the segment characterisation step which links each video segment i with
a set of focus topics Ti and a set of concepts Ci. To do so, we propose using two
algorithms: semantic tagging and topic classification.

The first algorithm is semantic tagging which was developed in our pre-
vious work [18]. This algorithm links each video segment to focus topics and
concepts by mapping the terms from the ontology to the text in the video tran-
script. It first pre-processes the transcript3, including: tokenise the transcript,
clean it from stop words and punctuation, select nouns and noun phrases and
match the ontology terms to the noun phrases. If there is a match, the ontology
concept ci will be identified (tagged to the text), noting also the path to reach
a top level concept (i.e. linking to a focus topic T ; ci ⊂ T ). As a result, each
segment i is linked to a set of focus topics and their corresponding concepts;

3 We have used Natural Language Tool Kit (NLTK) https://www.nltk.org/.

https://www.nltk.org/


Video Segmentation and Characterisation to Support Learning 233

we denote this as <T 1
i , C1

i > (where (see footnote 1) indicates that this is an
output from the first segment characterisation algorithm). A key challenge for
this algorithm is word sense disambiguation. This is not that prominent with
carefully selected videos. However, if the videos are selected automatically from
open social spaces, there will be a high risk of word sense ambiguity. Hence, we
need to disambiguate the topics based on the context, which is done with the
second algorithm.

The second algorithm is a topic classifier which identifies a domain topic
based on the context of that topic. Following the latest development in nat-
ural language processing, we use Bidirectional Encoder Representations from
Transformers (BERT) [8] as a topic classifier. BERT embeds pre-trained deep
bidirectional representations from unlabeled text by jointly conditioning on both
left and right context in all layers. Accordingly, it can be fine tuned with just one
additional output layer to create state-of-the-art models for different language
tasks, topic classification in this case. First, the BERT model is fine-tuned using
training data with domain topic labels (which is part of the input for VISC-L).
Then, the fine-tuned model is used as a classifier to link each segment i to its
domain topics T 2

i (where (see footnote 2) indicates that this is an output from
the second segment characterisation algorithm).

The last step in segment characterisation is to combine the outputs from
both algorithms. For each segment i, the outcomes from the two algorithms
<T 1

i , C1
i > and T 2

i are combined by intersecting the focus topics Ti = T 1
i ∩ T 2

i

and selecting the concepts Ci from C1
i that belong to Ti. Hence, each segment

is characterised by <Ti, Ci> (a set of focus topics Ti and their concepts Ci).

Segments Aggregation. Following the text-tilling approach [12], small seg-
ments will be aggregated into larger segments. To maintain the flow of infor-
mation within adjacent segments, we have developed an aggregation algorithm
based on thematic progression theory [2]. It states that a good written text
should have a relation between theme, (the main clause), and rheme, (“the
remainder of the message where the Theme is developed”) [2]. Three patterns
for coherent text are suggested: Constant theme (when the first theme in one
sentence is carried on and used at the beginning of the second sentence); Lin-
ear theme (the important message in a rheme of one sentence is carried on into
following clause as a theme in the second sentence), and Split theme (a develop-
ment of a rheme with important information to be used as themes in subsequent
clauses in the following sentence). Relating to video segments and using the
characterisation, we associate the focus topic with the segment’s theme and the
focus concepts with the segment’s rheme. We propose a linear aggregation
with an interpolation algorithm (see Algorithm 1). The linear theme pat-
tern was selected as the most appropriate, as it allows keeping a continuous focus
topic and at the same time take into account the specific concepts within that
topic. Some segments can be without characterisation which can be because the
speaker is silent or is digressing from the domain. If we look strictly for adjacent
segments, these gap segments which break the topic flow will lead to starting a
new aggregate. To smoothen the aggregation, we use interpolation. If the seg-
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ments before and after a gap segment have common focus concepts, it is assumed
that the common concepts are spread across the three segments. Hence, the gap
segment will be interpolated in the aggregated segment.

3 Application of VISC-L in a Presentation Skill Domain

3.1 Input and Initial Segments

Domain and Ontology. To apply VISC-L we have selected the Presentation
Skill domain which represents a transferable skill that can assist learners in
transmitting their message or to convince others with their ideas [9,15]. This
domain is supported by a domain ontology designed by [1]. The main topics T
in this ontology are Delivery, PresentationAttribute, Structure and Visual Aids.
Each topic has its own concepts C and this domain ontology has 302 concepts.

Video Selection and Initial Segmentation. If there is no pre-selected set
of videos related to the domain, the ontology can be used to collect videos from
available social platforms (like YouTube). Following the concept hierarchy, a
search schema can be developed, similarly to [19]. For example, using a com-
bination of <Domain, Ti, Ci, “tutorial”> as search terms, videos with tutorials
related to the topic Ti in the domain can be collected. We have implemented this
search schema using the library youtube-search-python4. We have applied a time
filter so that each video duration should be >3 min and selected the videos that
associate with the YouTube generated transcript. As a result, we have collected
63 videos that have a corpus of 110594 tokens. Then, we applied the Initial seg-
mentation step from VISC-L on the 63 collected video transcripts and generated
2382 segments.

Training Data for the Topic Classifier. To fine tune the BERT-BASE-
Uncased model, we used the training data which we obtained from the six studies
conducted on the [17] learning platform. The domain of the videos used in [17]
is the Presentation skill domain where the students can write comments or rate
other students’ comments. The total number of participants who watched the
videos was 38 and they wrote 2038 comments. These comments had been labelled
by other students with the domain topics: Delivery, Structure and VisualAids;
notice that the topic PresentationAttribute is missed from the labels- we have
solved this issue in the semantic tagging step below.

Segment Characterisation. The characterisation of video segments includes
two steps: semantic tagging and a topic classifier. With Semantic tagging we
have applied the semantic tagging algorithm, as demonstrated in Sect. 2, which
has two inputs: the transcript of the 2382 segments generated from the Initial seg-
mentation step in VISC-L, and the ontology [1] of the Presentation skill domain.
The transcript of each segment has been tokenized, cleaned and POSTAGed
to get the resulted nouns and noun phrases to be semantically tagged to the

4 https://pypi.org/project/youtube-search-python/.

https://pypi.org/project/youtube-search-python/
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Algorithm 1: VISC-L algorithm. The input is the list of the segments
from the videos with their focus topic FT and concepts FC. We aggregate
the segments from the same video

Data: S = {s1, s2, .., sn}; n ≥ 0; s =< FT, FC > where

FT, FC �= φ,CurrentSeg=φ,NextSeg=φ,PreviousAgg=False,AggList=[],Gap=φ, i = 0

Result: AllAgg = {S1a, S2a, .., Sma}; m <> 0

1 while i < n do

2 CurrentSeg=Si;

3 if PreviousAgg=False then

4 NextSeg=Si+1; FocusC ← CurrentSeg ∩ NextSeg

5 if FocusC <> φ then

6 if Gap �= [] then

7 AggList ← CurrentSeg, Gap, NextSeg

8 else

9 AggList ← CurrentSeg, NextSeg;i ← i + 2; PreviousAgg = True

10 else

11 if Gap = [] then

12 Gap ← NextSeg; i ← i + 1; Go to Step 3 ;

13 else

14 AllAgg ← CurrentSeg;AggList, FocusC ← [];CurrentSeg= Gap; i ← i + 1;

Go to step 3
15 end

16 else

17 if PreviousAgg=True then

18 FocusC ← CurrentSeg ∩ FocusC;

19 if FocusC <> φ then

20 if Gap = [] then

21 AggList ← CurrentSeg; i ← i + 1 ;

22 else

23 AllAgg ← CurrentSeg, Gap; Gap ← []; i ← i + 1;

24 end

25 else

26 AllAgg ← AggList, CurrentSeg; AggList ← []; CurrentSeg= Gap;

27 Gap = [];FocusC = []; i ← i + 1; PreviousAgg=False;

28 else

29 end

30 end

31 end

32 if i = n then

33 CurrentSeg = Si ;FocusC ← CurrentSeg ∩ FocusC;

34 if FocusC <> φ then

35 if Gap = [] then

36 AggList ← CurrentSeg;AllAgg ← AggList;AggList = []

37 else

38 AggList ← CurrentSeg, Gap;Gap ← [];AllAgg ← AggList;AggList = []

39 end

40 else

41 if Gap = [] then

42 AllAgg ← AggList, CurrentSeg; AggList ← []

43 else

44 AllAgg ← AggList, Gap, CurrentSeg; AggList, Gap, FocusC ← [];

PreviousAgg=False;
45 end

46 end

47 end
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ontology terms to decide the focus topic/concept <T 1
i , C1

i >. This algorithm also
succeeds in noticing the topic, PresentationAttribute, and collect its concept. To
overcome the issue of word sense ambiguity mentioned in Sect. 2 by identifying
the tokens in the transcript that are contextually related to the domain, we need
the topic classifier model.

The second step is the Topic classifier. To select the best Deep learning
model to be considered as the VISC-L Topic classifier, we have conducted two
experiments. First, we compared different pre-trained BERT models (Roberta
Base [13], Distill Bert [20] and BERT-BASE-Uncased [8]) as topic classifiers.
These models are widely used for topic modelling and semantic analysing tasks.
After we fine-tuned the models with our training data, we passed the 2382 video
segments generated from the initial segmentation step to the models to be clas-
sified with the domain topics. To choose the best model, we compared between
their precision, recall and F1-score values. Hence, BERT-BASE-Uncased has
been selected as it gives higher (precision, recall and F1-Score) results and is
better to be used as a binary classifier as shown in Table 1.

To get the final segment characterisation, we run the step of Combining
the characterisation results identified from the semantic tagging and the
topic classifier. For instance, a segment i has two characterisations, one from the
semantic tagging algorithm <T 1

i , C1
i > and one from the topic classifier model

<T 2
i >. The final characterisation of the segment i is the result of combining

the two characterisations: <Ti, Ci> = <T 1
i , C1

i > ∩ <T 2
i >. This means, the

focus topic is the one identified in both characterisations. Notice that the topic
PresentationAttribute can only be recognised by the semantic tagging algorithm
as mentioned in Sect. 2.

Table 1. BERT-BASE-Uncased model as multiple and binary classifier result.

Topic Multiple classifier Binary classifier

Precision Recall F1-score Precision Recall F1-score

Delivery 0.89 0.94 0.92 0.91 0.93 0.92

Structure 0.76 0.74 0.75 0.69 0.71 0.70

Visual Aids 0.97 0.85 0.91 1.00 0.87 0.93

Characterisation Outcome. The final characterisation result revealed that
1877 segments have been characterised with a focus topic(s) and concept(s).
However, there are 505 segments with no characterisation. The average seg-
ment duration is 14 s with (STDV = 6) and the average number of focus
topic(s)/concept(s) per segment is (1 and 2) respectively. According to the char-
acterisation results, 62% of all segments focus only on one topic while 30% focus
on two topics and 7% of all segments focus on three topics. The number and
type of the focus topic(s) within the segments can inform the next step in our
framework which is the aggregation of video segments. Additionally, the seg-
ments’ characterisation can inform their usage for learning (useful for creating
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video-segment-narratives). For example, to get an in-depth focus of the concepts
within a topic, the segments with one focus topic can be used. Whereas, to find
the relationship between two topics, the segments with two focus topics can be
helpful, e.g. 10% of segments (the higher percentile) focus on the topics Delivery
and Structure together. The segments that focus on three topics could be used
as introductory segments to the domain by mentioning most of its topics.

The characterisation results showed that more segments have the same focus
topic which can be aggregated together to get longer segments with the same
focus topic and concept. Before we commenced the aggregation step, we first
evaluated the characterisation of the single segments.

Characterisation Evaluation. In order to evaluate the characterisation of the
single segments, we have asked an external expert to asses the accuracy of the
characterisation of 137 random segments taken from the 2382 segments that we
have characterised from all the videos. The expert is a researcher who has some
work done on the same domain of this work (Presentation skills). We provided the
expert with the topics and concepts in the domain ontology with their hierarchy
to be familiar with the nature of the video segments’ characterisation. The expert
has been asked to do the following: add new topics or concepts if it is thought
to be missed from the characterisation, mark the assigned topic or concept to
segment as wrong if they thought it was irrelevant or leave the characterisation if
it was correct. The overall number of topics/concepts that were assessed was 345.
By analysing the evaluation results, we found that the new suggested concepts
from the evaluators either added to the ontology if it was relevant to the domain
or ignored if it was irrelevant. To measure the agreement between the expert and
our characterisation, we ran the Cohen Kappa formula. The agreement value we
got from the formula was 0.91 which is 90%, proving a high agreement between
our characterisation and the expert.

Linear Aggregation with Interpolation. We ran the third step of VISC-L
on the characterised segments to aggregate them based on their focus topic/
concept. The input to the aggregation Algorithm 1 is the video segments with
their final characterisation. The algorithm compares the adjacent segments i, i+1
within a video and checks their focus topic and concept <Ti, Ci>,<Ti+1, Ci+1>.
It checks whether they intersect with each other and have some similar concept(s)
FocusC = <Ti, Ci> ∩ <Ti+1, Ci+1>. If FocusC �= φ then these segments will be
aggregated and their final characterisation will be <T a

i , Ca
i >, which is the focus

topic and concept of the aggregates. The duration of the aggregates starts from
the beginning of the first segment and finishes at the end of the last segment
in the aggregate. If FocusC = φ, then the second segment i + 1 will be a gap
segment and the algorithm will check the intersect between the first and third
segment FocusC = <Ti, Ci> ∩ <Ti+2, Ci+2>. If FocusC �= φ then the segment
i, i + 1, i + 2 will be aggregated - this is the reason we call it aggregation with
interpolation. Otherwise, if FocusC = φ, the first segment i will be saved as a
single segment and a new aggregation will start from the segment i+1 which will
be considered as the first one. The aggregation result revealed that the number
of the segments decreases to become 933 (where the original number was 2382).
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This showed that many adjacent segments have the same focus topic and concept.
This is proved with the increase in the percentage of the segments (67.7%) that
focus on one topic and concept. Subsequently, the size of the new aggregates has
been increased with an average duration of 36 s. Furthermore, the predominant
topics, after aggregating the segments, are still the topics Delivery with (29.1% of
the segments) and Structure with (20.6% of the segments). There is a decrease in
the number of segments that focus on two topics (13%). Nevertheless, the topics
Delivery and Structure stand out as the more correlated topics among other
topics which highlighted that they are necessary to understand each other. On
the other hand, the topic Presentation Attribute appears alongside other topics
in the aggregates instead of being a unique focus topic. This indicates that this
topic is better to be demonstrated by presenting its relationship with other
topics.

4 User Study

To evaluate the usefulness of the characterised video segments to support learn-
ing, we have conducted a user study focusing on soft-skills (giving presentations).

4.1 Experimental Setup

Participants. 18 people (10 Male, 7 Female and 1 other) took place in the
study; 16 PhD students from the University of Leeds and 2 from Industry. 13
participants were 18–29 years old and 5 participants were above 30 years. The
training level is varied: 13 have some training, the rest either have a lot of
training or received no training before. Their presentation experience is varied:
10 have a Medium level, 5 have either an experienced level or little experience. 12
participants are native English speakers. 10 participants watch YouTube videos
every week for learning and every day for other purposes, whereas the rest use
YouTube occasionally.

Materials and Procedure. 8 videos have been selected for the study, based
on: their popularity, the duration of the video should be between >4 and <6 min
so the study will not last for more than one hour. A survey (using Google Forms)
was prepared to assess the learning effect, perceived usefulness, cognitive demand
and usability, comparing the VISC-L and Google algorithm. The participants
went through the following steps in the survey: 1. Read and accept the consent
form, 2. Complete a short pre-study section to collect their profiles, 3. Watch
several suggested video-segments with characterisation generated using one of
the algorithms (VISC-L or Google), 4. Give feedback on the video-segments
and the provided characterisation, 5. Provide a short video summary, 6. Give
feedback on the usability and usefulness of the recommended video-segments for
learning about giving presentations, Repeat [3–6] with segments generated by
the other algorithm (Google or VISC-L).

The study was approved by the ethical committee of the Faculty of Engi-
neering and Physical Sciences, University of Leeds.
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Data Analysis. Due to the limited number of participants, when comparing
the VISC-L and the Google algorithm with regard to learning effect, perceived
usefulness, cognitive demand and usability, we use the non-parametric Mann
Whitney U-test, there was no statistical significance at p < 0.05.

4.2 Results

To assess the Learning effect of watching the video segments, we compared
the participants’ domain terms mentioned in the pre-test with the new domain
terms mentioned after watching the video segments generated by either VISC-L
or the Google algorithms. During the pre-test, an average of 6 terms (STDV =
5.9) were mentioned by the participants. After watching VISC-L segments, the
participants named on average 7 (STDV = 4.6) new terms, while after watching
the Google segments, the participants named on average 7 (STDV = 4.8) new
terms. With both algorithms (no significant difference), the video segments with
characterisation led to identifying new domain terms.

Perceived usefulness comparison between the characterisation of VISC-L
and Google considered whether participants managed to identify and link main
points in the videos to the topics in the domain and to identify key points
and focus on them. The results presented in Fig. 2-A showed that in general,
the characterised segments were LIKELY to meet their goals. The participants
preferred the characterisation generated by Google more because the language
used was extracted directly from the transcript and was easy to recognise in
the video, while VISC-L was referring to key domain concepts related to the
transcript.

Fig. 2. A: Perceived usefulness of the characterised video segments for learning using
VISC-L and Google. B: Cognitive demand results of the characterised video segments
for learning using VISC-L and Google. The values range from 1 (low) to 20 (high).

Furthermore, participants were asked what they found positive or negative
when watching characterised video segments generated by VISC-L or Google.
For both VISC-L and Google Positives the participants found that the
segments offered them a strategy for learning and were good to help them focus
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as these segments were short and with description. For VISC-L Negatives the
participants noticed that the characterisation was scripted and not in a natural
way while for Google Negatives they found that some descriptions did not
match with the video content, commented that there were too many segments
within some videos, and pointed at inaccurate starting times.

Cognitive demand was assessed using the NASA-TLX questionnaire5,
including mental demand, effort, frustration, and performance - the results are
showed in Fig. 2-B. Participants were asked to provide comments to justify their
scores. For Mental Demand they reported that the video segments generated
with both VISC-L and Google had low Mental demand and required low Effort.
This is because the segments were short, easy to watch and the characterisa-
tion helped the participants to focus on a single topic. Meanwhile, high mental
demand and effort was reported because some of the video content added little
or no new knowledge or the description was not in-line with the video or did not
specify the focus topics. With regard to Frustration, for VISC-L, 4 participants
reported high frustration because they found some segments’ characterisation
did not align with the actual content. While with Google, 5 participants gave
high frustration because they found some segments’ start time was inaccurate or
the characterisation was incomplete. Regarding Performance, there was simi-
lar feedback for both segments generated with VISC-L and Google. Participants
gave high performance as they found the segments were very good at explaining
the key terms and helped them to think of the domain topics. Whereas, few
participants reported low performance as they did not enjoy some of the video
content and did not feel they learned new things.

To assess Usability, we asked the participants to rank whether the segments
were useful and the characterisation was helpful for learning presentation skills.
The number of participants given as an average and standard deviation for each
ranked factor. For VISC-L segments, an (avg = 0.47, STDV = 0.36) found that
the segments were useful but an (avg = 0.30, STDV = 0.26) found that these
segments were not useful. In comparison, for Google segments, an (avg = 0.54,
STDV = 0.34) found these segments were useful but an (avg = 0.24, STDV
= 0.23) found these segments were not useful. Furthermore, we tested whether
the characterisation of the segments was helpful or not. For VISC-L character-
isations, an (avg = 0.46, STDV = 0.29) found that the characterisation was
helpful but an (avg = 0.39, STDV = 0.30) found that these characterisations
were unhelpful. For Google characterisations, an (avg = 0.60, STDV = 0.26)
found them helpful but an (avg = 0.26, STDV = 0.17) found that the character-
isations unhelpful. These results indicate that the participants agreed that the
using of characterised video segments for learning was helpful.

5 Conclusion and Future Work

We proposed the generic video segmentation and characterisation framework
VISC-L to support learning. It was applied in a presentation skills domain.
5 https://humansystems.arc.nasa.gov/groups/tlx/.

https://humansystems.arc.nasa.gov/groups/tlx/
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An evaluation study examined the usefulness and usability of video segmenta-
tion and characterisation, comparing VISC-L and Google. The results from the
study gave two indications. Firstly, they indicated that using characterised video
segments could improve learners’ domain knowledge, as the learners were able
to identify new domain terms. Secondly, the results showed that there was no
statistical significant difference between VISC-L and Google video segmenta-
tion and characterisation. With regards to learning effect, for both VISC-L and
Google, there was improvement in learning because there were unique new terms
mentioned in the summaries after watching the videos. Hence, the study pro-
vides support for using segmentation with characterisation to support learning.
The perceived usefulness of segmentation and characterisation with Google was
slightly better than VISC-L. Participants’ feedback indicated that the format
used to present the characterisation has influenced the usefulness - the natural
language descriptions offered by Google were easier to follow than the list of
concepts offered in the VISC-L interface. The usability with both VISC-L and
Google shows that their generated characterised segments were helpful.

Having a characterisation in the form of terms linked to a domain ontology
will allow us to develop algorithms for connecting video segments to create video
narratives (combining several segments) to focus on specific domain concepts. We
will combine VISC-L with the Google approach: VISC-L to extract the concepts
and Google to create initial segments and to formulate titles. VISC-L is currently
being applied in healthcare where we focus on awareness of patients’ health-
related quality of life needs, using online videos with patient stories.
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Abstract. Generating short answer questions is a popular form of learnersourc-
ing with benefits for both the students’ higher-order thinking and the instructors’
collection of assessment items. However, assessing the quality of the student-
generated questions can involve significant efforts from instructors and domain
experts. In this work, we investigate the feasibility of leveraging students to gener-
ate short answer questions with minimal scaffolding and machine learning mod-
els to evaluate the student-generated questions. We had 143 students across 7
online college-level chemistry courses participate in an activity where they were
prompted to generate a short answer question regarding the content they were
presently learning.Using both human and automatic evaluationmethods,we inves-
tigated the linguistic and pedagogical quality of these student-generated questions.
Our results showed that 32% of the student-generated questions were evaluated
by experts as high quality, indicating that they could be added and used in the
course in their present condition. Additional expert evaluation identified that 23%
of the student-generated questions assessed higher cognitive processes according
to Bloom’s Taxonomy. We also identified the strengths and weaknesses of using
a state-of-the-art language model, GPT-3, to automatically evaluate the student-
generated questions. Our findings suggest that students are relatively capable of
generating short answer questions that can be leveraged in their online courses.
Based on the evaluation methods, recommendations for leveraging experts and
automatic methods are discussed.

Keywords: Question generation · Question quality · Question evaluation

1 Introduction

Students generating short answer questions has been proven to support their learning
of new instructional content [4, 9]. As students generate questions, they deeply engage
with the subject matter and utilize critical thinking skills [13]. This process leverages
student engagement in ways that provide meaningful data around student interaction
integrated with new student-generated learning assets that can support future learners
[15]. This is known as a form of learnersourcing, where students complete activities that
produce content which can then be leveraged by future learners [20]. Several systems
to support students in the generation and sharing of questions have been leveraged by
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thousands of students [14, 19]. This usage has led to the student-authoring of nearly a
million questions, while also supporting research demonstrating that student question
generation can lead to positive learning outcomes [18].

On the other hand, the quality of student-generated questions can widely vary [26].
While existing learnersourcing tools can scaffold this process and guide students towards
generating better questions, they often require external systems [14, 19]. Additionally,
evaluating the multitude of student-generated questions presents another challenge, with
past research relying on experts, other students, or automated methods [24]. Automated
methods often rely on the surface-level features of the question, such as the readability of
text length, without including the pedagogical value it adds to a course. Recent research
has developed and utilized a rubric for human evaluation of automatically generated
questions that includes both linguistic and pedagogical criteria [16, 31]. However, these
criteria have not seen wide adoption in automated evaluation methods, largely due to the
difficulties associated with encoding them in a machine-interpretable way.

In this work, we explored how students could contribute short answer questions
with minimal scaffolding and how we could assess their quality using machine learning
models that match expert evaluations. We deployed a short answer question generation
activity into seven instances of an online college-level chemistry course. From the stu-
dent responses, we evaluated the quality of the short answer questions, determining if
they were of sufficient quality, with respect to their pedagogical value, to be used in the
course. The student-generated questions were also assessed for their cognitive level, in
terms of Bloom’s taxonomy [21]. Following this, we explored automatically evaluating
the questions for their quality and cognitive level using a state-of-the-art languagemodel.
This study investigates the following research questions: (RQ1) Can students generate
high quality and educationally meaningful short answer questions? (RQ2)Can students
generate short answer questions that target higher order cognitive processes with min-
imal prompting and scaffolding? (RQ3) Can we automatically assess the quality and
cognitive level of a student-generated question with sufficient accuracy?

Our work makes the following contributions towards learnersourcing and question
evaluation. First, we demonstrate that students can create high-quality questions with a
simple prompt that can be added to virtually any learning platform. Second, we present
an expert evaluation process investigating the quality and cognitive level of student-
generated questions. Third, we evaluate the usefulness of using a state-of-the-art lan-
guage model in classifying educational questions, in an effort to make this process
scalable and potentially saving instructor time. Ultimately, our work demonstrates how
students can generate high quality questions with minimal scaffolding and how language
models might be leveraged to assist in the quality and pedagogical evaluation of short
answer questions.

2 Related Work

2.1 Students Generating Short Answer Questions

Previous work has explored leveraging learnersourcing for the creation of short answer
questions and found that this process is beneficial to student learning, as it increases
their engagement with the material and invokes critical thinking [9]. The quality of the
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student-generated questions can range depending on the study, influenced by factors such
as the education level of the students and the domain of the course [4]. It is desirable to
have students generate questions that assess the content in the course that they aremaking
the questions for, but that has not already been assessed by an existing question, as it
creates more practice opportunities [27]. Additionally, it is more beneficial for student
learning if they generate questions that use higher order cognitive processes according to
Bloom’s revised Taxonomy. The revised Bloom’s Taxonomy consists of six hierarchical
categories,where each category corresponds to the cognitive processes that answering the
question requires, from remembering a piece of information to combining information
in a new way to create a new pattern or structure [21]. Research has shown that short
answer questions typically assess at the lower levels of Bloom’s Taxonomy, although it
is possible for them to assess at all levels [12].

2.2 Evaluating the Quality of Student-Generated Questions

To evaluate student-generated questions, previous work typically leverages student per-
formance data on the questions, using item response theory (IRT) techniques, or uses
human experts to evaluate the questions according to a set of criteria [22]. Relying on
IRT techniques that require student performance data on the questions can be detrimental
to the learning process, because if the questions being used have not been first vetted for
their quality, then they may be poorly constructed which can negatively impact students’
performance and achievement [10]. In addition to IRT, previous research has leveraged
experts or other students to review student-generated questions using a rubric consisting
of different criteria such as language coherence, correctness, or the perceived difficulty
[4, 23]. The criteria used in these past studies often focus on the surface-level aspects
of the question, rather than including the pedagogical value of them, such as how well
they might fit back into a given course or assess relevant content that has previously
not been assessed. There has been a 9-item rubric used in two previous studies [16,
31] that assess both the linguistic and pedagogical qualities of questions in their expert
evaluation. Unlike previous studies that utilize human evaluation, this rubric requires
the evaluators to have domain knowledge of the questions and keep in mind how the
question might be used in a course teaching the given domain. In the present study,
we adopt this rubric to evaluate the student-generated short answer questions, as it is
comprehensive, easy to interpret, and includes the pedagogical aspects of a question.

2.3 Automatically Evaluating Student-Generated Questions

A challenge in evaluating questions, whether automatically generated or created by
students, is that human evaluation can be subjective, influenced by their prior knowledge
and linguistic preferences [3]. To overcome this subjectivity, researchers commonly use
automatic methods of evaluating questions [11]. These methods often utilize metrics
related to the readability and explainability of the question, such as the popular natural
language processing (NLP) ones of BLEU and METEOR [29]. These metrics are not
appropriate for the present study, as we take a pedagogical perspective in evaluating the
questions and previous research has indicated these metrics do not correlate with human
evaluation [23]. Other automatic evaluation work has utilized deep learningmethods and
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languagemodels to evaluate the quality of questions, comparing it to the same evaluation
done by a set of human experts [8, 28]. While these studies have achieved a model to
expert human matching of 81%, surpassing the previous baseline of 42%, they focus
their evaluation on the surface-level features of the questions, such as the length, word
choice, or grammar, without considering the pedagogical value it might bring to a course
[28].

In addition to automatically evaluating the quality of questions, previous work has
looked to automatically classify questions according to which level of Bloom’s Taxon-
omy they fit into [17, 30]. These studies have achieved classification accuracies ranging
from 70% to 87%, however they note that the performance is limited by the training data
used and that categorization was more accurate for the lower levels of Bloom’s Taxon-
omy [37]. The automatic evaluation methods used in these, and many other prior studies
are on questions that typically assess reading comprehension, at the lower cognitive
levels of Bloom’s Taxonomy, and do not require domain knowledge [2]. This is different
from the questions used in the present study, which are at an advanced education level
and contain domain knowledge, rather than the more basic recall and comprehension
type questions traditionally used.

3 Learning Platform and Data Collection

The present study takes place in a digital courseware platform known as the Open Learn-
ing Initiative (OLI). OLI is an open-ended learning environment that offers courses from
a variety of domains and consists of interactive activities and diverse multimedia con-
tent [5]. OLI consists of instructional content and low-stakes, also known as formative,
activities. These activities consist of a variety of question types such as multiple-choice
questions, short answer, and dropdown style questions. Students work through differ-
ent modules in the system, akin to chapters in a textbook, where they are presented
with instructional text and videos. Low-stakes activities are embedded throughout these
instructional materials, providing the students with feedback and practice opportunities
to assess the concepts they are learning.

The data used in this studywas collected from aweek-longmodule in seven instances
of an introductory chemistry course taught at a community college in the western U.S.
The course consists of first- and second-year undergraduates from varying degree back-
grounds, with most of the students pursuing a chemistry-related degree. The data comes
from the fall semester of 2021, when the introductory chemistry course was offered in
the OLI system. In total, the data consists of 143 students and their contribution to the
short answer generation activity. The OLI content the students used during the week
when our data was collected covers the topics of pH, buffers, and amino acids. There are
a total of 38 low-stakes activities embedded throughout the pages of this module. Every
activity provides the students with detailed instructional feedback, for both incorrect and
correct responses.

We focus on an activity that was added to the course that involves each student
generating a short answer question. In the chemistry course, this activity is found on a
page contains four paragraphs of instructional text, three worked examples, and eight
multiple-choice questions. This activity is presented in the same low-stake format as
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the other activities found throughout the course, as students do not receive a grade for
their participation or the quality of their response in the activity. It prompts students to
generate a short answer question, by asking them to “Create a short answer question
that can be correctly answered based on the content covered in this module”. In the
activity, students are first prompted to write the question text in the provided text box on
the top part of the activity and then write the answer to the question in the bottom text
box. The instructions for the self-explanation are intentionally brief and similar prompts
have been used in related studies by [1, 36].

4 Data Analysis

4.1 Human Evaluation

The 143 student-generated short answer questions were evaluated by two experts to
assess their quality andBloom’s taxonomy level. The two experts had content knowledge
in chemistry, multiple years of teaching experience, familiarity with the OLI course, and
ample previous experience coding qualitative student data. To first evaluate the quality
of the questions, the two experts used a 9-item rubric that has been used in previous
studies for assessing the linguistic and pedagogical quality of questions [16, 31]. This
rubric contains 9 hierarchical criteria, shown in Table 1. These criteria are asked to the
two experts in the order, from top to bottom, that they are presented in the table. Eight
of the rubric criteria involve binary (yes/no) responses. The only non-binary item is
information needed, which consists of three unique options, where each corresponds to
the location of the information the students need to know in order to successfully answer
the question.

The rubric items are hierarchical by nature, meaning that if certain criteria are
answered as “no”, then the remaining items will be marked as “not applicable”. These
criteria are bolded in Table 1. For example, if the experts answer “no” to the answerable
rubric item, then the three items that follow will be marked as “not applicable”. This
contributes to avoiding distortion of the rubric criteria distributions for questions that
are not ratable across certain items and helps to save the expert evaluators’ time. The
inter-rater reliability (IRR) values between the two evaluators for each rubric item are
also reported in Table 1. It includes the percentage agreement and Cohen’s Kappa κ

statistic [25] as a measure of IRR for all rubric items. These items are at either a near
perfect or substantial level of agreement between the two raters. Two of them, domain
related and central, had perfect agreement, as all of the student-generated questions
pertained to chemistry content covered in the current OLI module.

If the expert evaluators answer “yes” to all the binary rubric items and answer any
of the three options for information needed then we consider that to be a high quality
question. In line with previous research, meeting all the rubric criteria suggests that the
question is both linguistically and pedagogically sound [16, 31]. Additionally, the last
rubric criteriawould you use it asks the evaluators if theywould use the student-generated
question if they were teaching the course and using the OLI materials. As the evaluators
are familiar with the OLI content and have prior teaching experience, they can judge
the pedagogical quality of the student-generated questions. However, we acknowledge
that despite the two expert evaluators’ backgrounds and high IRR they can still interpret
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Table 1. The hierarchical 9-item rubric used to evaluate the questions; the bolded criteria stop
the review process if answered as “no”. The bracketed numbers indicate agreement percentage
between raters and Cohen’s κ value for each item.

Rubric item Definition

Understandable
(97.20%, κ = 0.83)

Could you understand what the question is asking?

DomainRelated
(100%, κ = 1.0)

Is the question related to the Chemistry domain?

Grammatical
(96.15%, κ = 0.82)

Is the question grammatically well formed, i.e. is it free of language
errors?

Clear
(98.46%, κ = 0.83)

Is it clear what the question asks for?

NotRephrasing
(89.52%, κ = 0.66)

Does the question assess course content that has not been assessed by an
existing question in the course?

Answerable
(99.19%, κ = 0.88)

Are students probably able to answer the question?

InformationNeeded
(88.14%, κ = 0.73)

(op) Information presented directly and in one place only in the text
(dp) Information presented in different parts of the text
(te) A combination of information from the text with external knowledge

Central
(100%, κ = 1.00)

Do you think being able to answer the question is important to work on
the topics covered by the current module?

WouldYouUseIt
(82.35%, κ = 0.62)

If you were a teacher working with the OLI module in your class, would
you include this question in the course?

the student-generated questions in different ways as influenced by their prior knowledge
and linguistic preferences [3].

In order to assess the cognitive level of the student-generated questions, the two
expert evaluators utilized Bloom’s revised Taxonomy [21]. This taxonomy, shown in
Table 2, has been applied to educational questions in prior research [17, 37]. It consists
of six different levels, where each one corresponds to the cognitive processes involved
in answering the question. Using these six taxonomy levels, the two expert evaluators
classified each student-generated question to a level, depending on what cognitive pro-
cess is required to answer it. Note, only student-generated questions that had no “non
applicable” answers to the nine rubric criteria were evaluated in this way, resulting in a
total of 120 of the 143 (84%) questions being assigned one of the six levels as agreed
upon by the two expert evaluators.While there are six levels to the taxonomy, the student-
generated questions in this study were all assigned to the first four levels, as none of the
questions targeted the cognitive processes of evaluate or create. The omission of these
two levels was not by design, however they are less common for short answer questions
typically found in courses, which aremore likely to assess the first four levels of Bloom’s
taxonomy [30]. Additionally, while assessing the questions using the 9-item rubric and
for Bloom’s taxonomy, the two expert evaluators had disagreements, as indicated by
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the Kappa values in Table 1. The discordant criteria for such questions were discussed
between the two raters, resulting in them reaching a consensus on the categorization of
the question.

Table 2. Six levels of Bloom’s revised Taxonomy [21] in ascending cognitive order from lowest
to highest, along with their operational definitions.

Bloom’s level Definition

Remember Retrieve relevant knowledge from long-term memory

Understand Construct meaning from instructional messages, including written
communication

Apply Carry out or using a procedure in a given situation

Analyze Break down the learning material into constituent parts and determine how
parts relate to one another and to an overall structure

Evaluate Make judgments based on criteria and standards

Create Put elements together to form a coherent whole or to reorganize into a new
structure

The IRR between the two expert evaluators for applying Bloom’s revised Taxonomy
to the student-generated questions was assessed via percentage of agreement (81.67%)
andCohen’sKappa (κ= .74), suggesting a substantial level of agreement. This agreement
level is akin to previous studies that applied Bloom’s revised Taxonomy to student-
generated questions [35]. In accordance with previous research [21, 34], we define a
student-generated question as assessing a low cognitive level if it was evaluated to be at
the remember or understand levels. Conversely the question is said to assess at a high
cognitive level if it was evaluated to be at the apply, analyze, evaluate, or create levels.
Typically, multiple-choice and short answer questions rely on the cognitive processes
associated with lower cognitive levels, although both question types can assess higher
levels [33]. It is desirable to have questions assessed at a higher level, as it is more
beneficial for student learning [21].

4.2 Automatic Evaluation Using GPT-3

Our second evaluation method utilizes GPT-3, a language model with up to 175 billion
parameters trained on a large dataset of text scraped from the internet [6]. We selected
this languagemodel for our evaluation due to it being state-of-the-art for multiple natural
language processing tasks and being the largest publicly available transformer language
model. It is a high-performing and popular language model choice for text classification,
with recent applications in classifying emails [32] and determining if news articles were
real or fake [7]. In this work, we used GPT-3 to perform classification on the student-
generated questions in two different ways. We avoided using typical automated question
generation evaluation criteria such as BLEU or METEOR, as they have been proven to
not correlate with human evaluation and do not have pedagogical implications [29].
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First, we used it for binary classification to see if it could classify the student-
generated questions as being low or high quality, matching the evaluation of the two
experts. To make this classification, we first fine-tuned a GPT-3 Ada model on the
LearningQ dataset [8], which is publicly available and contains 5,600 student-generated
short answer questions from Khan Academy. Each question in this dataset was evalu-
ated by two expert instructors and assigned a label corresponding to if it was useful for
learning or not. The researchers for the LearningQ dataset defined a question as being
useful for learning akin to several of the rubric criteria we utilized in this study. They
based their evaluation on the following three criteria: (i) concept-relevant, seeking infor-
mation on the concepts taught in the course; (ii) context-complete, providing enough
information to be answerable by other students; and (iii) not-generic, meaning the ques-
tion asks about a course concept not on another topic or of another style, such as asking
for learning advice. Additionally, the questions in the LearningQ dataset came from a
variety of domains, which included STEM courses and a single humanity one. No pre-
processing was performed on the questions used to fine–tune the model; they were used
as-is from the publicly available dataset along with their corresponding binary labels.
Fine-tuning the model with default hyperparameters suggested by the documentation1

took approximately 10 min and incurred a cost of $0.21. Upon completion, we passed
in the student-generated questions as the GPT-3 model’s input, obtaining the output as
a binary label indicating if it rated each question as useful for learning (high quality) or
not (low quality).

Secondly, we used another instance of the GPT-3 Ada model to perform multiclass
classification using Bloom’s revised Taxonomy levels. We once again use GPT-3 Ada,
whichwas selected due to its low cost and effectiveness at classification tasks that are less
nuanced, with comparable performance to the Davinci model. We wanted to determine
if GPT-3, fine-tuned on example questions from each level, could perform similarly to
the two expert evaluators. To fine-tune the model, we utilized a dataset consisting of
100 questions mapped to each of six Bloom’s revised Taxonomy levels, for a total of
600 questions [34]. These 600 questions were assigned to a level of Bloom’s revised
Taxonomy by a pedagogical expert and this dataset has been used in ample previous
studies involving fine-tuning and classification tasks. In the present student, the expert
evaluation of the student-generated questions only identified four of the six Bloom’s
levels that were applicable to the questions. However, we included questions from the
two unused Bloom’s levels in the fine-tuning process, because if the model was accurate,
we could utilize it for future datasets that may contain questions at that cognitive level.
For this dataset, we performed no preprocessing on the questions used to fine–tune
the model; they were used as-is from the publicly available dataset along with their
corresponding Bloom’s revised Taxonomy labels. We once again fine-tuned the model
with default hyperparameters which took approximately 5 min and incurred a cost of
$0.08. Upon completion, the student-generated questions were passed as the GPT-3
model’s input, outputting Bloom’s labels for each question.

1 We used the default hyperparameters as suggested in https://beta.openai.com/docs/guides/fine-
tuning.

https://beta.openai.com/docs/guides/fine-tuning
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5 Results

We first begin with our human evaluation by experts, using the 9-item rubric, across all
143 student-generated short answer questions. As indicated in the Data Analysis section,
the rubric criteria are hierarchical and they can be marked as “not applicable”, causing
the following rubric items to be ignored. For example, if a question was marked “not
applicable” for the first rubric criteria of understandable, that would reduce the question
pool for the other eight criteria. We report the percentage relative to the remaining
questions, followed by the absolute percentage, i.e. (relative %/absolute %).

RQ1: Can students generate high quality and educationally meaningful short answer
questions? We found that 91% of the student-generated short answer questions were
rated understandable. All the questions rated as understandable, were also rated
domain related (100%/91% total). Most questions were also free of grammatical errors
(90%/82% total), which includes typos and punctuation mistakes. As a question’s clar-
ity is related to the understandability of the question, there were also many questions
(95%/87% total) that were evaluated as being clear. If a question assessed course content
that has not been assessed by an existing question found somewhere in the module, then
it was marked as not rephrasing (84%/73% total). This is one of the lowest rubric criteria
percentages and also presented a challenge for the evaluators to find agreement on, as
they achieved a Cohen’s Kappa of κ = .66.

The evaluation shows that most of the questions are rated as answerable by future
students in the course (97%/84% total). Similar to the criteria about being domain related,
the central criteria (100%/84% total) was perfect for the remaining pool of questions.
This not only means the question relates to the chemistry, but it specifically targets a
concept that is addressed in the current module. According to the evaluators, knowledge
required for answering the questions is obtained in one place (68%/57% total) or in
different places (30%/25% total) throughout the module. However, there were two ques-
tions that were evaluated as needing both the instructional text and external knowledge
(2%/1% total).

Fig. 1. The two questions on the left are evaluated as being high quality and the two questions
on the right are low-quality, due to being vague (top) and grammatically incorrect (bottom).

As described in the Data Analysis section, a question was categorized as high qual-
ity if it passed all nine rubric criteria, including being evaluated as would you use it
(38%/32% total). In total, 46/143 (32%) student-generated short answer questions met
this criterion by passing all nine rubric items and were deemed to be of high quality.
Figure 1 shows two questions evaluated as high quality and two questions evaluated as
low-quality. The question in the upper-right was evaluated as not being understandable
and the question in the bottom-right was not grammatical.
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RQ2: Can students generate short answer questions that target higher order cognitive
processes withminimal prompting and scaffolding? In order to assess the cognitive-level
of the student-generated questions, the evaluators applied Bloom’s Taxonomy to them.
Due to some of the questions having certain rubric criteria marked as “not applicable”
and thus ending the review, 120/143 (84%) student-generated questions were assigned a
Bloom’s Taxonomy level by the evaluators. The majority categorization was remember
(52%), with understand (25%) and apply (20%) being tagged to a similar number of
questions, followed by analyze (3%). An example of the student-generated questions
corresponding to each of these four Bloom’s Taxonomy levels is shown in Table 3.

Table 3. Anexample of a student-generated question assessed at each of the four levels ofBloom’s
Taxonomy present in this study.

Student-generated question Bloom’s level

What is the point in a titration curve that indicates the pKa value of a weak
acid?

Remember

Imagine an acidic solution with a low pH. If a strong base is added to the
solution, what happens to the pH in relation to the pKa?

Understand

If 10 mL of a diprotic weak acid is fully deprotonated with 20 mL of 0.5M
NaOH, how many moles of the acid and NaOH are there?

Apply

When stomach acid enters the esophagus, typically with a pH of 1.5 to 3.5,
calcium carbonate is often used to combat this. Why would calcium carbonate
be a good substance for this problem?

Analyze

Fig. 2. The distribution of the four Bloom’s Taxonomy levels between questions evaluated as low
and high quality.

Prior research [21, 30] has indicated that questions at the apply level and above are
categorized as targeting higher order cognitive processes. As a result, 28/120 (23%)
questions tagged with Bloom’s Taxonomy were evaluated as assessing at this higher
level. Since Bloom’s Taxonomy level was not included in the criteria for a high-quality
question, we investigated if there was a correlation between the two measures. Fisher’s
exact test revealed that there was a strong statistically significant association between the
quality of the question and the cognitive level (p= .003). Figure 2 shows the distribution
of Bloom’s Taxonomy levels between questions evaluated as being low and high quality.
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RQ3: Canweautomatically assess the quality and cognitive level of a student-generated
question with sufficient accuracy?We utilized the first fine-tuned GPT-3 model to clas-
sify the quality of the student-generated questions as either low or high quality. The
model agreed with the human evaluation for 57/143 questions (40%). In the cases they
disagreed, 85/86 mismatches were interpreted as having high quality by GPT-3 but low
quality by expert raters. There were only 13/143 questions (9%) the model classified
as low quality, suggesting it was overestimating the quality of the questions, as 97/143
(68%) were evaluated by the experts as being low quality. Figure 3 provides a confusion
matrix for the quality classifications made by the model.

Fig. 3. Confusion matrices for the classification of a question’s quality (left) and Bloom’s revised
Taxonomy (right).

We used the second fine-tuned GPT-3 model to classify the 120 student-generated
questions to which the expert evaluators had assigned a Bloom’s Taxonomy level. The
results of the model compared to the expert evaluation, including the percentage of
matches for eachBloom’sTaxonomy level between the two, are shown inTable 4. In total,
the model matched the expert evaluation for 38/120 (32%) student-generated questions.
The GPT-3 model has a similar distribution of remember and apply questions, although
they are often not correctly applied to the questions according to the expert evaluation.
Additionally, GPT-3 classified 17 of the questions into the two highest cognitive levels
that were not observed in our student-generated questions. Additionally, Fig. 3 also
provides a confusionmatrix for the classification of Bloom’s revised Taxonomy between
the expert human evaluators and the model.

Table 4. A breakdown of the six Bloom’s revised Taxonomy and the number of questions the
experts and GPT-3 tagged to each level.

Bloom’s level Remember Understand Apply Analyze Evaluate Create

Expert Evaluation 62 30 24 4 0 0

GPT-3 59 4 29 11 10 7

Matching % 48% 10% 4% 25% 0% 0%
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6 Discussion and Conclusion

In this research, we utilized human experts and automaticmethods to evaluate the quality
and cognitive level of student-generated short answer questions. We found that students
were able to contribute high quality questions, as evaluated by a 9-item rubric that
contained criteria assessing the linguistic and pedagogical features of the questions.
In total, 32% of the student-generated short answer questions were evaluated as being
high quality, indicating that the evaluators could use them in the course in their present
condition. Students generated these questions through a simplistic prompt consisting of a
single sentence instruction and two textboxes embedded into a digital learning platform.
Previous research often has an overall lower percentage of high-quality questions and
utilizes external systems or scaffolding methods that require the students to spend more
time on the question generation activity [1, 4]. We believe that the implementation we
used in this study keeps students more engaged in the learning process, by allowing them
to create the question in a more natural context as they work through the instructional
text and assessments in the platform.

The cognitive processes that the student-generated questions target were evaluated
by the two expert evaluators, which identified 23% of the questions as assessing at a high
cognitive level and the remaining 77% assessing the lower two cognitive levels. This
majority distribution of the short answer questions assessing at the remembering and
understanding cognitive levels is in line with findings from previous work [2, 37]. These
questions that assess the first two cognitive levels can still be effective, particularly when
students are first learning new concepts, where they might need to first learn essential
terminology, methods, and formulas [21].

Automatic evaluation of the student-generated questions for both their quality and
cognitive level was suboptimal compared to previous work leveraging different language
models [8, 28], however, such prior research often evaluates questions that are mostly
at the remembering cognitive level and often involve basic reading comprehension with
no domain-related knowledge being assessed, which are more appropriate for students
at lower education levels [22]. The student-generated questions in this study were at
the post-secondary education level, assessed chemistry knowledge, and often included
domain terminology. These differences between questions used in prior research in this
study likely contributed to the difficulty the two GPT-3 models had, even when they
were fine-tuned on relevant data for the classification tasks. The percentage of expert-
matching classifications the models achieved for the quality (40%) and cognitive level
(32%) could provide an initial estimation of the questions’ value.

Themain limitation of this study comes from the dataset, as the 143 student-generated
short answer questions that were analyzed were all in the domain of chemistry. Includ-
ing student-generated questions from other domains could lead to more generalizable
findings. Question evaluation often entails human annotations as the ideal criterion to
compare automatic methods against; however, there is a subjective nature to human
ratings. While we tried to reduce subjectivity by using a detailed rubric for the human
evaluation and achieving a high IRR for each criterion, there still lies the potential for
different evaluation depending on who is doing the evaluation. Finally, the results of the
GPT-3model were suboptimal, often overestimating the quality of the student-generated
questions or misclassifying the Bloom’s revised Taxonomy level. The results of these
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classifications were influenced by the datasets used to fine-tune them, which was limited
by public datasets that classify the educational quality of the question and the cognitive
level.

This work demonstrates that students can generate short answer questions that are
both linguistically and pedagogically sound without requiring an external tool or scaf-
folding. In total, we found that 32%of all the student-generated questionswere evaluated
as being high quality by the expert evaluators.Across all the questions thatwere classified
according toBloom’s revisedTaxonomy, 23%were evaluated as assessing high cognitive
levels. Our results highlight how students in the context of an online course can create
short answer questions that can readily be implemented into the course, providing new
assessment opportunities for essential concepts. While the automatic evaluation may be
improved with more robust datasets for fine-tuning, it offers a sufficient first pass classi-
fication that may assist experts in their evaluation of the questions. This research helps
demonstrate oneway to help scale online learning and improve educational resources, by
leveraging the students in a course. It opens further opportunities for engaging students
in the process of question generation and leveraging both humans and language models
to assist in the evaluation process.

This research was supported by the National Science Foundation (Award #2135159).
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Abstract. In designing learning technology, it is critical that the technology sup-
ports both learning and engagement of students. However, achieving both aspects
in a single technology design is challenging. We report on the design and evalua-
tion of Gwynnette, intelligent tutoring software for early algebra. Gwynnette was
deliberately designed to enhance students’ algebra learning and engagement, inte-
grating several playful interaction and gamification features such as drag-and-drop
interactions, an alien character, and sound effects. A virtual classroom experiment
with 60 students showed that the system significantly enhanced both engagement
and conceptual learning in early algebra, compared to the older version of the
same software. Log data analyses gave insights into how the design might have
affected the outcomes. This study demonstrates that a deliberate design of learning
technology can help students learn and engage well in an unpopular subject such
as algebra, a challenging dual goal in designing learning technologies.

Keywords: Intelligent tutoring system · Engagement · Algebra

1 Introduction

When designing learning technology, it is critical that the technology is designed to
support both learning and engagement of students [1]. An engaging technology with no
learning support might entertain students but would not result in meaningful learning.
On the other hand, a learning technology with no engaging features would not fully
engage students in the learning activity, even if the activity is well designed to support
learning. Designing learning technology for enhancing both learning and engagement is
critical particularly in disciplines in which many students have a hard time succeeding,
such as early algebra. Early algebra is considered as a “gatekeeper” course to advanced
learning in Science, Technology, Engineering, and Mathematics (STEM) domains [2].
Many students, especially in the United States, fail to gain important knowledge and
skills in algebra, including conceptual understanding and procedural skills [3, 4]. The
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difficulty in learning algebra may be partly attributed to the complexity of the symbolic
notation system and prior practices in arithmetic problem solving [5] but may also come
from a lack of student engagement. Indeed, it is very typical of students to perceive
algebra as not being enjoyable [6].

How might one design learning technology that enhances both learning and engage-
ment in algebra? Even though a number of systems have been shown to enhance students’
algebra learning, such as Intelligent Tutoring Systems (ITSs) [7–9], the important ques-
tion of how these effective technologies can also be designed for student engagement
has received rather little attention [10]. Of a few attempts that have been made, learning
environments with playful interactions and gamification have been developed and tested
in the domain of early algebra. For example, DragonBox (https://dragonbox.com/pro
ducts/algebra-12) is an algebra game in which learners drag and drop cards with “drag-
ons” and other associated monsters that represent numbers and variables in equations,
with the goal of isolating the variable [7, 11]. DragonBox has also a number of other
entertaining elements in the game, including the “dragons” and sounds for various inter-
actions in the system [11]. Another gamified learning environment, FromHere to There!
(FH2T, https://graspablemath.com/fh2t.html), also employs drag-and-drop interactions
to help students understand the structure of algebraic expressions and how to change
them using formal algebraic strategies [12, 13].

Empirical studies show, however, that these technologies have not yet achieved the
goal of supporting both effective learning and engagement. For instance, researchers
experimentally compared DragonBox against Lynnette, an effective ITS for algebra with
no enjoyable elements [7]. Although secondary-school students found DragonBox more
engaging thanLynnette (as self-reported by students), studentswho had usedDragonBox
performed poorer on a posttest, suggesting a poor learning effect. FH2T has also been
evaluated in experimental studies, compared against a non-gamified condition involving
problem sets with hints and feedback in ASSISTments (https://new.assistments.org) [12].
The findings show that FH2T helps students gain conceptual understanding of algebra
compared to ASSISTments. Despite its success, prior studies on FH2T have not directly
measured how engaging it is compared to other software [14], making it difficult to
understand whether and how it may influence student engagement when learning in
FH2T. To sum, although some environments for learning algebra have been shown
engaging and others have been shown effective in algebra, no studies have rigorously
measured both student learning and engagement how it compares with learning and
engagement in other learning environments.

In the current study, we deliberately designed an ITS (called Gwynnette) based on
an existing ITS (i.e., Lynnette) with the goal of enhancing both learning and engage-
ment. Gwynnette embeds several playful features to make student learning effective
and engaging. We present findings from a randomized controlled experiment in a vir-
tual classroom environment with 60 secondary-school students, in which we compared
Gwynnette against an older version of the same software (i.e., Lynnette) with no play-
ful features. The results showed that Gwynnette enhanced students’ engagement and
learning; students spent considerably more time using the system and gained more con-
ceptual understanding of algebra than those who used Lynnette. We describe the design
principles, findings of the experiment and a detailed analysis of the log data to examine
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how students interacted with the software and how the interaction and the design of the
software might have contributed to student learning and engagement.

2 Gwynnette

2.1 Design Principles

To develop a playful learning environment that can be both engaging and effective in
supporting algebra learning, we designed an ITS for early algebra named Gwynnette
(Fig. 1). Gwynnette was designed based on Lynnette, an existing ITS for algebra learn-
ing which has no common entertaining features [7]. Based on literature review and
evaluation of designs in existing software (e.g., design evaluation of DragonBox by [7]),
we added the following features in Gwynnette: playful drag-and-drop interactions to
enact equation transformations in solving algebra problems, and enjoyable gamification
elements including a game theme, sound effects, and a character guide. In this section,
we briefly describe these design features. These features were designed following a
user-centered design approach; we iteratively prototyped, tested, and improved ideas
and artifacts with school teachers and students through virtual interview sessions and
pilot use in a secondary-school classroom before the final implementation.

Fig. 1. The main interactions in Gwynnette are drag-and-drop manipulations of equations. Users
would drag operators and numbers to manipulate given equations (left). Once an operator (e.g., a
“−” symbol) has been dropped onto the appropriate area (e.g., the “3” in the equation), a square
box appears (middle). Users can type in a number in the box to fill in the box (right). Users can
also request hints anytime (here the hint says, “On the left side, you have the terms 3 and −3.
These terms cancel each other out”).

Focused Practice of Algebraic Manipulations with Drag-and-Drop Interactions.
Using Gwynnette, students can enact equation transformations through its drag-and-
drop interactions. As shown in Fig. 2, users can drag operators (e.g., the “+” sign) to an
equation to transform the state of the equation. They can also drag a constant term (a
number) or a variable term onto another like term to simplify equations. When learners
make an error, an “Undo” button appears so that leaners can move back to the previous
state. Like other learning environments introduced above [12], such dynamic interac-
tions may be effective by focusing students’ practice on equation transformations, rather
than also having to take care of arithmetic calculations. This may help students learn
“conceptual knowledge that underlies procedures” [4], including the concept of doing
the same thing to both sides (i.e., when subtracting 3 from the left-hand side of 2x + 3
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= 7, students also need to subtract 3 from the other side of the equation) and the con-
cept of equivalence [9]. Practice on equation transformations may help students focus
their attention and cognitive effort to important algebraic thinking rather than arithmetic
errors [9].

Fig. 2. Drag-and-drop interactions for adding anoperator to a given equation (left) and simplifying
an equation (the interface takes care of the arithmetic, right). Arrows show the location where the
element being dragged will be dropped.

In designing the drag-and-drop interactions for manipulating equations, we made
several design decisions aimed at helping learners effectively acquire algebra concepts,
based on the findings from [7] and honed through design iterations with teachers and
students. For instance, when learners drag a correct operator to one side of an equation,
the system requires that the learner’s next action is to drag the same operator to the
other side to help learners understand the principle of doing the same thing to both
sides of an equation [9]. This deliberate design was added to help students focus on
important conceptual moves while avoiding “over-scaffolding” learners [7]. Also, to
further emphasize the principle of doing the same thing to both sides, the system also
requires learners to wait to type in a number in the added square box until they first
add a square box to each side of the equation (Fig. 3). This deliberate interaction design
may help learners focus their cognitive effort and attention to the important concept.
Prior work has not considered this design. For example, in FH2T, when a learner drags a
number from one side to the other side of an equation, the system automatically presents
subtraction of that number on both sides of the equation (and then automatically flips
the sign attached to the dragged number as learners progress in the game). It seems
possible that doing so may remove a critical difficulty from the task, limiting students’
opportunity to learn to handle it through practice, a form of over-scaffolding.

The drag-and-drop interactions might also be perceived as a playful form of solving
equations [15]. Solving equations using a drag-and-drop interaction is considerably dif-
ferent from a typical form of instruction and practice that involves writing out equations
and their solution steps (as transformed equations). Using such a new way of solving
problems might bring a new, engaging, and pleasant experience to students. However,
even with the potential effectiveness, playful drag-and-drop interactions could also be
unhelpful in enhancing algebra learning. For example, in the drag-and-drop interactions
we implemented, users never get an experience of typing in or writing out equations
and performing arithmetic operations. Without practicing those skills, users who use the
drag-and-drop interactions to solve problems might not be able to apply their learned
knowledge to typical algebra problems that ask students to write out equations and their
solution steps in a paper or on a computer screen.
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Fig. 3. Gwynnette facilitates the use of an algebra principle of doing the same thing to both sides
before typing in a number in the added square. The system does not let users, after dragging one
operator to one side, type in a number in the added square before dragging the same operator to the
other side of the equation (top). Users need to first drag the same operator to both sides (creating
two blank squares, bottom). The arrow shows that the negative sign is being dragged onto the
“3.” The green feedback indicates that the action is correct while the red feedback shows that the
system rejects the input as an error. (Color figure online)

Space Travel Theme. Many gamified learning environments employ a fantasy theme
(e.g., a monster adventure theme [16]) for their game context. Such a fantasy context
helps create an immersive and engaging environment in which other elements (e.g.,
narratives) can also be integrated [17].

In designing our tutoring software, we adopted a theme of space travel, in which the
learner becomes a space traveler exploring planets by solving problems. We conducted
multiple design sessions with eight secondary-school students, exploring what feelings
they have regarding the use of the space theme. An informal theme analysis found that
students, regardless of their age or gender, have a positive view towards the theme.

Alien Guide. Use of avatars and characters is a common strategy employed widely
across playful, gamified learning environments. By interacting with such characters,
learners may gain a sense of autonomy [17] and therefore engage in their learning. We
designed an alien character that guides the learner’s space travel by helping them solve
algebra problems. This alien gives feedback and hint messages in response to students’
problem-solving performance and requests (Fig. 1).

Sound Effects. We also implemented sounds in the system, another popular element in
many tools that are designed to enhance student engagement [18]. Specifically, we added
voice sounds for the alien and sounds for the drag-and-drop interactions. For example,
when a learner finishes a problem, the alien celebrates it with the sound, “ta da!” while
it says “hmm” when a learner makes an error. After user study sessions with students
and math teachers, to accommodate their preferences and potential simultaneous use in
classroom settings, we added the option for learners to turn the sounds on and off at any
time (Fig. 1, right).

3 Classroom Experiment

To experimentally examine the effect of Gwynnette on student learning and engagement,
we conducted a classroom experiment at two public secondary schools in the U.S. Our
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research questions asked if Gwynnette, which was deliberately designed to enhance
student learning and engagement in algebra, would (RQ1) improve students’ conceptual
and procedural learning in algebra (i.e., effect on learning) and (RQ2) help students
engage with the software (i.e., effect on engagement). We also investigated (RQ3) how
the design elements in the software affect students’ interactions and learning processes
(i.e., effect on learning processes).

3.1 Method

Participants. Twenty 6th, 55 7th, and 19 8th grade students across five classes in two
public schools from two different school districts in the U.S. participated (total n= 94).
Six of the 55 7th graders were also enrolled in the school’s “Math Support” class, where
students received additional instruction towards the goal of meeting state standards. The
study happened in 2020, during which both schools were operating under a remote syn-
chronous instructional mode due to the COVID-19 pandemic (i.e., teachers and students
had synchronous classes via a videoconferencing system [19]). Students joined from
their home using their own devices or school-provided devices (laptop or tablet).

Materials. Tomeasure student learning of domain knowledge and skills in early algebra,
we developed a web-based pretest and posttest based on items in the literature [9]. Each
test included seven conceptual knowledge items (CK) and five procedural knowledge
items (PK). CK items asked students to provide conceptual reasoning in solving algebra
problems through multiple-choice or open-ended questions. PK items asked students to
solve equations in an open-ended format (i.e., students typed in their answer and solution
steps in a blank box). Two isomorphic versions were created and assigned to students in
a counterbalanced way as the pretest and posttest.

Also, we measured students’ self-reported engagement and enjoyment with the sys-
tem using IntrinsicMotivation Inventory (IMI) [20]. IMI is a validated survey instrument
developed to measure subjective experiences related to a psychological intervention. We
only used the items related to enjoyment and engagement, which consisted of seven 7-
point survey items [7].Additionally,we alsomeasured how long students used the system
as a behavioral indicator of engagement [21].

The students in the study used two versions of intelligent algebra learning software,
namely, a playful version (i.e., Gwynnette) and an unplayful version (i.e., Lynnette).
These versions share the same algebra content and the core tutoring functionality; they
both guide students through step-by-step problem solving and provide on-demand hints
and feedback. Lynnette does not have the unique features of Gwynnette that were pre-
sented earlier. While Gwynnette allows students to solve equations through drag-and-
drop manipulations, Lynnette has students type in problem-solving steps (i.e., trans-
formed equations) into input fields (Fig. 4). Due to this difference, Lynnette software
also asks students to perform the arithmetic computations involved in solving equations.
In Gwynnette, computations are performed by the system. Additionally, Lynnette also
allows students to skip intermediate problem-solving steps, which is not available in
Gwynnette as its interaction design emphasizes the step-by-step problem solving that
involves conceptual understanding. Other features were kept consistent across the two
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systems. In the study, we assigned the same sets of problems of 14 levels in both soft-
ware versions (Table 1). Each problem level (Levels 1–10) has 2–4 problems. Level
11–14 included 8–15 problems with varying difficulty levels taken from Levels 1–10
(for advanced students). Teachers shared that most students have seen or practiced only
Levels 1–4, but several advanced students had seen all levels before the study.

Fig. 4. To solve problems in Lynnette, users type in solution steps. (left) Users can click on the
“Hint” button to request hints anytime (right).

Table 1. Problem levels, types of equation problems, and examples implemented in both
Gwynnette and Lynnette.

Level Equation type Example Level Equation type Example

1 One step x + 3 = 5 8 Variables on both
sides

2x + 6 = 3x

2 Two step
(negative)

6 – x = 3 9 Variables and
constants on both
sides

4x + 11 = x + 2

3 One step
(division)

2x = 6 10 Variables and
constants on both
sides (negative)

−2x + 2 = −5x
+ 8

4 Two step
(division)

2x + 3 = 7 11 Mix

5 Simplify first −3x + 5 – 3 = 14 12 Mix

6 With parentheses 2(2x + 1) = 6 13 Mix

7 Parentheses, more
steps

1 + 2(2x – 1) = 7 14 Mix

Procedure. The study took place during four regular virtual mathematics class periods
in each school. Experimenters joined the classes remotely through a video conferencing
system. Students were also encouraged to use the assigned software version (see the
assignment below) outside of the regular class periods.We allowed for such unmoderated
use of the software in order to accommodate students’ various needs during their remote
learning and teachers’ requests [19]. Students in each class were randomly assigned to
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either Gwynnette condition (n = 47) or Lynnette condition (n = 47). Students in each
condition worked with the respective software version. Six students in the Math Support
class were pre-identified and randomly assigned to the groups among them.

Students first worked on the pretest for 20 min. Students then watched a brief video
on how to use both systems. In each of the second and third periods, students spent 20–30
min using the assigned software (the total study session time given in both conditions
was about 50 min). On the final day, students took the posttest and the IMI survey.
Students were given access to both versions after the study (data logging had stopped
before we gave access to the tutor versions).

3.2 Results

Of the 94 students, 60 students completed all study activities (32 in the Gwynnette
condition, 28 in the Lynnette condition). The high attrition rate was expected given the
difficulty of conducting the study remotely. For example, teachers had to support students
through a videoconferencing system and were not able to walk around the classroom to
support students when necessary, which is typically done in in-person studies [19]. We
included the 60 students in the final sample for the analyses. No statistically significant
difference was found between the conditions on the dropout rate, X2 (1, N = 94)= .74,
p = .39.

Results on Learning. All student responses for the open-ended questions were coded
for whether student answers were correct or incorrect by two researchers (Cohen’s kappa
= .86) and disagreements were resolved through discussions. Table 2 shows students’
mean pretest and posttest scores. To test RQ1 (i.e., effect on learning), we conducted
two separate linear regressions, with conceptual knowledge posttest score (CK) and
procedural knowledge posttest score (PK) as the dependent variable, respectively. In
both models, condition (Gwynnette or Lynnette, coded as 1 or 0) served as a predictor,
and pretest score was added as a covariate to control for students’ incoming knowledge.
Results showed that students in the Gwynnette condition significantly outperformed
those in the Lynnette condition on CK (β = .78, t(57)= 2.10, p= .04) but no difference
was found on PK (β = .45, t(57) = 1.08, p = .28) (Fig. 5, left). Across the conditions,
there was a significant pretest-to-posttest gain on CK (β = 2.02, t(57) = 5.43, p < .01)
but not on PK (β = .59, t(57) = 1.42, p = .16).

Table 2. Mean pretest and posttest scores (standard deviations) in each condition.

Condition CK (max = 7) PK (max = 5)

Pretest Posttest Pretest Posttest

Gwynnette 2.94 (1.44) 3.56 (1.74) 1.25 (1.52) 2.12 (1.84)

Lynnette 2.61 (1.81) 2.71 (1.80) 1.39 (1.83) 1.61 (1.97)
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Results on Engagement. For RQ2 (i.e., effect on engagement), we analyzed students’
ratings from the IMI survey. We took the mean score from the seven items for each
student (range: 1–7). The mean score in the Gwynnette condition was 5.20 (SD= 1.14),
whereas it was 4.80 (SD = 1.26) in the Lynnette condition. A Welch two-sample t-test
showed that this difference is not statistically significant, t(55.12) = 1.28, p = .21.

To further understand student engagement, we also measured students’ total time
spent working on the system, a behavioral indicator for engagement [21]. In this study,
the time spent working on the software was not controlled; students were encouraged
to use the software outside the class periods. Therefore, a longer period of system use
indicates higher engagement (i.e., the student used the system outside the class periods)
On average, students spent 54.03 min (SD = 34.47) with Gwynnette while those with
Lynnette spent 27.98min (SD= 22.69), about a half the amount of time as theGwynnette
condition (Fig. 5, right). A Welch two-sample t-test revealed that this difference was
statistically significant, t(53.98) = 3.50, p < .01.

Fig. 5. Students’ raw gain scores on the two test components (conceptual and procedural
knowledge, left) and total time spent on the system (right). Error bars show standard errors.

System Log Data Analysis. To examine RQ3 (i.e., effect on learning processes), we
analyzed the log data gathered from the software. Specifically, we investigated students’
learning process measures, including average time spent per problem, average number
of hints used per problem, and error rate (i.e., proportion of incorrect attempts for each
problem-solving attempt in the system). Table 3 shows descriptive statistics for these
measures. We conducted three separate linear regressions, with one of the three process
measures as the dependent variable in each model, and condition and prior knowledge as
predictors for all the models. These models revealed that students with Gwynnette had a
significantly lower error rate (β = −0.17, t(57) = −3.87, p < .01) but spent more time
on each problem (β = 39.15, t(57) = 2.60, p = .01), compared to those with Lynnette.
No significant difference was found on the frequency of hint use. Also, students with
Gwynnette solved significantly more problems (M = 25.8 problems, SD = 14.4) than
those with Lynnette (M = 18.1 problems, SD = 10.7) (β = 7.48, t(57) = 2.32, p =
.02). This difference is likely due to the significantly more time spent by students who
learned with Gwynnette. Indeed, the number of problems solved and total time spent
were strongly correlated (r = .81, p < .01).
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Table 3. Learning process measures (standard deviations in parentheses) in each condition.

Condition Error rate Time spent on each problem (sec.) Hint requests per problem

Gwynnette 0.29 (0.20) 136.0 (61.4) 1.83 (2.52)

Lynnette 0.47 (0.22) 98.5 (66.2) 1.89 (2.74)

What Design Features Might Explain the Observed Differences? The results above
raise a question, “what made Gwynnette more effective and engaging?” Although it is
not possible to tease apart causal effects of each design feature, we investigated two
additional questions to get further insights into the potential mechanism involved: 1)
How do students’ interaction patterns in each system relate to their learning outcomes?
and 2) Are there any pain points in the system that students struggle with?

First, we took a closer look at the dataset in each condition separately 1) to examine
behaviors that are related to the distinctive features in each system. For Gwynnette, one
of the deliberate design choices was to encourage the learning of doing the same thing to
both sides of an equation, important conceptual knowledge [9] by not allowing students
to type in a number in the blank box before creating another blank box on the other
side of the equation (Fig. 3). To examine if this interaction design might have something
to do with students’ conceptual learning, we calculated the number of instances where
students tried to type in a number in the added box before doing the same thing to both
sides of an equation (to which the system gave feedback saying, e.g., “You need to drag
the plus sign to the other side of the equation before choosing what to add”). We found
that, of the 32 students in the Gwynnette condition, all but two at least once tried to
type in a number before dragging an operator to both sides of an equation. On average,
this action was performed 4.86 times (SD= 4.46) per student. The number of times this
action was performed was strongly, negatively correlated with students’ pretest score
on CK items (r = −.35, p = .048); however, there was no significant relations between
this action and their conceptual knowledge posttests score nor the gain from pretest to
posttest on students’ conceptual knowledge. In other words, students with high prior
knowledge of algebra concepts were more likely to avoid such a behavior than those
with lower prior knowledge, but their performance with this interaction in the system
does not predict their learning.

For the dataset from the Lynnette condition, we examined if students showed a
“guess-and-check” behavior [22] by calculating the number of instances where students,
for their first attempt, typed in “x = [a number]” (e.g., “x = 3”) without showing any
intermediate steps (Gwynnette requires step-by-step solutions and preempts guess-and-
check strategies). The “guess-and-check” behavior is considered an informal, unideal
strategy in solving algebra problems [22]. We investigated this behavior because it could
indicate lower conceptual learning and lower engagement with the system (i.e., “gaming
the system” behavior [23]). Of the 28 students in the Lynnette condition, 20 students
showed the behavior at least once, with the average number of times being 15.8 (SD =
18.5) per student. Correlational analyses showed no relationships between the number
of times students used guess-and-check and their conceptual pretest score, conceptual
posttest score, and pretest-posttest gain score on conceptual knowledge. However, we
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found that students who used this strategy tended to spend less time with the system (r
= −.41, p = .03), suggesting that students who used this strategy tended not to engage
with the system.

Next, we explored 2) how the interaction patterns changed over time, to examine any
pain points in the system that students encountered. Figure 6 (left) shows a visualiza-
tion of distributions in error rate for each problem set as side-by-side boxplots. One can
expect that, within each problem set, learners would normally show some errors but sub-
sequently errors would decline over time as they make progress in the system. As can be
observed, students in the Gwynnette condition show smaller variance overall, especially
after the first two levels. However, the error rate in the Lynnette condition generally
shows a greater variance, indicating that some students in the Lynnette condition solved
problems with very few errors while others in the same condition made many incorrect
attempts. This may be an indication that, while most of the students who learned with
Gwynnette were able to quickly learn how to use the drag-and-drop interactions, a new
way to solve equations, after some practice, some students in the Lynnette condition did
not become fluent in using the “type-in” interaction to solve equations, even after prac-
tice. Furthermore, students in the Lynnette condition had greater difficulty compared to
those with Gwynnette especially in levels 5, 8, and 10 (Fig. 6, right). These levels are
where the simplify-before-transform problems (i.e., students first need to subtract/add
constant or variable terms before starting to use operators to transform equations), prob-
lems with variable terms on both sides of an equation, and problems with negative
numbers in a complex equation format were introduced, respectively (Table 1). These
factors (e.g., negative numbers and variable terms in “unusual places”) are reported to
have a strong influence on students’ problem-solving performance [24].

Fig. 6. Distributions of error rates across problem levels (left).Means of error rates across problem
levels, plotted as a line chart (right). In both graphs, patterns seen across Levels 12–14 do not
inform consistent insights as there were only 9 students in total who reached Level 12 problems
(Gwynnette: n = 7, Lynnette: n = 2).
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4 Discussion and Conclusion

We tested whether the deliberate design of playful features in algebra learning soft-
ware can help enhance student learning and engagement through a controlled classroom
experiment. Gwynnette had several playful interaction and gamification features, includ-
ing drag-and-drop interactions, a space theme, an alien guide, and sounds. Lynnette had
no such features; instead of transforming equations through dragging and dropping,
students typed in transformed equations. The results of the experiment showed that stu-
dents who used Gwynnette learned more conceptual knowledge in algebra than those
with Lynnette. StudentswithGwynnette also showed greater problem-solving efficiency,
demonstrated by the overall lower error rate in the system. As well, students engaged
significantly more with Gwynnette than with Lynnette, as measured by the total time
spent working with the system. There was no statistically significant difference between
the conditions in students’ ratings on the IMI survey, therefore we cannot fully establish
the effect on engagement. However, their ratings correlated positively with the total time
spent working on the system (r = .33, p < .01), and we view the behavioral measure
as more compelling evidence than students’ self-report. Despite the extended use of the
software, however, students with Gwynnette did not outperform those with Lynnette on
procedural knowledge. This result suggests less effective procedural learning, possibly
due to the new format for solving equations on the interface (i.e., their practice did not
transfer to the performance on the posttest).

It is interesting to ask how the design features may have contributed to improved
engagement and conceptual learning. Although our study design does not allow us to
attribute any outcomes to specific design elements, we can make somewhat speculative
inferences based on the design of the systems and findings. For instance, the fact that
students with Gwynnette had a lower error rate suggests that the playful drag-and-drop
interactions brought about a smooth learning experience. It may also be that the play-
ful features might have led to greater enjoyment, resulting in longer use of the system,
hence greater learning gains. As well, the drag-and-drop interactions in Gwynnette per-
haps allowed students to focus on the transformations, rather than dealingwith arithmetic
calculations. This focus may have led to greater conceptual learning. Also, we found that
students’ explicit action of doing the same thing to both sides of an equation had a posi-
tive association with students’ conceptual knowledge on the pretest, which disappeared
on the posttest. This might imply that students’ interactions with (and learning from) this
deliberate aspect of the drag-and-drop design, rather than whether they performed well
or not with the specific action, had a positive influence on conceptual learning. Students
with Lynnette, on the other hand, had to perform arithmetic calculations when solving
equations, which may have contributed to the greater difficulty that students in the Lyn-
nette condition experienced for new problem types. Also, some students with Lynnette
tended to skip problem-solving steps using the “guess-and-check” strategy. Although
those who used “guess-and-check” frequently spent less time on each problem (r = −
.63, p < .01), they also did not finish all problem and rather tended to stop using it early
(r = −.41, p = .03), indicating lower engagement.

The current study makes a design contribution that the deliberate design of playful
features in a learning technology can help achieve the challenging goal of supporting
both learning and engagement in algebra. The features helped students engage with
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algebra, a notoriously unpopular subject among students [6], with double the time spent.
Practically, the study offers an example that designing for a playful learning experience
with learning technology can support students’ remote learning during difficult times
(e.g., a pandemic). Studies report that it is highly challenging for students to engage with
school work during remote learning [19, 25]. By allowing for unmoderated system use
outside of the class time, we found that students with Gwynnette spent twice as much
time (and learned more).

We acknowledge several limitations of the study. First, the study tested very specific
design features in the domain of early algebra.We do not know if the findings will gener-
alize across domains. Some of the added features were domain-independent (e.g., alien
guide, space theme, and sounds), but at least one of them (drag-and-drop interactions for
solving equations) may not be. Second, the study was conducted during the COVID-19
pandemic where students, teachers, and experimenters were all connected virtually. It is
possible that the findings would have looked different if the study had been conducted
in the in-person classroom where teachers were able to help students as they would have
done normally. Finally, we cannot attribute the results to specific features in the system.
Future studies could experimentally test the question.
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Abstract. Students learn more from doing activities and practicing their skills
on assessments, yet it can be challenging and time consuming to generate such
practice opportunities. In our work, we examine how advances in natural language
processing and question generation may help address this issue. In particular, we
present a pipeline for generating and evaluating questions from text-based learning
materials in an introductory data science course. The pipeline includes applying a
text-to-text transformer (T5) question generation model and a concept hierarchy
extraction model on the text content, then scoring the generated questions based
on their relevance to the extracted key concepts. We further evaluated the question
quality with three different approaches: information score, automated rating by
a trained model (Google GPT-3) and manual review by human instructors. Our
results showed that the generated questions were rated favorably by all three eval-
uation methods. We conclude with a discussion of the strengths and weaknesses
of the generated questions and outline the next steps towards refining the pipeline
and promoting natural language processing research in educational domains.

Keywords: Question generation · Concept extraction · Question evaluation

1 Introduction

As online education continues to expand during and after the COVID pandemic, the need
for effective and scalable assessment tools emerges as a pressing issue for instructors
and educators. On one hand, frequent formative assessments are crucial in reinforcing
student learning in an online environment, where the learning experience may be under-
mined by a multitude of factors, including the lack of motivation [1] and student-teacher
interaction [19]. On the other hand, summative assessments that rely on human grader
evaluation, such as group projects and essays, are difficult to carry out at scale, making
multiple-choice and short-answer questions, which are amenable to automatic grad-
ing, a more practical alternative. Consequently, amid many other logistical issues that
arise from emergency online education [16], instructors often find themselves having to
generate a large question bank to accommodate this new learning format. In turn, this
challenge motivates the need for supporting instructor efforts via methods that automat-
ically generate usable assessment questions based on the learning materials, in a way
that requires minimal inputs from instructors and domain experts.
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Recent advances in natural language processing (NLP), question answering (QA)
and question generation (QG) offer a promising path to accomplishing this goal. While
QA has been a longtime area of interest for NLP researchers, with wide applications
ranging from beating the Jeopardy! challenge [14] to supporting modern intelligent
assistants [12], QG has only garnered attention in recent years. Much of the interest in
QG stems from the large number of BERT-based models trained on very large corpuses
that demonstrate the ability to generate interesting results in open domains [49]. QG in
educational domains is an even narrower focus, but holds great potential in transform-
ing the way assessments are generated and conducted [39]. Most theories of learning
emphasize repeated practice as an important mechanism for mastering low-level knowl-
edge components, which altogether contribute to the high-level learning objectives [20].
We therefore envision that having the ability to generate questions on-demand would
accommodate students’ varying levels of learning needs, while allowing instructors to
allocate resources to other components of the course.

Our work presents an initial step towards realizing this capability. We applied state-
of-the-art Text-To-Text Transfer Transformer (T5) models [45] on conceptual reading
materials from a graduate-level data science course to generate potential questions that
may be used for assessment. We then evaluated these questions in three different ways.
First, we conducted a separate concept hierarchy extraction process on the reading mate-
rials to extract the important concept keywords and scored each generated question based
on how many such keywords it contains. Second, we applied a fine-tuned GPT-3 model
to classify the questions as either pedagogically sound or not. Finally, we had two data
science instructors perform this same classification task manually. Our results contribute
key insights into the feasibility of applying state-of-the-art NLP models in generating
meaningful questions, with a pipeline that generalizes well across learning domains.

2 Background

Recent advances in deep learning have revitalized many areas of artificial intelligence.
Within the fields of NLP and QG, significant progress has been made since the intro-
duction of neural transformer-based methods [42], particularly deep bidirectional trans-
formers (BERT [11]), which differ from previous language models in their training
approach (masked language modeling and next sentence prediction) as well as their sub-
sequent learned representation of text from both sides (left and right) of the sentences.
We summarize recent NLP improvements that are pertinent to QG below.

While BERT could help address the problem of handling long sequences that a
traditional recurrent neural network encounters, its initial performance in QGwas rather
poor, as it did not consider the decoding results of previous steps while producing
tokens [7]. Lopez et al. [28] solved this issue with fine-tuning techniques on a single pre-
trained languagemodel to design a QG system that generates robust questions at reduced
training cost and time. Subsequent research also investigated ways to encode common
sense and domain knowledge in the QG process, with Jia et al. [18] utilizing concept-
relevant knowledge triples from ConceptNet, a freely available knowledge graph, and
Wang et al. [43] building custom knowledge graph models to prevent the generation of
irrelevant and uninformative questions.More recently, Liu [24] attempted to increase the
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relevance of generated questions with an attention-based, sequence-to-sequence model
that incorporates target answer information into the question generation process. QG
models have also been used to generate training corpora for Question Answering tasks
[3].

A subset of QG research involves generating questions specifically for educational
purposes, to be used as assessment materials [2]. Towards automatically generating edu-
cationally usable questions, previous work has investigated targeting certain cognitive
levels of questions, including high-level ones that require synthesis and evaluation or
low-level ones that focus on recall [47]. For example, recent work has used the GPT-2
model to generate mathematical word problems at varying levels of difficulty [9]. This
approach was found to yield high quality questions, as judged by both automatic and
human evaluation, with the capability of altering the perceived difficulty of generated
questions. Related work by Liu et al. [27] also investigated automatically generating
educational questions in math, with a knowledge graph as the source document for their
model. The generated questions were evaluated as coherent, diverse and reflective of
real-life scenarios that students may encounter. However, a recent review of question
generation for educational purposes found that, while methods for producing education-
ally valid questions are improving, there is a greater need to properly evaluate them
[22].

Question evaluation is traditionally split into two coremethods, based onwhether the
evaluation is performed by trained machine learning models or expert human judges.
Automatic assessment of questions often involves the use of evaluation metrics such
as BLEU and ROGUE, which quantify how close the generated question text is to an
existing human-generated text [31]. However, recent work has reported interpretability
issues with these metrics, along with a lack of correlation between them and human
evaluation [41].At the same time, Sha et al. [37] found that usingBERT to classify student
forum posts based on the question type, post sentiment and confusion level achieved
similar results as human evaluators. For human evaluation, a recent meta analysis found
that over half of the reviewed research involved criteria related to grammar, fluency, topic
relevance, and naturalness [9, 13, 47], most frequently on a numerical scale [4]. Previous
work involving human evaluation of questions has also utilized different rubrics, such as
being useful or not useful for learning [8] or being shallow or deep [34]. In line with these
approaches, our work also employs both automated and expert labeling of the generated
questions, so as to arrive at a holistic evaluation of their usability.

Another metric for evaluation involves howmuch the generated questions align with
the “ground truth” data, such as reference questions created by human experts [36].
In educational QG, we expect assessment items to match the target skills of the corre-
sponding unit andmodule, which raises the need to identify these skills from the learning
material. A recent effort in automating this taskwas carried out by the researchers behind
MOOCCubeX [46], an open-access, educational data repository created with the aim of
supporting research on adaptive learning in massive open online courses. This frame-
work is capable of performing data processing, weakly supervised fine-grained concept
graph mining, and data curation to re-organize data in a concept-centric manner. The
published toolkit also assists with the creation of new datasets for adaptive learning and
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concept mining. In our work, we will examine how well the generated questions match
the knowledge concepts identified by MOOCCubeX.

3 Methods

3.1 Dataset

We used the learning materials from a graduate-level introductory data science course
at an R1 university in the northeastern United States. The course has been offered every
semester since Summer 2020, with class sizes ranging from 30–90 in general. The
course content is divided into the conceptual components and the hands-on projects.
Students learn from six conceptual Units, further broken down into sixteen Modules,
each consisting of several data science Topics such as Feature Engineering and Bias-
Variance Trade-off . Each Module consists of reading assignments, ungraded formative
assessments and weekly quizzes serving as graded summative assessments. Students
also get to practice with the learned concepts through seven hands-on coding projects,
which are evaluated by an automatic grading system. In the scope of this work, we will
focus on generating questions from the textual content of the six Units in the course,
using the pipeline introduced in the following section.

3.2 Question Generation Pipeline

The overall pipeline for question generation and evaluation consists of six steps. First, we
extract the learning materials from an online learning platform which hosts the course.
This extracted data is in XML format, which preserves not only the text content but
also its hierarchy within the course structure, i.e., which Unit, Module and Topic each
paragraph of text belongs to. We scraped the text content from the XML files using the
Beautiful Soup library1. From this point, the resulting text data was input to two separate
processes, Concept Hierarchy Extraction and Question Generation.

Concept Hierarchy Extraction. This process was carried out by the MOOCCubeX
pipeline [46], which performs weakly supervised fine-grained concept extraction on a
given corpus without relying on expert input. As an example, given a paragraph that
explains Regression, some of the extracted concepts include least-squared error, reg-
ularization, and conditional expectation; these could be viewed as the key concepts
which students are expected to understand after reading the materials. A researcher in
the team reviewed the generated concepts and manually removed those which were
deemed invalid, including prepositions (e.g., ‘around’), generic verbs (e.g., ‘classify-
ing’) and numbers (e.g., ‘45’ – this is part of a numeric example in the text, rather than
an important constant to memorize).

Question Generation. For this process, we applied Google’s T5 [45], which is a
transformer-based encoder-decoder model. Since its pre-training involves a multi-task
structure of supervised and unsupervised learning, T5 works well on a variety of natural

1 https://www.crummy.com/software/BeautifulSoup/bs4/doc/.

https://www.crummy.com/software/BeautifulSoup/bs4/doc/
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language tasks by merely changing the structure of the input passed to it. For our use
case, we collect all the text within each Topic (which typically consists of 3–6 para-
graphs), prepend this text by a header name (which is the name of either the Topic itself,
or the corresponding Module, or the corresponding Unit), and input the resulting corpus
to T5 (see an example in Fig. 1). In this way, we generate three questions for each Topic
in the course. Our rationale for including the header name in the T5 input text is to
inform the model of the high-level concept which the generated questions should center
around. We had previously tried extracting answers from the text content using a custom
rule-based approach with a dependency parse tree, but found that this resulted in the
creation of more nonsensical than sensible questions; in comparison, incorporating the
headers led to higher quality questions. Before applying the model to our dataset, we
also fine-tuned it on SQuAD 1.1 [32], a well known reading comprehension dataset of
questions curated by crowd workers on Wikipedia articles and a common benchmark
for question-answering models.

Fig. 1. Example question generation process for the text content in one Topic.

3.3 Evaluation

We evaluated the generated questions with three different methods as follows.

Information Score. This is a set of custommetrics that denote how relevant each ques-
tion is to the key concepts identified in the Concept Hierarchy Extraction step.We denote
this set of key concepts as C. For every generated question q, we further denote T (q) as
the set of tokens in it and compute the information score as the number of tokens in q
that coincide with an extracted concept,

IS(q) = 1

|T (q)|
∑

t∈T (q)
1(t ∈ C). (1)

where the division by q’s length is to normalize the metric so that longer questions are
not inherently favored. With this formulation, higher scores indicate better questions
that touch on more of the key learning concepts.

GPT-3 Classification. Weused aGPT-3 classificationmodel [6], as it has been a popular
choice for text classification tasks such as detecting hate speech [10] and text sentiment
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[48]. Our classification task involves rating each question as either pedagogically sound
or not. A pedagogically sound question is one that pertains to the course content and is
intended to assess the domain knowledge of the student. An example of a question clas-
sified as pedagogically sound in a Physics course is “Why can’t voltage-gated channels
be placed on the surface of Myelin?”. A question is classified as not sound if it is vague,
unclear, or not about assessing domain knowledge. For example, the question “What
programming language do I need to learn before I start learning algorithms?” is a valid
question, but it is classified as not sound, as it pertains to a course prerequisite rather
than assessing domain knowledge.

To make these classifications, we first fine-tuned the GPT-3 model with default
parameters on the LearningQ dataset [8]. This dataset is publicly available and contains
5600 student-generated questions from Khan Academy. Each question contains a label
to indicate if it is useful for learning or not, as annotated by two expert instructors. No
preprocessing was performed on the questions used to fine–tune the model; they were
used as-is from the publicly available dataset along with their corresponding binary
labels. Fine-tuning the model with default hyperparameters2 took approximately 10 min
and incurred a cost of $0.21. Next, we passed in the T5-generated questions as the GPT-3
model’s input, obtaining the output as a set of binary rating labels.

Expert Evaluation. To further validate the quality of the questions, as well as that of the
classification model, we had two expert raters with 5 + years of teaching experience in
the domain of data science rate each question. Following the same classification process
as in previous work [8], the two raters indicated if each question was pedagogically
sound or not. We measured the Inter-Rater Reliability (IRR) between the two raters and
found they achieved a Cohen’s kappa of κ = 0.425, with similarity in 75.59% of the
question ratings, indicating amoderate level of agreement [23]. The remainingdiscordant
questions were discussed between the two raters until they reached a consensus on their
classification.

4 Results

Following the pipeline introduced in Sect. 2, we generated a total of 219 questions
across the three header levels - Topic, Module and Unit. 16 questions were removed
due to being duplicates3, leading to a final set of 203 unique questions. Table 1 shows a
number of example generated questions, along with their information scores and GPT-3
model evaluation. Among the 203 questions, 151 (74.38%) were classified as pedagog-
ically sound by the GPT-3 model. To compare this classification with the human raters’
consensus, which rated 115 (56.7%) questions as pedagogically sound, we constructed
a confusion matrix as shown in Table 2. We observed that the model agreed with human
raters in 135 (66.50%) instances; in cases where they disagreed, most of the mismatches
(52 out of 68) were due to the GPT-3 model overestimating the questions’ soundness.

2 We used the hyperparameter set suggested in https://beta.openai.com/docs/guides/fine-tuning.
3 With our question generation routine (Fig. 1), the text content in each Topic was used as input
three times, which could lead to duplicate questions, even if the accompanying header names
were different.

https://beta.openai.com/docs/guides/fine-tuning
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Table 1. Example generated questions across different header levels and soundness ratings.

Generated question Header level IS GPT-3 rating Expert rating

What is the process of using domain
knowledge to extract features from raw
data?

Module 0.5 Sound Sound

What are two types of decision trees? Topic 0.57 Sound Sound

What is the tradeoff between bias and
variance?

Unit 0.375 Sound Sound

What is used to evaluate clustering
when labeled data is not present?

Module 0.33 Sound Sound

What are two methods that can be used
to improve a regression model?

Unit 0.53 Sound Sound

What is the term for PCA? Topic 0.16 Sound Not sound

What is the main topic of the Data
Wrangling module?

Topic 0.2 Not sound Not sound

What is one of the easiest techniques to
implement?

Topic 0.22 Not sound Not sound

What is the title of the Information
Design Unit?

Topic 0 Not sound Not sound

What is the name of the pattern that is
used in the module on regression?

Module 0.2 Not sound Not sound

Table 2. Confusion matrix for comparing GPT-3 and expert evaluations.

Expert: Not sound Expert: Sound

GPT-3: Not sound 36 16

GPT-3: Sound 52 99

We followed up with a qualitative review of the questions rated as not sound by
human experts to better understand (1) what separated them from the questions rated
as sound, and (2) why the GPT-3 model might still rate them as sound. For (1), we
identified two important requirements that a question generally needs to meet to be
considered sound by human experts. First, it has to thoroughly set up the context (e.g.,
what is the scenario, how many responses are expected) from which an answer could be
reasonably derived. An example question that satisfies this category is “What are two
types of visions that a data science team will work with a client to develop?,” where the
bolded terms are important contextual factors which make the question sound. Without
these terms, the question would become “what are the types of vision that a data science
team will develop?,” which is too ambiguous. We further note that sound questions with
thorough contexts tend to be longer, because they necessarily include more information
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to describe such contexts. At the same time, short questions may still be considered
sound by expert raters if they target a sufficiently specific concept. For example, “what
is a way to improve a decision tree’s performance?” is considered sound because the
bolded term is very specific. On the other hand, a similar-looking question such as “what
is a way to analyze business data” is not sound, due to “analyze business data” being too
broad. It is this second requirement of specificity that the GPT-3model fails to recognize.
Many of the questions rated as sound by GPT-3, but not by human raters, are similar to
ones such as “What are two types of data science tasks?,” which could not be used as a
stand-alone assessment question due to a lack of specificity.

Next, we examined whether our IS metric, which calculates the number of important
concepts that a question encapsulates, aligns with its pedagogical soundness. Figure 2
(left) shows the distribution of information scores for the questions in each class (peda-
gogically sound or not), within each type of header level. A one-way ANOVA showed
that, among the questions generated with the Topic header names, there was a significant
difference in IS between questions rated as pedagogically sound and those rated as not
sound by human experts, F(1, 68) = 8.60, p < .01. In this case, the pedagogically sound
questions (M = 0.39, SD = 0.14) had higher IS values than their counterparts (M = 0.30,
SD = 0.12). However, the difference in IS between these two groups was not significant
among the questions generated by the Unit header names, F(1, 66) = 0.07, p = .79, or
the Module header names, F(1, 63) = 0.41, p = .53. Figure 2 (right) shows the same
distribution based on the GPT-3 model’s ratings; in this case, however, the IS between
sound and non-sound questions were similar across all three header levels.

Fig. 2. Distribution of information score at each header level, partitioned by expert ratings (left)
and GPT-3 ratings (right).

Finally, we examined which level of header tended to yield the most pedagogically
sound questions, based on human ratings.Weobserved that the number of sound and non-
sound questions were respectively 35 and 35 at the Topic level, 37 and 28 at the Module
level, and 43 and 25 at the Unit level. Among the sound questions, those generated with
the Unit headers were the most common, while those generated with the Topic headers
were the least. Conversely, among not-sound questions, those generated with the Topic
header were the most common. These distributions suggest that the Topic levels were
not suitable for question generation.
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5 Discussion

In this work, we propose and evaluate a domain-independent pipeline for generating
assessment questions based on instructional materials in an introductory data science
course. Our research is motivated by the general lack of practice opportunities in online
higher education, as well as the high labor cost in manual question generation, which
was reported to be approximately 200 h for one course [35]. Furthermore, the ability
to generate questions on-demand can greatly assist adaptive and personalized learning
technologies, especially in the context of mastery learning where students are prompted
to continue practicing until they reach mastery [33]. To this end, our work makes use of
state-of-the-art language models for question generation, concept extraction and ques-
tion evaluation, in addition to custom scoring metrics and expert labeling as additional
validation measures. In general, we found a moderate level of agreement between the
three evaluation methods – information score, GPT-3 classification and human judg-
ment – which all rate a high percentage of the generated questions as capturing impor-
tant concepts or being pedagogically sound. We discuss the features of the generated
questions and the possibilities of extending the proposed pipeline as follows.

We saw that the GPT-3 model, fine-tuned on the LearningQ dataset [8], was able
to replicate 66.50% of the two expert raters’ consensus, which is well above chance.
The model appeared to learn that long questions are likely sound, which is a reason-
able assumption as these questions might contain more relevant contextual information.
However, it also classified a number of short questions as sound, despite the lack of
specificity which human evaluators could easily recognize. As the LearningQ dataset
did not contain data science questions, it is no surprise that our model was not particu-
larly good at distinguishing between specific data science concepts (e.g., “decision tree’s
performance”) and ambiguous ones (e.g., “business data”). Additional fine-tuning of the
GPT-3 model on a new dataset with questions and expert-generated labels that are closer
to our learning domain would therefore be a promising next step.

When treating the expert classification of question soundness as the ground truth
labels, we were able to draw a number of comparisons. First, we found that the sound
questions generally had higher information score values than those rated as not sound
(Fig. 2), suggesting that our rationale for the formulation of these metrics (i.e., that
higher scores reflect more concepts captured and therefore higher quality) was justified.
Our qualitative review further showed that pedagogically sound questions differ from
non-sound questions primarily in their context and specificity. While the current infor-
mation score metric doesn’t capture how specific the terms used in each question are,
this task has been explored in previous work [17] and could be incorporated in the next
iteration of the question evaluation process in our pipeline. Critically, this evaluation
method, which combines concept extraction with information score computation, could
be applied in many other learning domains, as it represents a general strategy of identi-
fying high quality and pedagogically sound questions. Second, we found that combining
the instructional content with a summary of this content (e.g., the header names) could
lead to better question generation with T5. In our case, the header names at the Module
and Unit levels were shown to result in more sound questions than those at the Topic
level.
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At the same time, there are ample opportunities to further promote the adoption of
our pipeline across different learning domains. First, more research is needed to inves-
tigate question generation when the learning contents are not entirely textual, but may
include multimedia components, such as math formulas and images. Recent advances in
the area of document intelligence [5, 15, 30], combining NLP techniques with computer
vision, might be particularly helpful in this direction. Second, there remains the need to
diversify the generated questions, so as tomeet a wider range of assessment goals. In par-
ticular, most of our current questions start with “what” (e.g., those in Table 1), which are
primarily geared towards remembering information. Incorporating other question types
in the generation pipeline could elicit more cognitive processes in Bloom’s taxonomy
[21] – for example, “how” questions can promote understanding and “why” questions
are designed for analyzing – which in turn contribute to better student learning. This
diversifying direction is also an area of active research in the NLP and QG community
[40, 44].

In addition, the proposed pipeline is generalizable yet also customizable to individual
domains, so as to enable higher quality questions. As previously mentioned, the fine-
tuning steps for bothT5 andGPT-3 could be carried out on datasets that are closely related
to the learning contents and with cross-validated hyperparameter tuning to better fit the
dataset. Similarly, the concept extraction process could be enhanced with a combination
of machine-generated and human-evaluated skill mappings, which have been shown to
yield more accurate knowledge models across several works [25, 26, 38]. Finally, the
question evaluation criteriamay also benefit fromsubjectmatter experts’ inputs to closely
reflect the distinct nature of the learning domain; for example, chemistry assessments
could potentially include both conceptual questions (e.g., “what is the chemical formula
of phenol?”) and scenario-based questions (e.g., “describe the phenomenon that results
from mixing sodium metal and chlorine gas?”).

Finally, we should note the limitations that may influence the interpretation of our
results. First, the text input to our T5model was the content of an entire Topic, consisting
of 3–6 paragraphs. Constructing more fine-grained inputs at the paragraph or sentence
level could potentially yield more targeted questions, although at the cost of a larger
number of questions for human experts to evaluate. This direction could be viable once
the evaluation metrics have been refined to more closely replicate expert judgments,
allowing them to be applied at scale on large question corpuses. Second, while the human
raters’ pedagogical soundness ratings provide preliminary evidence of the generated
questions’ usability, there remains the need to empirically validate their impacts on
student learning. To this end, we plan to deploy the pedagogically sound questions
identified in this work to formative assignments in the next iteration of the data science
course. As shown in prior research [29], the low-stake formats, such as optional quizzes,
can still yield crucial insights on student performance while not impacting the overall
grades. In this way, they are highly useful for experimenting with new assessment items,
especially those not generated by instructors and domain experts, such as in the present
study.
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6 Conclusion

Our work raises attention to the potential of applying state-of-the-art NLP models in
automated question generation. Through applying this process on learning materials
from a data science course, we highlight a number of ideas that merit additional inves-
tigation in future works. First, we propose an initial method of scoring the quality of
automatically generated questions, which provide instructors with the ability to recog-
nize pedagogically sound questions and give the field a baseline to derive comparable
methods. Second, we identified the potential of incorporating summary data in the input
to QG models, such as Google’s T5, to improve the quality of the generated questions.
Third, we demonstrated the use of a fine-tuned GPT-3 model in classifying question
quality, which in turn serves as a potential feature to add to future models of question
quality.

In addition to these contributions, we are also making our full pipeline and results
available4 in hopes of providing a baseline for the community to use and improve on the
proposed methods. We believe that achieving generalized, usable methods of automatic
question generation will likely require multiple techniques in an ensemble approach to
produce content at a sufficiently high quality. Our long term goal is to create general-
ized QG methods in a widely available open format that use an ensemble of scoring
metrics, with the expectation that different metrics will produce better results in dif-
ferent domains. The field of QG for specific educational domains needs a baseline for
measuring improvement and we envision this research as a starting point.
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Abstract. Using examples and non-examples is a common technique to demon-
strate concepts’ characteristics and boundaries. Based on their properties, certain
objects are accepted as examples or non-examples intuitively, while others are
accepted or neglected non-intuitively. This 2*2 classification is powerful when
designing technology-enhanced learning experiences in which feedback could be
provided in real-time. That is, feedback could be based not only on the correct-
ness of student response, but also on the specifics of the objects with which they
were engaged. Following this framework, we developed an interactive sorting task
that aims at strengthening elementary school students’ understanding of reflective
symmetry. We studied learners’ interaction with the objects presented to them,
and their success. Our study included 29 elementary school students (ages 9 to
12) from both Israel and Germany. We used screen recording to code participants’
shape-movements, and defined quantitative measures of these movements. Our
findings support the need for designing feedback that takes into consideration
object’s properties and students’ behavior.

Keywords: Mathematics education · Feedback · Interactive tasks

1 Introduction

Interactive tasks allow learners to construct knowledge in a student-centered, dynamic
process that commonly involves hands-on, personal inquiry with concrete problems, and
metacognitive support [1]. In mathematics education, such environments—GeoGebra1,
The Geometer’s Sketchpad2, and Desmos3—have been used in numerous educational
processes and settings, overall with favorable outcomes [2].

Interactive tasks enable the learning process not only to be monitored at its end,
but also during it, hence may support learners with formative assessment. One way of
doing so is by providing learners with real-time feedback that relates to the learner’s
performance or understanding [3]. Therefore, it is crucial to identify students’ strategies
while solving problems in an interactive task, in order to design a feedback system that
would respond to them. To meet this goal, we set-up the following research questions:

1 http://www.geogebra.org.
2 https://www.dynamicgeometry.com.
3 https://www.desmos.com.
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1) Impact of feedback on success

a) To what extent is immediate feedback noticed?
b) Does noticing immediate feedback lead to success?

2) Relations between shape categorization and success

a) What are the differences in correct classification on first attempt4 between
examples and non-examples for reflective symmetry?

b) What are the differences in correct classification on first attempt (see Footnote
4) between intuitive and non-intuitive examples of reflective symmetry?

3) Relationships between solving strategies and success

a) What is the relationship between number of steps5 in which each shape was
chosen to be classified for the first time and overall student success?

b) What is the relationship between number of steps (see Footnote 5) between
similar shapes being classified and overall student success?

2 Background

2.1 Concept Image

The term concept image is used “to describe the total cognitive structure that is associated
with the concept, which includes all the mental pictures and associated properties and
processes” [4]. This highlights the cognitive structure that resembles the information
one individual links to a concept. The information itself does not necessarily have to be
correct andmay be erroneous. Three elements can be derived from this definition: mental
pictures, associated properties, and processes. Within this study we examine reflective
symmetry as a topic from the field of Euclidian Geometry.

Visual information in the form of images is what we understand as mental pictures,
within the framework of concept images. Learners are often presented with examples
of certain concepts [5], which serves as one of the first steps for the development of
geometric thought according to Van Hiele’s model [6]. Regarding reflective symmetry,
there may be different kinds of plane figures, which serve as prototypical examples.

Mental pictures as prototypical (visual) examples can only represent a concept (e.g.,
reflective symmetry) to a certain extent and can be problematic for applying or recalling
aspects of a concept [7]. This may be related to previous findings according to which
learners struggle with lines of symmetry being inclined and neither horizontally nor
vertically oriented [8]. This indicates a lack of concept images containing prototypes
with non-horizontal/-vertical aligned lines of symmetry.

Information about properties is also part of the concept image and can be of use, when
mental (prototypical) images fail. Thismay be definitions on a rather formal level.Within

4 This is because students can correct themselves using the automatically provided feedback.
5 Step indicates the order in which a shape was moved.
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the topic of reflective symmetry, a link to processes is likely, since students of younger age
are often introduced to this concept by folding a plane figure on a piece of paper or using a
mirror as line of symmetry. It is just later that more formal aspects of reflective symmetry
are being taught and extend ideas of folding/mirroring by determining distances between
points of a plane shape and the line of symmetry. Therefore, it is likely that students’
concept images not only consist of formal information but also of less formal information
about actions associated with symmetry.

A valid method for investigating a concept image as a cognitive structure are sorting
tasks, in which learners are asked to sort items based on pre-defined categories—or
to come up with their own categories according to which subsets of items could be
arranged. They serve as an effective tool to elicit issues of organization and context
for investigating cognitive structures [9]. Compared with other types of tasks—like
writing, or even recalling—sorting tasks are easier accessible, hence are more able to
tap into a learners’ knowledge structure that can be distorted by difficult production
tasks [10]. Therefore, this kind of task has been used for learning and assessment in
various disciplines [10–12]. Sorting tasks with predefined categories are relatively easy
to implement as interactive tasks that support the learner with immediate feedback, as
objects could be a-priori tagged with their correct classification.

2.2 Intuitive and Non-intuitive (Non-) Examples

There are multiple ways for determining (non-)reflective symmetry of an object. Having
in mind how points are reflected it is possible to follow rules for constructing reflections
by using necessary construction tools [13]. In the case of polygons, it is sufficient to
reflect corner points of a figure since direct connections between points as lines are
unambiguous. To do so, it is necessary to define a line that the points are reflected by
(what we refer to as line of symmetry) and compare the resulting halves.

These approaches consider properties of reflective symmetry without necessarily
using prototypical examples. Such examples may serve as reference objects for deriving
implications of reflective symmetry and properties for other objects (e.g., a rectangle is
symmetrical, therefore a square is symmetrical as this is a special case of a rectangle).
This raises the question whether learners argue reflectiveness for objects individually or
also make use of relationships between shapes.

Considering the different possibilities for arguing reflective symmetry, it is necessary
to also take a closer look at different types of examples that shall be examined. Since
(prototypical) examples are part of the concept image, the question arises of their nature.
We found the taxonomy developed by Tsamir et al. [14] extremely useful for our study.
This taxonomy uses a 2*2 categorization of objects regarding a given property, based on
them being examples/non-examples and intuitive/non-intuitive. Tsamir et al. found that
about 80% of children’s and prospective elementary school teachers’ first non-example
for a triangle was a circle. This had led them to the assumption that there are shapes
that are more likely to be stated as (non-)examples for a given geometric property than
others. Therefore, it is assumed that intuitive (non-)examples being more easily recalled
from the concept image than non-intuitive (non-)examples. Furthermore, there seems
to be no need for justification of intuitive (non-)examples as their properties appear
self-evident [15]. Notably, intuitive as well as non-intuitive examples and non-examples
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should be included into teaching of geometric concepts [14]. Therefore, we made use
of this categorization in constructing our task within the digital environment (see Sect
4.3).

2.3 Problem-Solving Strategies in Interactive Tasks

The use of online learning environments allows for a continuous monitoring of the learn-
ing throughout the learning process. Most relevant to the current study are studies of how
students are engaged with online learning environments [16]. Evenmore specifically, we
are interested in the ways by which students interact with open-ended tasks that allow
for dynamic exploration in a trial-and-error manner rather than with close-ended tasks
that simply require answering questions.

One prominent example of researching problem-solving strategies in open-ended
learning environments is the study of science inquiry skills, which enables science
researchers and educators to detect higher-order skills like designing controlled experi-
ment [17]. Detecting cognitive and meta-cognitive skills while learning opens a gate for
further explorations of relationships between such skills and learning outcomes [18].

In the context of mathematics education, attempts have been taken to analyze learn-
ers’ interaction with online learning environments in a nuanced way, using log-based
measures like page visits, time on task, or repetition [19–21]. These attempts are suc-
cessful—at least to some degree—to prove relationships between interaction patterns
and outcome measures, which may be seen as a validation of this approach. That is,
real-time interaction patterns may indeed serve as a good proxy to learning.

3 Methodology

Students at elementary schools are the targeted audience for this interactive task. For
this exploratory study, we chose a convenient sample of N = 29 elementary school
students (9–12 years old) from both Israel and Germany. In Israel n1 = 12 students were
recruited through personal and professional networks of the research team. In Germany,
a 4th grade classroom was recruited with n2 = 17 participants. In both countries, the
sample contained students from different skill levels.

3.1 Research Field

Reflective symmetry in two-dimensional geometry is studied early in the elementary
school grades of both countries. By 4th-grade, students in both countries are expected to
understand this concept, to identify lines of symmetry, and to correctly classify shapes
based on reflective symmetry-related characteristics.

3.2 Research Population

The participants in our study were of age 9–12 years (M = 10, SD = 0.9), with a
gender distribution of 12 female to 17 male participants. We are aware of a statistically
significant difference in age between the two country-based groups (Mann-Whitney’s
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W-value = 38, at p < 0.01, and with Rank-Biserial Correlation of 0.63), however none
of the research variables proved a difference between these two groups; also, there were
no gender differences between the country-based groups, withχ2(1)= 2.26, at p= 0.13.
Therefore, we treated the whole population as one group.

3.3 Research Tool and Process

Our main research tool was an applet integrated, designed and developed using GeoGe-
bra.We choose GeoGebra as it allows designing a task with great flexibility at no cost, as
well as logging students’ actions (for future use). The applet providing the task presents
users with seven quadrilaterals, which they are asked to classify (see Fig. 1). The quadri-
laterals consist of both intuitive, as well as non-intuitive examples and non-examples
(see Table 1). The classification is based on the existence of at least one line of symmetry
and is done by dragging the shapes into one of two regions. Immediate feedback is avail-
able in the form of an updated cumulative count of correct and incorrect classifications.
Users can keep dragging shapes from anywhere to anywhere on the screen. We ran the
applet on either tablets or touch-screen laptops.

Fig. 1. The GeoGebra applet used in this study.

Table 1. 2x2 shape classification [14].

Intuitive Non-Intuitive

Example
Square Kite Tilted Square

Non-Example

Irregular Trapezoid Parallelogram Rotated
Parallelogram
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3.4 Data Collection, Preparation, Analysis

Data Collection. The data collection took place in early March 2022. Members of
the research team had met with each of the participants individually. In Israel, these
meetings took place in the students’ homes, after getting approval from their parents; in
Germany, these meetings took place in school, after getting approvals from their parents,
the responsible teachers aswell the schoolmanagement. First, the researchermade sure –
by asking them directly about it – that the participant was familiar with the concept of
reflective symmetry and was able to classify shapes based on this property. Then, the
researcher presented the participant a similar applet—focusing on a non-symmetry-
related classification task—which had the very same graphical interface and made sure
that the participant got familiar with the interface, with how to engage with the applet,
as well as the feedback mechanism. Finally, the researcher presented the participant the
symmetry applet and made sure the instructions are clear. The participant was then let
to use the applet by themselves until they stated that they were done. Each such meeting
was a few (up to approx. 5) minutes long.While using the applet, we captured the screen,
and used these recordings for our analysis. Also, the researcher instructed the participant
to think-aloud while using the applet, and to continuously comment on their reasoning;
we audio-recorded the participants for future analyses.

Data Preparation. The videos were manually coded with the basic unit of analysis
being a shape-movement, that is, dragging and dropping a shape from one place on
the screen to another place. Overall, we had 266 shape-movements, with number of
shape-movement per participant ranging between 7–21 (M = 9.2, SD = 3.0), with the
most common ones being from the “pool” (the area where all the shapes are located
when the applet is initiated) to either the symmetry (107, 40% of all shape-movements)
or the no-symmetry (109, 41%) areas. There were 37 shape-movements (14%) from
either the symmetry or no-symmetry areas to the other area, and 13 shape-movements
(5%) from either the symmetry or no-symmetry areas back to the pool. For each shape-
movement, we documented the following fields: action ID (across the whole population,
to make each movement distinguishable), user ID (so that movements can be linked
to the corresponding student), user-action number (count of actions for each user ID),
country, object dragged, area from which the object was dragged [pool, symmetry, no
symmetry], area inwhich the objectwas dropped [pool, symmetry, no symmetry], correct
classification [yes, no, N/A (in case of dropping at the pool)]. These fields were used for
calculating the variables.

Data Analysis. Due to the relatively small population size, we used non-parametric
statistical tests, that is, testing for differences between independent groups using Mann
Whitney test, between paired samples using Wilcoxon’s Signed-Rank test, and for
correlations using Spearman’s rho. Analyses were conducted in JASP 0.16.

3.5 Research Variables

Independent Variables. Serve as proxies to students’ feedback noticing and strategies.
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Feedback Noticing After [Correct/Incorrect] Classification. For each incorrect object
classification, we checked whether the student had immediately moved that object to
another area [True/False]. Similarly, for each correct object classification, we checked
whether the student had not moved that object in the immediate next step [True/False].
These are proxies for feedback noticing.

First Time [Shape] Moved. For each student, each of these seven variables (one per
shape) holds the serial number of the action in which that student moved this shape from
the pool area for the first time (whether it was correctly or incorrectly classified).

Steps Between [Squares/Parallelograms] First Moves. Our two pairs of similar shapes
denote two different cases – the two squares are both examples for reflective symmetry,
with one being intuitive and the other being non-intuitive; the two parallelograms are
both non-intuitive non-examples. These two variables measure to what extent students
recognized the similarity within each of these pairs of shapes, and to what extent they
understood that this similarity denotes on keeping the property of symmetry (or non-
symmetry). For each student and for each of these pairs, we calculated the number of
steps between first attempts to classify the two shapes within the pair.

Dependent Variables. Success was a dependent variable at the student-level.

Normalized Final Correct Classifications (M = 0.79, SD = 0.19). We calculated the
ratio of final correct score to the total number of shape-movements, because not all
participants achieved a perfect score of 7 correct classifications before declaring that
they had finished. Otherwise, the number of shape-movements as a proxy to knowledge
of (reflective) symmetry would be sufficient. This ratio normalized the final score. Note
that there were no significant differences in success between the two country-based
groups, with Mann-Whitney’s W-value = 119.5, at p = 0.45.

4 Findings

4.1 Feedback Noticing (RQ1)

Noticing Immediate Feedback (RQ1a). Overall, we had 50 instances relevant to iden-
tifying feedback noticing after incorrect classification, that is, cases in which a student
incorrectly classified an item and took another action after it; of these, in 18 cases (36%)
the feedback was unnoticed, that is, the next action did not consist of moving the incor-
rectly classified object. Conversely, of the 174 instances relevant to identifying feedback
noticing after correct classification, students were noticing feedback, that is, did not
move the correctly classified object, in 172 cases (99%).

Success and Feedback Noticing (RQ1b). Averaging at the student level, Feedback
Noticing After Incorrect Classification takes an average of 0.38 (SD = 0.38,N = 21),
and it was found to be not significantly correlated with Normalized Final Correct Clas-
sifications, with ρ = 0.12, at p = 0.61. Feedback Noticing After Correct Classification
was not relevant for this test, due to a ceiling effect.
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4.2 Empirically Validating the Research Framework (RQ2)

This research question aims at validating our theoretical framework.We did so by testing
for correct classification on first attempt, taking into consideration that each shape is
either an example or non-example for reflective symmetry, and whether it is an intuitive
or non-intuitive (non-)example (see Table 2). Overall, the square (intuitive example)
and the irregular quadrilateral (intuitive non-example) were the easiest to classify, with
all but one of the participants succeeding on their first attempt (however, in different
stages of the process, as is reported below, in Sect. 4.2). The parallelogram and rotated
parallelogram (non-intuitive non-examples) were the most difficult to classify, with only
18 and 16 of the participants (respectively) succeeding on their first attempt.

Table 2. Number (%) of participants who correctly classified each of the quadrilaterals on first
attempt, and the average step number in which each shape was first chosen for classification.

Shape Type # (%)
Succeeded

Avg. (SD) step no. first
moved

Square Intuitive example 28 (97%) 1.6 (1.0)

Irregular quadrilateral Intuitive non-example 28 (97%) 4.9 (4.2)

Tilted square Non-intuitive example 26 (90%) 3.9 (2.1)

Trapezoid Intuitive non-example 26 (90%) 6.2 (3.0)

Kite Intuitive example 20 (69%) 5.9 (3.5)

Parallelogram Non-intuitive non-example 18 (62%) 4.4 (1.5)

Rotated parallelogram Non-intuitive non-example 16 (55%) 4.4 (2.0)

Differences in Difficulty Between Examples and Non-Examples (RQ2a). We
counted the cases in which each of the examples (square, tilted square, kite) and non-
example (irregular, trapezoid, parallelogram, rotated parallelogram) shapes were cor-
rectly classified on first attempt. The examples were correctly classified in 85% of the
cases (74 of 87), while the non-examples were correctly classified in only 76% of the
cases (88 of 116). This difference is, however, not statistically significant, with χ2 =
2.6, at p = 0.11. Findings are summarized in Table 3 (right).

Differences in Difficulty Between Intuitive and Non-Intuitive (RQ2b). We counted
the cases in which each of the intuitive (square, kite, irregular, trapezoid) and non-
intuitive (tilted square, parallelogram, rotated parallelogram) shapes were correctly clas-
sified on first attempt. The intuitive shapes were correctly classified in 88% of the cases
(102 of 116), while the non-intuitive shapes were correctly classified in only 69% of the
cases (60 of 87). This difference is statistically significant, with χ2 = 11.1, at p < 0.05.
Findings are summarized in Table 3 (left).
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Table 3. Correctness in first attempt, by (non-)intuitive (left) and (non-)example (right)

Correct Incorrect Correct Incorrect

Intuitive 102 (50%) 14 (7%) Example 74 (36%) 13 (6%)

Non-intuitive 60 (30%) 27 (13%) Non-example 88 (43%) 28 (14%)

4.3 Relationships Between Solving Strategies and Success (RQ3)

First Shape Chosen to be Classified (RQ3a). Notably, the square was by far the most
popular shape to be classified on the very first attempt, with 69% of the participants (20
of 29) doing so. Other shapes were each chosen by only 1–3 of the participants to be clas-
sified on first attempt. Therefore, the seven variables accounting for the step-number in
which each of the shapes were first chosen to be classified is more indicative on students’
order-strategy compared to considering the first shape alone. From these variables, we
observed that, on average, the tilted square was chosen for classification relatively early
in the process, while the trapezoid and the kite were chosen for classification relatively
late. Findings are summarized in Table 2.

When testing for correlations between each of these seven variables and Normalized
Final Correct Classifications, we found that three such variables proved statistically
significant relationships. The later the parallelogram was first chosen to be classified –
the higher was student success, with ρ = 0.39, at p < 0.05. The earlier the kite or tilted
square were first chosen to be classified – the higher was student success, with ρ= -0.41
and ρ = -0.38, respectively, both at p < 0.05.

Importantly, we observed that the German participants tended to classify the kite
earlier in the process, compared with the Israeli participants (M = 4.5, SD = 1.7 and
M = 8.0, SD = 4.4, respectively). This could be explained by the fact that the kite – an
intuitive example – was located on the left-hand side of the pool area and recalling that
German is a left-to-right language while Hebrew is a right-to-left language. However,
in-depth studies on cultural differences are still pending.

Other shapes did not prove difference in this manner; this included the other intuitive
example, i.e., square, probably due to a ceiling effect, as it was the most frequent shape
to be classified on the very first attempt.

Steps Between Attempts to Classify Pairs of Similar Shapes (RQ3b). On average,
Steps Between Squares First Moves was 2.6 (SD = 1.9), and Steps Between Parallelo-
grams First Moves was 1.9 (SD = 1.3). This difference is marginally significant, with
Wilcoxon’s Signed-Rank W-value = 38.5, at p = 0.07. Note that the distances between
each of the pairs—as they appeared on the screen—were relatively similar (see Fig. 1),
hence this parameter cannot explain the difference in steps.

We found that Steps Between Squares First Moves was negatively correlated with
Normalized Final Correct Classification, with ρ = -0.40, at p < 0.05, that is, the closer
a student attempted to classify both squares, the higher was their success. There was no
relationship between Steps Between Parallelograms First Moves and Normalized Final
Correct Classification (ρ = -0.10, at p = 0.36).
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These findings indicate on the importance of recognizing similarity between shapes
of different types. Note that the two parallelograms are both non-intuitive examples,
while the two squares are either an intuitive example or a non-intuitive example.

5 Discussion

Weused visual information, alongwith immediate feedback, to study cognitive processes
required for building a concept image. Using an interactive sorting task that included
both intuitive and non-intuitive shapes, that served as either example or non-example, we
explored the process of analyzing and justifying (to self) symmetry-related properties.
Overall, our findings point out to the importance of non-intuitive (non-)examples in this
process (RQ2b). Contrary to previous findings, we found no evidence for differences
in the identification of examples or non-examples (RQ2a) [14, 22]. Therefore, non-
intuitive shapes should be presented to students more often. Importantly, our findings
help in designing effective feedback to sorting tasks.

5.1 Recommended Strategies for Problem-Solving

Indeed, we observed a few strategies of completing the sorting task, which—based on
the very nature of the problem, i.e., classifying—are overall governed by the order by
which shapes were chosen to be classified. Based on our findings of the relationships
between such strategies and success, we can derive a few recommendations for learners
engaged in similar tasks. Note that these recommendations are relevant for different
phases of the task-solving process.

Start with the Easiest Sub-Task. Many students started by classifying the square,
which at the same time was also one of the easiest shapes to classify (and therefore in
practice this strategy was not associated with success, due to a ceiling effect). Notably,
we found that an indication for success was relatively early attempts to classify the
kite, an intuitive example (RQ3a), as well as relatively-late attempts to classify the
parallelogram, a non-intuitive non-example, which led us to this recommendation.

Once a Sub-task is Correctly Accomplished, Look for Similar Sub-tasks. Another
indication for success was relatively close attempts to classify both squares (RQ3b),
which also has to do with the benefit of relatively early attempts to classify the tilted
square (RQ3a; as the square was highly frequently chosen in the first step). Hence,
this recommendation, which echoes the notion of the importance of using analogies
while solving problems [23]. Recently, Palmér and van Bommel’s [24] emphasized
the importance of explicitly using similar problems as part of young children’s learning.
Note that this strategy is enabled by the immediate feedback the system gives to learners.
This strategy, however, is not always linked to success as is the case with the pair of
parallelograms; note that the two parallelograms are both non-intuitive non-examples,
which may have made them more difficult to classify in the first place.
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When Left with the More Difficult Sub-Tasks, Compare them with what
has Already Been Accomplished. Implementing the two previous strategies will leave
students with the more difficult subtasks, however with a set of examples and non-
examples, both intuitive and non-intuitive. This set of worked examples could help them
to identify more complex similarities or dissimilarities [23].

5.2 Contribution to the Development of Automatic Feedback

The identification of beneficial strategies is of great importance for designing an auto-
matic elaborate feedback system that would support learners in real-time, throughout
the learning process. Here lies another important advantage of using interactive tasks, as
they can automatically and continuously store learner actions in log files, and this data
can be used to detect various behaviors, to respond to them, and to help in assessment.
This is indeed our next step following the findings of this study.

While there are already designs providing elaborate feedback similar tasks [25], our
approach differs in that it provides (non-)examples instead of asking learners to elicit
(non-)examples. This allows for presenting learners with non-intuitive (non-)examples,
which they are unlikely to produce themselves. Additionally, it is not restricted to inner-
mathematical objects, so that learners can be asked to classify extra-mathematical objects
as well [26]. Often, the feedback function, even as it could immediately lead students to
the correct answer, was not (immediately) used in the cases of incorrect classifications
(RQ1a), which highlights the need to make the feedback more prominent for them
to serve as a learning opportunity, as feedback in these cases seems to be linked to
success (RQ1b).Correctly classifiedobjects serve as reference for identifying similarities
regarding the given property.

5.3 Possible Application in Intelligent Tutoring Systems

Intelligent Tutoring Systems not only provide feedback to learners but also assign further
tasks according to a learner’s performance. The 2*2 framework of intuitive/non-intuitive
examples/non-examples and our findings can be of use for assigning tasks. Following
our findings, that intuitive (non-)examples are easier to classify than non-intuitive ones,
the learners should be presented with intuitive objects first. Once they are classified
correctly, tasks including non-intuitive tasks should be provided. In case of incorrect
classification of non-intuitive objects, similar intuitive objects (from a previous task)
can be presented and have learners compare them, serving as a learning opportunity to
analyze their mistake. This way learners can be systematically confronted with exam-
ples demonstrating boundaries and unusual cases representing properties of a given
concept. Using the notions of (non-)intuitiveness for task assignment can also be helpful
to systematically test for boundaries of learners’ knowledge.
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5.4 Implications for the Design of Digital Tasks

Our findings are of importance for designing digital tasks as well. We point out to the
importance of using both examples and non-examples for supporting the enhancement
of children’s concept image. Also, we emphasize the importance of incorporating both
intuitive and non-intuitive (non-)examples, as they help distinguish between levels of
proficiency, as well as for supporting beneficial feedback. Importantly, the 2*2 frame-
work of intuitive/non-intuitive examples/non-examples can be implemented in numerous
educational contexts and settings, which is one of its strengths.

5.5 Conclusions and Limitations

We demonstrated how student’s engagement with an interactive sorting task in mathe-
matics can derive various strategies, and that some of them were beneficial for solving
the task successfully. The findings of this study could serve as foundations for the devel-
opment of an elaborate feedback mechanism, as well as a basis for task assignment
loops in intelligent tutoring systems. Of course, this study has limitations; mostly, it is
about the sample size being rather small and about having examined only one applet
in a specific educational context. Despite these limitations we believe that our findings,
based on this unique approach we took, are meaningful.
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Abstract. Learning Analytics Dashboards (LADs) are becoming a key
element in enabling learners to monitor their learning, plan and actually
learn. However, LADs are sometimes not completely adapted to students,
who are rarely involved in their design. Moreover, even when they are, the
implemented LADs are often the same for all students, whereas previous
works have shown the value of adapted LADs. Here we investigate which
adaptations are requested by students, and attempt to identify which
data and visualizations are suitable depending on the student’s profile.
More specifically, we consider dynamic profiles as students’ expectations
can vary over the course duration. By using LADs co-design sessions
both online and on-site, we collected needs from N = 386 university
students from different disciplines and degree level, split in 108 groups
(2 to 4 students). After a manual annotation, we identified a total of
54 types of data and indicators, divided into 12 thematics. Our first
analysis confirmed some previous results, particularly on the use of peer
comparisons that do not fulfill every student’s needs. And we noticed
other expectations according to the student’s learning context or the
academic period. Future work will benefit from these results to define a
model of adapted LADs.

Keywords: Dashboard · Learning analytics dashboard · Indicator ·
Co-design

1 Introduction

Technology-Enhanced Learning is nowadays widely developed for both distance
and face-to-face learning, which allows us to collect and analyze a large amount
of traces of learning activities in order to help learners. By analyzing the data
collected, we can understand how users learn with technology, develop new learn-
ing tools and offer a unique learning path for each learner. In the field of possi-
bilities provided by learning analytics, Learning Analytics Dashboards (LADs)
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are a particularly popular approach to support learning. In recent years, sev-
eral reviews have shown the growing interest in LADs [4,11,17–19]. But they
also revealed the need for further research to design LADs showing a better
grounding in learning sciences and learning theories, in particular due to the
lack of specific visualizations for the activities of learning and teaching. Sahin
and Ifenthaler [17, p. 18] identified the need to involve stakeholders to define
“which metrics are important” to them. Recent work by Ahmad et al. [2, p. 66]
has also concluded “that it is necessary to keep students and their opinions in
the loop”. In the case of students’ LADs, previous works [16,21] concluded that
students needed adapted LADs with personalized displays. To meet this need,
co-design tools have been developed to involve students in the design of LADs
[5,7,8,14,15]. This approach is all the more important as, even if indicators and
visualizations used in LADs can be helpful for the student, e.g. to be aware of
their progress [11], it can also have negative consequences, e.g. peer comparison
in some contexts [20,21]. The importance of involving students in the design of
LADs having been demonstrated, we will focus in the next part on the content
of these LADs, in particular on indicators and visualizations that compose them.

1.1 Previous Works

Schwendimann [19, p. 37] defines a Learning Dashboard as “a single display
that aggregates different indicators about learner(s), learning process(es) and/or
learning context(s) into one or multiple visualizations”. Several studies consid-
ered existing indicators and their associated visualizations for LAD. Indicators’
definitions vary according to the context. Glahn et al. [6, p. 2] provides one
that is quite generic: “Indicators are mechanisms to provide simplified infor-
mation that are valuable to a task. With some background knowledge we can
understand the meaning of an indicator without the need of knowing about the
details of the underlying process or mechanism”. In a review on LA indicators,
Morais Canellas [13, p. 107] defines a learning analytics indicator as “a calcu-
lated (quantitative or qualitative) measure [computability property] linked to a
behaviour or an activity instrumented by the [traceability property] of one or
more learners, visible to a user [visibility property] and which can be used to
calculate other indicators”. LADs are composed of several kinds of indicators
and even if some general definitions exist, Ifenthaler [9, p. 168] said “standards
for indicators, visualizations, and design guidelines that would make learning
analytics pedagogically effective are lacking”. In the literature [3,7,8,12], we can
find studies describing various indicators used in students’ LADs, but to the best
of our knowledge, there is no consensus on a single exhaustive list of indicators
for students’ LADs or even on a single way to categorize them. Ifenthaler and
Yau [10] worked on indicators to support success in predicting learning outcomes,
and although some of them can be used in LADs, they focused on identifying
students at-risk and did not attempt to cover all the expectations of students’
LADs. Depending on the studies, LADs’ indicators can be classified in different
categories. We can use the aforementioned definition from [19] to consider three
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categories: indicators about learner(s), learning process(es) and/or learning con-
text(s). According to Jivet et al. [12], indicators used in LADs can be of two
kinds: learning behaviour indicators, which provide information at the “learning
process level”, and content progress indicators, which provide information at the
“task level”. A study from Gartner [1] on LA indicators classified them in four
different types of analysis based on the nature of the performed analysis and
which are increasing both in terms of value for the stakeholders and in terms of
difficulty to compute them: descriptive (what happened?), diagnostic (why did
it happen?), predictive (what will happen?) and prescriptive (what should be
done?).

Some previous works to produce LADs for students involved them in different
phases, from conception to prototyping. Hilliger et al. [8, p. 118] identified that
“the design of any dashboard should anticipate that its use could have a different
effect depending on the context and the targeted user”. With this approach,
they defined indicators “relevant at the moment of choosing courses” [p. 127] for
a dashboard with a specific objective. This observation highlights the implicit
need to consider indicators that are relevant at a given moment in time. For
this reason, Gras et al. [7] developed an interactive dashboard which can be
customized by first year university students, implying that “one size may not fit
all” when it comes to students’ LADs.

Overall we see that all these studies seem to define indicators and visual-
ization(s) for students’s LADs with specific objectives and an adaptation to a
learning context. However there is a lack of works around the generalizability of
LADs indicators (1) to different students in the same context or (2) to different
learning contexts.

1.2 Objectives

In this paper, we try to investigate the need for LADs’ adaptation through a
different approach than in previous works. Namely, we seek to understand the
needs for student LADs, not for an artificially imposed goal, but for a goal chosen
by each student themselves. The underlying assumption is that students may be
more at ease to propose their ideal indicators when they do so in a real context (a
given course they are registered to) and for a goal that they deem relevant in the
first place. Then using data from these numerous co-design sessions organized
with university students, we tried to identify which indicators (and to a lesser
extent, which visualizations) are spontaneously wished for by students depending
on several elements of context such as their discipline, the study duration (short
or long), their level (undergraduate or graduate), the moment in the semester
(at the beginning of a course, during an ongoing course or towards the end of
it, right before the final exam). More precisely, we attempted to answer the
following research questions:

– RQ1: Is there a set of indicators for students’ LAD that cover their expecta-
tions?
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– RQ2: Are there shared expectations of students for their LAD? I.e. are there
frequently wished for indicators desired by a majority of students who have
a same objective for their LAD?

– RQ3: Are there different expectations of students for their LAD, depending on
their learning context (study duration, level) and/or moment in the semester
according to the LAD’s objective?

2 Material

To answer our research questions, we organised LAD co-design sessions using a
co-design tool (PADDLE or ePADDLE method [14]), online or in face-to-face
sessions, with students in different contexts presented in Table 1. In this paper we
use data from a total number of 108 groups of 2 to 4 students (N = 386 students
overall). Each group was asked to design a LAD for a specific objective among
6 possible ones (monitoring, planning, communication, evaluation, evolution,
remediation) that they were choosing themselves at the beginning of the session.
A co-design session lasted an average of 91 min (SD = 25 min). For each LAD,
we collected a list of indicators defined by students with a name, a description,
one or more visualization(s) and a drawing of the final dashboard (see Fig. 1 for
some examples of such dashboards). LADs produced by the students contain an
average of 7.04 indicators or data (SD = 2.17).

Table 1. The 7 different contexts of students participating in co-design sessions

Study

program

Study

years

Period in

the

semester

Study

duration

Co-design

conditions

Number

of groups

Number

of

students

Humanities 1 Middle 5 Face-to-face 2 4

Pharmacy 2 Beginning 6 Face-to-face 23 91

Pharmacy 2 End 6 Online 34 121

Pharmacy 5 Middle 6 Face-to-face 1 3

Pharmacy 5 End 6 Face-to-face 1 2

Pharmacy 5 Middle 6 Face-to-face 29 107

IT 1 End 2 Online 18 58

Total 108 386

3 RQ1: Set of Indicators for Students’ LAD

3.1 Method

From the raw data, for each indicator defined by a group of students, we inferred
a generic title to be able to compare the content of the different LADs. For
each of the 108 LADs, we have listed indicators wished for by students and the
associated desired visualization(s) they described or drew.
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Fig. 1. Examples of LAD drawing produced by students

3.2 Results and Discussion

Overall, we listed 761 data and indicators with their visualization(s). After cod-
ing with generic titles, we obtained 54 indicators divided into 12 thematics using
24 different visualizations. Some thematics (monitoring, planning and commu-
nication) overlap with the objectives of the LADs. It is worth noting that not
all of the 54 indicators wished for by students match the definitions of a LAD
indicator from [12] or [13], as students sometimes wish for information that is not
directly linked to their learning but which they consider useful in order to plan
their learning session (such as weather or personal agenda). Figure 2 shows all 54
indicators and data sorted by the percentage of groups that listed them. We can
observe that no single indicator corresponds to all LADs (the most requested
indicator, which is the grade, is asked for by 60% of students) and that there is
a limited number of data and indicators desired by the majority of students.

We can see that the needs expressed are not limited to indicators, but stu-
dents also ask for data, whether related to learning or not. We have chosen to
keep indicators and data in our analysis because the LADs designed by the stu-
dents are coherent sets. This is in line with Jivet’s findings: “different tools should
complement dashboards and be seamlessly integrated in the learning environ-
ment and the instructional design” [11, p. 93]. In our study, students may have
defined learning environments rather than LADs.
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Fig. 2. Indicator and data sorted by the number of groups that selected them

4 RQ2: Prevalence of Most Frequent Learning Indicators
by Objectives

4.1 Method

Using the list of 54 indicators identified in RQ1, we looked for the 5 most wanted
data and indicators by objective (monitoring, planning, communication, eval-
uation, evolution, remediation) and analyzed also the associated visualization
chosen.

4.2 Results and Discussion

We obtained 17 items presented in Table 2. Almost all data and indicators
listed in Table 2 were whished for by groups of different kinds of study except
those marked with *. We can observe that some data and indicators are shared
by different objective, by different study program but, none is wished by all
groups. For the 5 most wanted data and indicators, students expressed different
needs in visualization for each data or indicators (between 5 and 17 different
visualizations).

By comparing the desired data and indicators according to the LADs’ objec-
tives, we have identified some items that are shared by several learning contexts,
but none of them is validated for all situations. Even if the grade seems to be
wanted by a majority of groups, this data can be represented by different visual-
izations. This indicator is suitable for only 35% of LAD with a planning objective,
perhaps because the planning objective groups together several sub-objectives
such as planning one’s work for the semester or planning one’s revisions. The
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Table 2. Compilation of the 5 most wanted data and indicators including ex-aequo
for each objective (monitoring[MON], planning[PLA], communication[COM], evalua-
tion[EVA], evolution[EVO], remediation[REM]) presented by % of groups concerned

Thematics Data and indicators Rank LADs’ objectives

MON

N = 15

PLA

N = 54

COM

N = 10

EVA

N = 11

EVO

N = 12

REM

N = 6

Monitoring Inventory of time spent and/or

time remaining

7 20 28 20 55 17 0

State of play and/or remaining

work

3 67 50 20 45 8 17

Planning Timetable 2 13 57 50 27 33 17

To do list 6 47 31 20 9 8 0

Communication Help 23 13 4 20 0 0 33

Useful contacts∗ 17 0 13 40 0 0 17

Course Course content 9 20 15 50 18 17 33

Description of the course,

resources, and activities

11 7 24 20 9 33 0

Knowledge requirements∗ 28 0 4 0 9 25 0

Learning Comparison with peers 4 20 28 50 73 58 50

Formative assessment∗ 14 13 7 10 36 25 17

Status of knowledge or skills

(acquired and/or to be

acquired)

8 53 13 30 27 25 0

Method Difficulties and adaptation∗ 15 13 17 10 0 8 33

Evaluation After evaluation 18 7 0 0 0 0 33

Date 5 33 35 30 9 17 33

Grade 1 80 37 70 91 83 100

Personal life Private organisation, leisure

and free time

10 7 33 0 0 25 0

*Data or indicator whished for by students from only one kind of study program.

peer comparison indicator, which is often proposed in LADs, varies greatly, rang-
ing from 20% to 72% of groups depending on the objective. This result confirms
the need to adapt the LADs to the learning context and target, as identified in
previous works. To go further, we should explore, for the same learning context
(same student cohort, same study program, same year, same LAD objective), if
there are shared expectations of students for their LAD.

5 RQ3: Links Between Indicators and Need Profiles

5.1 Method

To identify a possible link between indicators and need profiles, we looked at the
variation of expressed needs and selected the 5 data and indicators which varied
the most for:

– the study year: first, second and fifth year,
– the moment when the co-design session took place: at the beginning, the

middle or the end of the semester.
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To complete this approach, additional analysis were conducted using SAS
software (SAS v9.4, SAS Institute Inc., Cary, NC, USA). Categorical variables
are presented as absolute numbers and percentages. Chi-square tests or Fisher’s
exact tests were used as they seem appropriate to compare proportions of a
categorical variable. When a statistically significant result is found, Cramer’s
V was used to estimate the strength of association between the variables. A
two-tailed type I error rate of 0.05 was considered for statistical significance.

5.2 Results and Discussion

According to different learning context variables, we have identified various
wishes by exploring the variations in the needs expressed by students.

Variation Between Study Year. According to the study year, indicators
which varied most are presented in Table 3. We identified statistically significant
links for several thematic with some study year:

– 1st year students are less interested by indicators and data of the thematic
information (p = 0.03 < 0.05, V = 0.22) with 0% vs. 23% of 2nd and 5th year
students who wanted this kind of indicators (medium association).

– 1st year students are also less interested in planning data than the others
(χ2 = 7.35, p = 0.02 < 0.05, V = 0.26) with 35% for 1st year vs. 65% and
71% for 2nd and 5th year (medium association).

– 1st year students are mainly more interested about data and indicators about
project (p < .0001, V = 0.62) with 50% of 1st year vs. >2% for the others
(strong association).

– finally, data about personal life interested mainly 2nd year students (p =
0.0057 < 0.05, V = 0.31) with 33% vs. 5% for 1st and 10% for 5th year
(medium association).

Table 3. The 5 data and indicators which varied the most according to the study year
presented by % of groups concerned

Thematics Data and indicators 1st year 2nd year 5st year

Learning Comparison with peers 25 43.86 35.48

Planning To do list 20 49.12 45.16

Course Course content 5 28.07 16.13

Evaluation Coefficients 0 17.54 22.58

Learning Formative assessment 0 15.79 19.35

1styear students seem to expect less information to implement a learning
strategy (coefficient, formative assessment). On the other hand, the are more
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interested with data and indicators about project management. In our study,
1st year students came from two different academic programs and 2nd and 5th

year from another academic program which could bias the results. The major-
ity of first year students are in an IT course with a project-based pedagogical
approach, which can explain the high interest for this kind of indicators. All
2nd year students are pharmacy students and they have just passed the 1st year
of health studies, which means a very intense 1st year. This could explain the
importance of personal life for them, and they hope to find some leisure time. To
refine this first result, data from several academic programs would be needed for
each sample. And the type of study (duration, thematic, pedagogical approach)
should probably also influence students’ expectations. The year of study should
be coupled with this information to refine this result.

Variation Between Moment in the Semester. The results of the variations
in students’ expectations over time are presented in the Fig. 3. These results
seem globally aligned with what one might naturally expect to observe. At the
beginning, students need to plan the semester with basic information (timetable,
evaluation’s date, expected working time) and consider planning personal life.
The information on planning decreases in the middle and at the end of the
semester. They are replaced by two kinds of indicators, a learning one with the
status of knowledge or skills (acquired and/or to be acquired) and a monitoring
one the state of play and/or remaining work, probably to be ready for the exams.
We have often seen LADs adapted to the learning context or/and adaptable by
the students, but to our knowledge, no adaptation has been provided by the
system according to the time. To go further to refine our results, adaptation over
time by the system should be explored as an additional adaptation possibility.

Fig. 3. Variation over time (% of groups who requested these indicators broken down
by moment)
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6 Conclusion

As previous work has identified, LADs for students need to be adapted to the
learning context and by students. We wish to pursue this line of work by investi-
gating whether there were shared data or indicators between LADs with different
objectives and whether it was possible to identify adaptation needs according to
different variables linked to the learning context. Our results seem to indicate
that there are some data and indicators more often desired by students, but in all
cases, they remain specific according to the objective of the LAD. It seems that
the needs of students change over time, depending on the time in the semester
(beginning, middle and end). Students would like useful information to plan at
the beginning of the semester and at the end of the semester, they seem to prefer
indicators to assess the knowledge and skills acquired and the progress in the
remaining work. This result opens new possibilities to adapt LADs according to
time. Our next steps will be to try to define from these results an adaptive LAD
model for students and to experiment on real LADs with students.
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3 University of Tartu, Ülikooli 18, 50090 Tartu, Estonia

jaan.aru@ut.ee

Abstract. While one-to-one initiatives (that equip each student and
teacher with digital devices) have been widely implemented, no system-
atic review has explored how they are being evaluated. The contribution
of this paper is twofold. First, we present exploratory insights from a
systematic review on the evaluation of one-to-one initiatives. We focus
on the relations inside the related research community and explore the
relevant research topics that they have considered, through bibiliomet-
ric network analyses and topic modeling. Second, this paper contributes
to existing guidelines about systematic reviews with an example that
applies the mentioned analyses after the manual in-depth review of the
papers (usually they are applied in parallel, or afterwards). Results depict
a fragmented community, with little explicit collaborations among the
research groups, but that shares a common body of literature providing
good practices that can inform future one-to-one implementations. This
community has considered a common set of topics (including, the imple-
mentation of educational technologies, mobile learning and classroom
orchestration). Future evaluations of one-to-one initiatives would benefit
if grounded in pedagogical theories and informed by learning analyt-
ics. Our approach enabled us to understand the dynamics of the related
community, identify the core literature, and define guiding questions for
future qualitative analyses.

Keywords: One-to-one computing · Evaluation · Bibliometric
network analysis · Topic modeling · Systematic literature review

1 Introduction

One-to-one (1:1) initiatives aim to better support teaching and learning prac-
tices by providing to each student and/or teacher a digital device (e.g., laptops,
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or tablets) [13]. Such initiatives go beyond the mere matching of stakeholders
and devices, as apart from supporting the creation of physical and digital infras-
tructures, they are guided by specific pedagogical objectives and target teachers’
professional development. Depending on the socioeconomic context, 1:1 initia-
tives have different pedagogical goals. For instance, when applied in low-income
schools, they have targeted bridging the digital divide, or providing equal oppor-
tunities to students [17], while in economically developed contexts goals have
included aspects such as collaborative learning, or self-regulated learning [7].

Related research has found that granting each student a device can partially
bridge the digital divide, promote collaborative learning, improve communica-
tion between teachers and students, and ameliorate student writing skills and
engagement, among others [7]. Nevertheless, 1:1 initiatives experience several
challenges, as apart from concerns related to students’ screen time and behavior
[18], they require extensive teacher training, a positive attitude toward change
(both from teachers and school managers), as well as offering continuous peda-
gogical support to teachers [13,18]. Indeed, the sustainability of 1:1 initiatives
over time is a notable issue [7]. For these reasons the evaluation of 1:1 initiatives
is a central aspect to the related research community [3].

There exist several works describing the implementation and evaluation of
specific 1:1 initiatives (e.g., [2,5,19]). Moreover, previous systematic reviews on
1:1 initiatives have mainly focused on the impact of such initiatives [6,7,11], or
factors influencing their implementation [1,13,16]. To the best of our knowledge,
no systematic review has inquired about how 1:1 initiatives have been evalu-
ated (including all, the contexts of the evaluations, methodologies used, and
outcomes), which would create awareness about existing good practices about
evaluating 1:1 initiatives, context-dependent guidelines, and potential research
gaps.

The current paper presents the first exploratory analyses of a systematic
review about the evaluation of 1:1 initiatives. Our first goal is to understand the
dynamics inside the research community that has evaluated these initiatives.
Namely, we focus on the co-authoring patterns between the researchers, the
awareness that researchers have of each-others’ work, and on identifying the
core literature around the evaluations of 1:1 initiatives. Our second goal is to
explore the main research topics considered by the papers under review. To deal
with it, we explore both explicit topics (e.g., keywords explicitly mentioned in the
papers under review) and latent topics (emerging from the automatic analysis
of the textual content of the papers). To achieve these goals we apply a set of
automatic analyses based on bibliometric network analyses and topic modeling
(further explained in the Methodology section).

These analyses are not uncommon in systematic reviews and can provide
useful insights on the maturity and the structure of a research community, can
help to identify the relevant literature around a topic, and to discover latent
topics found in the textual content of large sets of papers that cannot be easily
analysed manually (see, for instance [14]). Nevertheless, the common practice in
systematic reviews has been to conduct these analyses after, or in parallel with
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the in-depth qualitative analyses of the papers, once the researchers have gone
manually through all the selected papers. Thus, this paper, apart from provid-
ing awareness about research evaluating 1:1 initiatives (based on the two main
goals above), also contributes to the body of literature on conducting systematic
reviews with an example that uses the mentioned quantitative analyses before
starting with the manual filtering process and in-depth analyses of the selected
papers (see the Methodology section). In the Discussion section we further dis-
cuss the benefits that we identified from following this approach, by emphasising
that they served as a starting point that not only provided useful insights about
the considered research community, but that also lead to the formulation of a
set of guiding questions that will inform future manual analyses.

In the rest of this paper, Sect. 2 presents the related work, while Sect. 3 the
methodology. In Sect. 4 we discuss the results and reflect about our approach,
while Sect. 5 concludes the paper and presents the future work.

2 Related Work

2.1 Existing 1:1 Computing Initiatives

The first school-wide 1:1 initiative was implemented in 1990 in Australia, after
which similar programs have been broadly implemented elsewhere [8]. Nowadays,
there exist several similar initiatives, such as Bring Your Own Device, where
students are encouraged to use their devices at school, or One Laptop Per Child
that targets developing countries [8]. The scope of 1:1 programs is determined by
the initiating institutions that usually consist of the central/local government,
school administrators [13], but also teachers and parents that might be involved
in the decision-making [17].

The impact of 1:1 initiatives is still an open issue. For instance, it is clear
that merely providing devices it is not enough (such as by trying to close the
digital divide between low and high-income students and expecting that the
learning results will improve). More recent initiatives are also targeting specific
pedagogical interventions (e.g., that aim to enhance the learning practices of the
low-income students) [1]. Targeted learning practices and objectives include self-
regulated learning, developing problem-solving skills, or career readiness [13,18].
The evaluation of 1:1 initiatives is a crucial aspect. As these initiatives continue
to grow, expand and target a multitude of teaching and learning practices, it is
important that they also focus on the quality and rigor of their evaluation [3],
as when the assessment of the impact of 1:1 initiatives is not accurate, it might
affect the transferability and sustainability of the related good practices [2,17].

2.2 Related Reviews on 1:1 Computing

There exist several reviews on 1:1 computing. Some consider the implementation
of 1:1 initiatives, by rather focusing on the factors that influence it (e.g., [11]), or
on specific contexts (e.g., [7] focuses on primary and secondary schools). Other



Evaluating 1:1 Initiatives 313

reviews report on the impact of 1:1 initiatives, mentioning that demographic
factors and the size of the program can impact the outcomes [1], or that such
initiatives can have positive effects in several subjects (such as mathematics, or
English) [18]. While the evaluation process has not been considered in existing
1:1 reviews, a related review in computing education reported that the evaluation
has usually been ad-hoc, as for instance it has not followed standardised practices
(e.g., using national assessment tests to measure the impact of implementing
educational technologies) [3]. Various 1:1 reviews also call for further large-scale
research on the evaluation process of 1:1 initiatives [6,13]. Moreover, no review on
1:1 computing has analysed the relations inside the related research community,
which would provide evidence among others, about the collaboration patterns
inside the research community, if there exist a common body of literature that
can guide future 1:1 implementations, and on the most important research topics
considered (which could help identifying research gaps).

3 Methodology

Following the guidelines for systematic reviews from Kitchenham and Charters
[10], we defined a search query with keywords representing the main research
topic (i.e., 1:1 computing) and our focus (e.g., evaluation). We opted for the
following query, due to the number of papers it yielded and their relevance: (“1:1
computing” OR “one to one computing” OR “1:1 computing” OR “1:1 laptop*”
OR “one to one laptop*” “1:1 laptop*”) AND (“evaluat*” OR “measur*” OR
“assess*”). The asterix (meaning followed by any list of characters) was used to
include multiple versions of a keyword (e.g., evaluation, evaluations, etc.).

We applied this query on April 30, 2021 on 8 databases relevant for Technol-
ogy Enhanced Learning, or TEL (represented in Fig. 1). We also considered the
first 100 results on Google Scholar to identify potentially relevant grey literature,
resulting in a total of 6537 papers. Next, to standardize the process, as different
databases apply different filtering criteria, we automatically filtered the papers
based on whether the query was found in the title, abstract and keywords of
each of them, resulting in 201 papers. The first two authors of this paper sep-
arately reviewed the main parts of the resulting papers (namely, title, abstract
and keywords) and discarded the ones that were out of scope (e.g., not related
to an educational context), not written in English, or not accessible online (even
after contacting the authors). Doubtful cases were discussed between all the
co-authors, until reaching an agreement. This process resulted in 175 papers,
considered for the automatic analyses.

To conduct the automatic analyses, we were guided by the following research
questions (RQ): RQ1. To what extent is the research community that has eval-
uated 1:1 computing initiatives interrelated, based on existing collaboration pat-
terns, awareness of each-others work, and the related literature that has been
considered? RQ2. What are the main research topics that have been considered
by the body of literature evaluating 1:1 computing initiatives? To respond to RQ1,
we focused on three themes (see Fig. 2). To analyse the collaboration patterns
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Fig. 1. Stages of the systematic review.

mentioned in RQ1, we considered the co-authorship network of the researchers
involved in the papers under review (theme 1.1 in Fig. 2), To understand the
awareness that researchers had about each-others’ work, we analysed the net-
work of co-citations between the authors (theme 1.2 in Fig. 2). Regarding the
considered literature, we focused on the network of specific sources co-cited by
at least two of the papers under review (theme 1.3 in Fig. 2).

Fig. 2. Research questions, related themes and data analyses methods.

To respond to RQ2, we considered both explicit (theme 2.1 in Fig. 2) and
implicit topics (theme 2.2 in Fig. 2) found in the papers. To identify explicit
topics, we analysed the the co-occurrence of the keywords by visualising the
network of keywords found in at least two of the papers. Similar keywords (e.g.,
classroom orchestration, orchestration, etc.) were considered as being the same
one. To produce the bibliographic network we used Vosviewer1.

1 https://www.vosviewer.com/.

https://www.vosviewer.com/
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Regarding implicit topics, we applied Latent Dirichlet Allocation (LDA), a
machine learning technique that is used for topic modeling and that automati-
cally identifies the latent topics found in a group of documents, by statistically
allocating words to topics and topics to documents (e.g., by clustering the text
found in the documents into specific topics based on the words included in them,
and by statistically specifying the probability that a given topic is found in a
given document). We applied LDA to the textual versions of the 175 papers,
excluding the authors’ names, affiliations, and references. We did not limit the
number of topics per document (meaning that one document could include sev-
eral topics). To choose the optimal number of overall topics, we used LDATun-
ing2, which compares four different metrics and that resulted in 13 topics. The
LDA algorithm was implementation using the LDAvis3 package in RStudio4.

To make sense of the similarities between the 13 topics, we grouped them
based on a Principal Component Analysis (PCA) plotted in a two-dimensional
space, where topics closer to each other tend to have similar features (see the
Results section). The first two authors of this paper interpreted the resulting
topics, by considering the word-maps produced by the algorithm for each topic
(i.e., the most relevant words for each topic), the PCA, and the knowledge that
they had on the papers that were related to each topic. Figure 2 summarises the
RQs, their related themes and data analyses methods used.

4 Results

We identified 175 papers published from 2006 to 2021, from which 148 were
journal papers, 12 conference papers, 11 project reports, 3 book chapters, and
1 PhD thesis. The full list of papers can be found online5. This section presents
the results alongside the RQs and the corresponding themes.

RQ1: Relation Patterns of the Research Community that Has Evalu-
ated 1:1 Initiatives

Theme 1.1. Co-authorship. Figure 3 depicts a fragmented research community,
composed of multiple research groups that have evaluated 1:1 initiatives and
that have had little explicit collaborations. Few researchers have collaborated on
more than one paper (depicted with colors).

Theme 1.2. Citations Among Authors. From 477 researchers that co-authored
the papers under review, 57 (12%) co-cited each other. Figure 4 depicts their
network, in which we distinguished 10 different clusters when grouping authors
based on the co-authoring patterns presented in theme 1.1. (represented by dif-
ferent colors in Fig. 4). Not surprisingly, co-authors of multiple papers tend to
cite each other (represented by stronger connections within the clusters).
2 https://github.com/nikita-moor/ldatuning.
3 https://github.com/cpsievert/LDAvis.
4 https://www.rstudio.com/.
5 https://bit.ly/1to1CompFullListPapers.

https://github.com/nikita-moor/ldatuning
https://github.com/cpsievert/LDAvis
https://www.rstudio.com/
https://bit.ly/1to1CompFullListPapers
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Fig. 3. Network of the co-authorship of the papers under review visualising the names
of the first authors. With colors, groups of researchers that have co-authored more than
one paper. (Color figure online)

Theme 1.3. Considered Literature. Apart from explicit collaboration patterns
and/or knowledge of each-others’ work (discussed in the previous themes), we
also checked whether the community of research that has evaluated 1:1 initiatives
was implicitly related, by checking the network of co-citations of the literature
that they had considered (i.e., citations found in more than one paper). From
1005 unique sources, 156 were co-cited. To focus on the main literature, in Fig. 5
we show the network of the co-cited sources that had at least 10 citations on
semanticscholar.org (resulting in 31 papers, which full list can be found online6).
We noticed in Fig. 5 that various of the main authors are also found in the previ-
ous two themes, which might suggest a group of core authors in 1:1 computing.
Furthermore, we noticed four different clusters (depicted with different colors
in Fig. 5. Various co-cited papers were literature reviews (rather systematic, or
not) in 1:1 computing (with green, in Fig. 5). We have already mentioned some

6 https://bit.ly/1to1CompLiteratureCoCited.

https://bit.ly/1to1CompLiteratureCoCited
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Fig. 4. Network of the citations among the authors of the papers under review depicting
the authors that co-cited each other. With the same color, researchers that have co-
authored papers. Only the names of the main authors of both the papers under review
and the cited papers are visualised. To simplify the graph, authors with less than 15
citations on semanticscholar.org were hidden. (Color figure online)

of them in the Related Work section. Only 5 papers were theoretical framework,
or models that guided the implementation of 1:1 initiatives (with yellow), such
as the TPACK framework that describes the type of knowledge that teachers
need for a successful integration of technology in teaching practices [12]). Several
papers focused on the different contexts, the implementation and lessons learned
from specific 1:1 initiatives (with red; see for instance [19] for a context involving
low-income students). We also identified 10 papers that presented the evaluation
of specific 1:1 initiatives (with blue in Fig. 5; see, for instance [5]).

RQ2: The Main Topics Emerging from the Papers

Theme 2.1. Explicit Topics. The network of the co-occurrence of keywords
depicted three main clusters referring to the methodology, context and objective
of 1:1 initiatives (see Fig. 6). The methodologies used seem to include both qual-
itative and quantitative approaches. Apart from the main objectives relate to
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Fig. 5. Network of the literature co-cited by the papers under review, including: reviews
about 1:1 computing (green); evaluations of 1:1 initiatives (blue); theoretical mod-
els/frameworks relevant to the context (yellow); papers describing the different con-
texts, strategies and guidelines (red). (Color figure online)

the integration of educational technologies, other ones seem rather related to the
two main stakeholders (i.e., teachers, students and their teaching and learning
practices), or to the 1:1 initiatives themselves (e.g. their effectiveness, or sus-
tainability). Regarding the context, the emphasis seems to have been rather on
the specific technology that was implemented (e.g. laptops, or mobile devices),
or on the technical context (e.g., ubiquitous computing). Nevertheless, various
pedagogical contexts relevant to TEL are mentioned, such as mobile learning,
or computer-supported collaborative learning (cscl).

Theme 2.2. Latent Topics. We grouped topics resulting from the LDA analy-
ses into four main clusters (see Fig. 7). Similar to theme 2.1., we noticed that
two topic clusters referred to the methodology and the context of 1:1 initiatives.
The context cluster included three topics with similar relevance (as represented
by their size) that seem to refer to the pedagogical, sociocultural and technical
context. For instance, topic 12 that we named as technical context, included key-
words such as laptop, computer, mobile, ubiquitous, etc.). Learning and teaching
practices (with red in Fig. 7) have been the most relevant topics. For instance,
keywords related to teaching practices (apart from obvious keywords such as
teacher, or teaching) included planning, management, or guidance. Finally, sev-
eral topics were related to the evaluation, or outcome of 1:1 computing.
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Fig. 6. Network of the co-occurrence of keywords in the papers under review, including
keywords related to the methodology (blue), the context (green) and the objectives
(red) of 1:1 initiatives. (Color figure online)

5 Discussion

The body of research evaluating the impact of 1:1 initiatives showed little explicit
collaboration among the involved research groups, as evidenced by the small
number of co-authored papers (theme 1.1). While these results need to be com-
plemented by an in-depth qualitative analyses of the papers, they might suggest
that when evaluating the 1:1 initiatives, researchers have focused on the spe-
cific sociocultural contexts (e.g. such as [19] in USA). Thus, future work could
target comparative studies that consider different contexts (e.g., comparing the
impact that 1:1 initiatives in different countries), which would help to identify
transferal good practices and produce guidelines that could better guide the
implementation of future initiatives.

Only a core number of research groups seems to be aware of each-others’ work
(theme 1.2), which coincide broadly with both the groups that had co-authored
together (see Fig. 4) and the authors of the most cited sources (see Fig. 5). On the
short term, the body of literature produced by these core groups could serve as a
source of good practices. On the long term, further communication between the
different research groups could be raised through transnational co-operations, or
workshops on on-to-one computing.

Interestingly, we identified few theoretical approaches used to guide the ped-
agogical evaluation of 1:1 initiatives (e.g., the TPACK framework [12]). Mean-
while, topic modeling analyses (see RQ2) identified several pedagogical keywords
connected to teaching and learning practices (e.g., classroom orchestration, or
teaching/learning strategies), suggesting that pedagogical aspects have been part
of the evaluation even if there were few specific frameworks that guided the pro-
cess. For instance, guiding frameworks that might be relevant to the community
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Fig. 7. Two-dimensional PCA of the 13 topics resulting from the LDA, with colors the
interpretation of the topics. (Color figure online)

of 1:1 computing include learning design frameworks (e.g., [15] that would enable
researchers to understand teachers’ design practices and needs in on-to-one ini-
tiatives), or mobile learning frameworks (which was identified as an important
topic in Fig. 6) such as iPAC [9] that could guide the evaluation of mobile learn-
ing scenarios. Future analyses of the papers should investigate the validity of
this result, by identifying guiding frameworks used to evaluate 1:1 initiatives, as
well as specific teaching and learning practices that the evaluations targeted.

Apart from targeting teachers and students (as seen in RQ2), the evaluation
of 1:1 initiatives should also focus on other stakeholders that can contribute to
the success 1:1 initiatives and the sustainability of their pedagogical impact, such
as managers of the educational institutions, or parents. Future evaluations of 1:1
computing should go beyond assessing the implementation of educational tech-
nologies (which was the main keyword), or the impact on specific pedagogical
contexts (e.g., mobile and ubiquitous learning). For instance, aspects that could
be further explored include: the combined impact that equipping schools with
devices and guiding them pedagogically is having on learning practices (e.g.,
students’ self-regulated learning); the learning outcome (e.g., students’ perfor-
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mance and engagement, which were topics with a small weight in Fig. 6); or
teacher practices (e.g., learning design). Surprisingly, learning analytics, despite
its popularity in TEL, did not appear as a topic. While these results should
be confirmed by the in-depth analyses of the papers, learning analytics has the
potential to inform researchers on the impact that a 1:1 initiative is having on
teaching and learning practices. Existing learning analytics frameworks (e.g., [4])
can help researchers to structure the evaluation process and to consider relevant
indicators.

Our approach of analysing quantitatively the papers before the in-depth qual-
itative analyses could help researchers conducting systematic reviews to:

– Identify core papers and authors. In our case, these are represented by the
different clusters in Figs. 4 and 5. For instance, we checked if the papers
evaluating 1:1 initiatives (with blue in Fig. 5) were also found in our pool
of 175 papers, to check if our search query needed modifications. Moreover,
reading these core papers helped us to define a list of guiding questions for the
future in-depth qualitative analyses. We also checked the identified reviews
(with green in Fig. 5) to confirm the need for our systematic review on the
evaluation of 1:1 initiatives (discussed in the Related Work section).

– Understand the research community under investigation. For instance, we
identified a fractured research community. Therefore, we defined questions
for the future work that will focus on understanding the unique contexts
where the 1:1 initiatives have been implemented and evaluated.

– Have a preliminary view on the most relevant topics. For example, we identi-
fied that the focus has been mainly on teachers and students, while the most
important topics included the implementation of educational technologies on
specific pedagogical context (e.g., mobile learning). Therefore, in future qual-
itative analyses we will focus on the stakeholders involved in the implementa-
tion and especially in the evaluation of 1:1 initiatives, their evaluated practices
and indicators that were used to inform the evaluation.

Limitations of this work include our sole quantitative approach. Complement-
ing them also with qualitative analyses would provide a broader understanding
of the body of research under review. Nevertheless, we discussed before that our
approach of conducting quantitative exploratory analyses before the qualitative
ones has several benefits and this study will be followed by a qualitative analyses
of the papers. The query that we used is another limitation, as other keywords
(such as analysis, apart from evaluation) might have turned out other related
papers. Nevertheless, we experimented with different versions of the query, as
discussed in the Methodology section. We applied our query on April 30, 2021,
and since then other relevant papers might have been published. Topic modeling
and network analysis also include a subjective interpretation, which we tried to
diminish by involving two researchers in the interpretation of the results, and by
discussing doubtful cases among all the co-authors. We did not manually check
the textual content of the 175 papers considered for the analyses, but only fil-
tered the out-of-scope papers based on their title, abstract and keywords (see



322 G. Pishtari et al.

the Methodology section). Future manual filtering might exclude part of these
papers, if they do not describe in detail the evaluation process.

6 Conclusion and Future Work

This paper presented exploratory results from a systematic review on the evalu-
ation of 1:1 initiatives, focusing on topic modeling and bibliographic analyses of
the related research community. Results showed a community with little explicit
alignment, but that had considered a common pool of literature (provides a pool
of good practices for future evaluations) and that had targeted several common
learning contexts (such as mobile learning), or practices (e.g., collaborative learn-
ing, or classroom orchestration). Thus, research evaluating 1:1 initiatives would
benefit from studies comparing different sociocultural contexts where 1:1 ini-
tiatives have been evaluated, as well as from the implementation of pedagogical
frameworks that can guide the evaluation process (e.g., from Learning Analytics,
or Learning Design).

Moreover, our work presents an example on conducting automatic quan-
titative analyses about the research community being investigated before the
in-depth manual analyses of the papers. Our approach enabled us to better
understand the community under review and helped us to define a set of core
questions that we want to respond through future qualitative analyses. The same
approach might be useful for other researchers conducting systematic reviews.
Future work will extend this approach with qualitative analyses of the papers
under review, focusing among others, on exploring in-depth the contexts where
1:1 initiatives have been evaluated, their objectives, stakeholders involved and
their roles, pedagogical approaches used, or the methodology and the maturity
of the evaluations (e.g., in terms of participants, time, methods used).
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Abstract. After the COVID-19 pandemic, universities moved towards online and
Blended Learning (BL) modes to offer greater curricular flexibility. Yet, recent
research shows that students have difficulties regulating their learning strategies
to adapt to the different learning modes that BL entails, which mixes face-to-face
with online activities taking place in different learning contexts and environments.
Prior work on Self-Regulated Learning (SRL) has explored the use of dashboard-
based scaffolds for supporting students’ learning strategies. However, most exist-
ing solutions are designed for supporting students in online settings (i.e.,MOOCs),
disregarding the teachers’ role in BL settings and the support they need to moni-
tor and promote students’ SRL. This paper presents the design process followed
for transforming a tool designed for supporting students’ SRL in MOOCs into a
Moodle plugin for BL. Following a design-based research methodological app-
roach, we describe all the phases conducted for identifying the most appropriate
indicators and visualizations for supporting SRL in BL practices, implementing
and evaluating a first prototype. Results of a local evaluation with 114 teachers
and a broad evaluation with 311 students shed some light on the type of indicators,
dashboards and functionalities that should be consideredwhen designing solutions
for supporting SRL in BL settings.

Keywords: Blended learning · Self-regulated learning · Dashboards · Learning
analytics · Design-based research

1 Introduction

After the COVID-19 pandemic, Higher Education Institutions (HEIs) are especially
interested in fostering students’ SRL skills because of the transformation towards a
more flexible Blended Learning (BL) models of learning and instruction. BL combines
traditional face-to-face (f2f) with online activities taking place in different learning
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environments and contexts [1] which has been proven an effective method for supporting
students’ SRL [1, 2]. However, recent research points out that some students show
difficulties in regulating their learning strategies inBL, since theymust vary their learning
strategies depending on the learning mode (online or face-to-face) [2–4].

To support learners in their SRL process, researchers have proposed different
approaches [5], being tools based on dashboards the most frequent. These solutions
transform trace data into “actionable insights” to foster students’ meta-reflection, self-
monitoring and produce behavioral changes [6]. So far, most of this prior work have
been conducted in online settings in which students have low interaction with teacher,
such in Massive Open Online Courses (MOOCs) [7], but very few have been proposed
for BL (i.e., [8–10]). These studies suggest that dashboards could be a good approach
for supporting SRL strategies, being goal setting, strategic planning, time management
and monitoring the SRL processes proved as the more effective for promoting students’
motivation, and impact in course performance.

However, these solutions entail two important limitations when applied in BL. First,
they are focused mainly in providing students’ support disregarding the teachers’ role,
even when prior literature stresses the essential role they play in BL [11]. Second, only
some tools have been designed taking as a basis theoretical models of SRL, whichmakes
it difficult to evaluate their actual impact on learners’ behavior when evaluated in actual
learning scenarios. Thus, there is a need to expand the diversity of tools for supporting
self-regulation in BL, considering not only the students, but also the teachers, offer-
ing dashboards that could help them do timely interventions to promote self-regulated
behaviors.

1.1 Contribution, Research Questions and Methodology

This paper presents the design process followed for transforming a previous plugin
designed for supporting SRL inMOOCs calledNoteMyProgressMOOC (NMPMOOC)
[12] into a Plugin forMoodle aimed at supporting SRL in BL courses. The NMPMOOC
is aweb application that complements the CourseraMOOCplatform to support students’
SRL through interactive visualizations. The result of this transformation is the plugin
NMP for Moodle, which includes visualizations for both teachers and students.

For the design of NMP Moodle we followed the Design Based Research (DBR)
methodological approach [13]. This approach mixes empirical research on education
with theories oriented towards the design of learning environments, from the analysis
and design to the implementation and evaluation. To apply the DBR methodological
approach, we used the Interactive Learning Design (ILD) framework [14]. The ILD
framework organizes the research process into four phases: (1) Informed exploration, in
which we studied the needs, available theories and audience of the tool; (2) Enactment,
phase in which the design of a tool is proposed and implemented; (3) Evaluation of local
impact, which aims at evaluating the impact of the intervention at a local level, focusing
on particular research questions for that context; and (4) Evaluation of broader impact,
which considers the analysis of the technological intervention into a wider audience.
Figure 1 shows how the ILDmethodologywas implemented for the design and evaluation
of the new version of NMP Moodle. The following link includes all the collected data
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and its analysis in the different phases: https://osf.io/w2p83/. Two research questions
guided the whole process:

• (RQ1) What are the indicators and visualizations that should be included in a tool
for supporting SRL in BL settings? The objective was to identify the dashboards
and indicators in prior work (including NMP MOOC) that could serve as a basis for
proposing a tool for BL settings.

• (RQ2) How a prototype of a tool including the identified indicators is perceived
by the end-users in terms of usability and sense making? The objective was to
evaluate themeaningfulness of the dashboards, in terms of usability and sensemaking,
produced for both teachers and students.

Fig. 1. Cycles of the ILD framework conducted for developing and evaluating NMP Moodle.

2 Informed Exploration Phase

The main objective of the Informed Exploration phase was to identify what indicators
to include in the dashboards of the NMP Moodle for supporting SRL in a BL course
considering both teachers and students (related with RQ1). Specifically, we conducted
an analysis of existing indicators used in existing proposals and platforms to identify the
indicators to be used in teachers’ and students’ dashboards. This process was structured
into two phases: (1) an analytical phase; and (2) a selection phase.

Phase 1. Analysis of Existing Indicators. In this phase, we conducted an exhaustive
analysis of the indicators used in NMPMOOC, in the Coursera dashboards (platform in
which NMP MOOC was evaluated), and in existing Moodle plugins designed for sup-
porting teachers in students’ monitoring (such as SmartKlass, Dropout Detective dash-
board, Plugin Analytics, GISMO, Intelliboard moodle dashboard). The NMP MOOC
was included in the analysis for identifying what indicators to be used in students’ dash-
boards, while the analysis of the Coursera dashboards andMoodle plugins were selected
for the indicators to be used in teachers’ dashboards.

https://osf.io/w2p83/
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As a result, we obtained a list of indicators organized and classified according to the
categories defined in Schwendimann et al. (2017) [15] (i.e., Action-related; Content-
related, Results-related, Social-related, Context-related and Learner-related). A total of
135 indicators were identified (See https://osf.io/kez2d/) in this first phase. From these
135 indicators, some of them appeared only in one of the tools, while others appeared
in sevarl tools. 61 were used in the Coursera teachers’ dashboards and included, among
others: students with difficulties, number of events per day, students who did not submit
an evaluation, students’ progress in the course. 28 were in the Moodle plugins, which
included information such as: the number of evaluations performed by the learner per
day, individual assessments, number of students with difficulties or average grades. 59
were included in NMP MOOC, which included information for students such as: time
spent during the week, numbers of started activities, numbers of completed activities,
number of sessions per week, among others.

Phase 2. Selection of Indicators. With the list of indicators obtained in the analysis,
we generated an instrument to collect information on teachers’ feedback needs in a BL
context (See https://osf.io/u8dnz/). The survey included 11 questions to identify what
teachers expect from a tool for supporting their BL practices, the functionalities that
they consider relevant to include in the tool, and the indicators that they would expect
to see in the dashboards of this tool. In addition, we included 11 questions (5 closed and
6 open ended) asking about their experience with BL courses and their expectations of
using a tool for supporting them in this type of learning setting. A total of 40 teachers
(out of 50) from 20 Latin American universities from 10 countries that belong to the
LALA community1 participated in the survey.

The answers to thequestionnairewere analyzedby3 researchers, but only the answers
to close questions Q8, Q9, and Q10 were considered for this study. These questions are
related with the expectations of the teachers regarding a tool for supporting SRL in BL,
the functionalities theywould like to include and the indicators that should be considered.
The results (See https://osf.io/tpn5b) indicate that over 70% of the teachers wanted a
tool: (1) for monitoring and evaluating learners during the learning process; (2) with
visual graphs to display the data; (3) with indicators about students’ progress; (4) for
identifying students at risk and add indicators about their interaction with the course
content to provide them with timely feedback.

1 LALA SIG: https://www.solaresearch.org/community/sigs/lala-sig/.

https://osf.io/kez2d/
https://osf.io/u8dnz/
https://osf.io/tpn5b
https://www.solaresearch.org/community/sigs/lala-sig/
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Table 1. Summary Table of the selected indicators to be included in the NMP Moodle in rela-
tion with the SRL process they support (GS: Goal Setting; SP: Strategic Planning; TM: Time
Management; and SE: Self-Evaluation). See the extended list of indicators: https://osf.io/6ux5r/.

# Indicator GS SP TM SE

1–3 Planned Time to spend by week/resource/activity X X X

4–6 Average time spent by students per week/resource/activity X X

7–15 Average time spent by high/middle/low performance students by
week/resource/activity

X X

16–18 Time spent per student per week/resource/activity X X

19–24 Number of students’ interactions per resource/activity per
day/week/hour

X

25 Resources with the fewest interactions X

26 Average attempt by assessment X

27 Students’ grade per evaluation X

28,29 Percentage of progress of a student per week/ on the course X

2.1 Results of the Informed Exploration Phase

Three researchers cross-analyzed the results to extract a set of indicators that could sup-
port teachers in their BL practices and support students’ SRL processes. Specifically,
they selected from the list of indicators in Phase 1 those which aligned with the expecta-
tions, functionalities and indicators requested by the teachers in the questionnaire (Q8,
Q9 and Q10) and related them to the SRL processes that they could support. The result
was a list of 29 indicators to be included in the first version of the tool NMP Moodle.
Table 1 includes the selected indicators as well as the SRL processes they are associated
with for both teachers and students. The indicators for the students were extracted from
NMP MOOC tool. The list includes the 29 indicators to support Goal Setting, Strategic
Planning, Time management, and Self-evaluation.

3 Design

The main objective of this phase was to extract the design requirements of a NMP
Moodle plugin considering the indicators and functionalities identified in the Informed
Exploration phase. This phase was structured into two different phases: (1) a workshop
with Experts for Mockup generation; and (2) a workshop with teachers for Mockups
evaluation. The objective of the workshops was to produce mockups of the dashboards
to be implemented in NMP Moodle plugin. For this purpose, both workshops were
designed according to the framework for Creative Visualization-Opportunities Work-
shops proposed by Kerzner et al. (2018) [16], which offers a set of steps for guiding the
production of visual dashboard mockups.

https://osf.io/6ux5r/


Designing a Moodle Plugin for Promoting Learners’ 329

Both workshops were structured into three activities. (1) A “workshop opening” to
set the stage and engage the participants. In both workshops, the opening was organized
to inform the participants about the objective of the workshop, the problem addressed
and the relevance of the results. Tomotivate creativity andmake the participants aware of
the expectations of the design, they were presented with the list of needs and indicators
extracted from the Informed Exploration phase and discussed them to have a full per-
spective of the problem. (2) A “workshop core” to encourage the participants to explore
different visualizations for addressing the requirements discussed in the previous phase
and produce mockups to represent them. (3) A “workshop closure” in which the orga-
nizers close the session with the main outcomes (See the procedures for the workshops
in https://osf.io/vnf6d/).

Six professionals in dashboard development, visualization design and human-
computer interaction participated in the Workshop with Experts for Mockup gener-
ation. In this case, the “workshop core” was structured into three activities. In Activity
1, and as a form of elicit visualization opportunities and explore different solutions,
participants were provided with a document with a list of numbered visualizations used
in Coursera, Moodle and NMP 1.0 that were related with the needs extracted from the
Informed Exploration phase. This document was accompanied by two other documents
for classifying the visualizations according to both, the identified needs/goals, and the
indicators. Individually, participants should indicatewhich of the proposedvisualizations
addressed each need and to which indicators they related to. The results of classifying
the different visualizations are available in the supplementary Material (https://osf.io/
86qd7/). In Activity 2, the participants were grouped in pairs to discuss the advantages
and disadvantages of each of the analyzed visualizations. Finally, in Activity 3, each pair
was asked to propose three dashboard mockups with visualization to meet the explored
requirements following a co-design process. Participants could design dashboards con-
taining one or more visualizations in the same view, include several indicators in the
same visualization and propose functionalities of interactivity with the visualizations
to meet the requirements. All the visualizations produced in this activity are provided
in the supplementary material https://osf.io/86qd7. With the data collected from this
workshop, we proposed a final dashboard capturing the discussed indicators and some
of the visualization proposals. See the resulting dashboard proposal at: https://osf.io/
t5dcy/. This dashboard mockup was used as a basis for the workshop with teachers.

15 teachers from 6 different universities participated in the workshop with teach-
ers for Mockups evaluation. The “workshop core” consisted of analyzing the mockup
resulting from the Experts WS. First, each participant individually analyzed the experts’
proposal and filled in the same questionnaire used for the Experts WS for indicating
whether the proposed dashboard answers the teachers’ needs and whether the visual-
izations included all the required indicators. Then, the participants were distributed in
groups of 2–3 people to discuss the advantages and disadvantages of the mockup and
propose a new one (See proposals https://osf.io/9vk2r). Finally, each group presented
their approach and discussed with the rest.

https://osf.io/vnf6d/
https://osf.io/86qd7/
https://osf.io/86qd7
https://osf.io/t5dcy/
https://osf.io/9vk2r
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3.1 Results of the Design Phase

Two researchers analyzed the results of the different dashboards and proposals and
defined a list of visualization and functionalities to be included in the tool. For this,
all the mockups proposed by the teachers were considered to decide the final views and
functionalities to be implemented. The views and associated functionalities were defined
in a generic way and considering how to adapt to theMoodle Platform requirements. For
the students’ perspective, we kept those visualizations and indicators that were proven
more useful in the NMP MOOC version as well as some of the suggested indicators
proposed by the teachers about students’ progress in the course. For selecting the most
appropriate visualizations for each indicator, we kept those which were more frequently
proposed by the experts and validated by the teachers.

We also considered in the final design twomain suggestions proposed by the teachers.
First, to use the model red-yellow-green model in the graphs as a form of alert to guide
the teachers on identifying those students with problems. This was proposed to address
a teacher suggestion: “There is a lack of display and alarm about what is going wrong,
display of information about at-risk students, identification of content and assessments
where students are notoriously having learning problems”. The colors were not explic-
itly evaluated during the design phases, but were chosen using the most standard model
employed in occidental cultures to indicate that everything is good (green), there’s some
risk (yellow) and there are troubles (red). Second, the graphs were designed with inter-
active properties a suggested by a teacher to: (1) provide more deep information about
an indicator in a graph, and (2) send specific and personalized feedback to students.

Table 2 includes the list of requirements for both the teachers’ and students’ views
and the final indicators included in each view. Notice that not all the indicators from the
29 proposed were considered in this first version of the tool.

Table 2. Design requirements of teachers’ and students’ view. (GS: Goal Setting; SP: Strategic
Planning; TM: Time Management; and SE: Self-Evaluation) (T: Teacher; S: Student)

Visualization &
functionalities

Description SRL processes supported &
indicators

Week plan (T) View to allow teachers organize
their course resources according
to the different weeks. This view
should allow teachers to define
the planned time per week
according to the resources
associated to provide a reference
point to the students

SRL Proc: GS; TM
Indicators: Minutes to be
dedicated per week; Content goal

(continued)
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Table 2. (continued)

Visualization &
functionalities

Description SRL processes supported &
indicators

General view (T&S) View including course
aggregated indicators about
students’ progress and time spent
on the course

SRL Proc: TM;
Indicators: Percentage of progress
of a student on the course;
Number of students’ sessions of
different length (less than 30 min,
between 30 and 60 min, more
than 60 min) per week; Time
spent by a student per week and
session; Planned time vs student
mean time on platform

Study Sessions (T&S) Views for visualizing students’
time management process,
showing where and how they
allocate the time in the course.
The time has to be organized by
students’ study session. In this
case, a study session is defined as
the time since the student
connects to the platform for the
first time and interacts with
resources until there is an
inactivity period over 30 min

SRL Proc.: TM;
Indicators: Average time spent by
students per week; Average time
spent high/mid/low performance
students per
week/resource/activity

Assignments (T) Views for visualizing students’
interaction with the course
resources. Functionalities to send
feedback to students according to
their interactions

SRL Proc.: SP; SE
Indicators: Number of
interactions by resource
category/activity by week;
Resources with fewer
interactions; Tasks on time, late
and pending; Course contents
accessed

Grades (T) Views for visualizing the
students’ grades on the course.
Functionality to send feedback to
students’ according to their
performance

SRL Proc.: SP
Time spent by a student per week;
Grade of student by evaluation;
Percentage of progress of a
student on the course; Number of
interactions by category by week;
Questionnaires actions (correct
answers, partially right, incorrect,
in blank, no graded);
Questionnaires rating

(continued)



332 M. Pérez-Sanagustín et al.

Table 2. (continued)

Visualization &
functionalities

Description SRL processes supported &
indicators

Assessments (T&S) Grades and activity with the
different assessments of the
course

SRL Proc.: SP; SE
Number of interactions by
category by week; Grade of
student by evaluation;
Questionnaires actions (correct
answers, partially right, incorrect,
in blank, no graded);
Questionnaires rating

Dropouts/Academic
performance (T)

View including course
aggregated indicators about the
performance of students
organized by risk of dropping
depending on their progress

SRL Proc.: SE; SP
Average time spent by students
per week; Number of interactions
by category by week; Grade of
student by evaluation; Percentage
of progress of a student by week;
Percentage of progress of a
student on the course; Time
invested on platform; Number of
sessions; Overall grade; Course
content accessed overall; Student
grades vs course mean

Implementation
The main objective of this phase was to implement a first version of the tool considering
the requirements extracted from the design phase. This section presents theNMPMoodle
plugin that was implemented as a first prototype.

3.2 Description of the Tool

The NMP Moodle provides teachers and students with dashboards for supporting the
followingSRL strategies inBL contexts:Goal Setting, Strategic Planning, Timemanage-
ment, Self-evaluation, and Monitoring. All the views and functionalities present in the
current version of the toolwere defined in theDesign phase (Table 2).Wedescribe inwhat
follows the some of its features to exemplify how the design method was incorporated
for the purpose of supporting SRL.

For supporting Time Management, the teachers count with several functionalities
and visualizations. First, there is a functionality for planning the course weekly or the-
matically. With this functionality, teachers can assign the course content to a week (or
section) of the course and allocate a reference dedication time (in hours) for the students
to invest. This functionality was generated in order to create the indicators about the stu-
dents’ timemanagement in the course highlighted as relevant in the InformedExploration
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Phase (indicators #1 to 18 in Table 1). Second, NMP includes different visualizations
to represent the indicators in Table 1. For example, teachers can see indicators about
how much time in average students spend in the course per week compared with what
they planned (Fig. 2(a)), when students connected for a learning session (Fig. 2(b)) and
the number of study sessions organized by length in minutes (less than 30; more than
30 and less than 60; and more than 60). These visualizations were defined taking into
consideration the results of the Design phase, in which experts proposed using hit maps
for representing students’ sessions and bars to compare the time invested compared with
the time expected. Teachers can also access to the same information about a particular
student. The same information is provided in the students’ view, but personalized for
each student. In this case, students could see the indicators and visualizations showing
their time management indicators as well as the average indicators of the course as a
reference point.

Fig. 2. Teachers’ view. Visualizations offered for supporting timemanagement. (a) Time invested
by the students in the course (blue) vs. the time expected by the teacher (green). (c) Study sessions
in a week. The dark squares represent the timeslots with the highest number of sessions. (Color
figure online)

For supporting Strategic Planning, teachers’ view includes information about the
indicators identified in the Informed Exploration Phase (indicators #1 to 3 in Table 1),
which are mainly related the students’ activity with the course resources and activities.
On the one hand, it includes visualizations in the form of bar charts representing which
resources students consulted the most (green) and which the least (red). This allows the
teacher to have an idea of what the most interesting resources are. A similar visualization
is proposed for showing which students submitted the assignments on time (green), late
(yellow) orwhich did not submit (red). Bar charts were selected as the best representation
because it was one of the most recurrent proposals in the experts’ mockups, and which
were later validated by the teachers (see Sect. 3.1). Also, the graphs are interactive and
organize students in colors (red, green and yellow) to let teachers click on a particular
group and send a personalized e-mail in a form of feedback. Similar graphs are used
to represent a summary of the students’ grades for the grading activities of the course
(Fig. 3a). In this case, bar charts are used to represent the questions that were answered
correctly or incorrectly. When selecting one of the grading activities, the teachers see
the grade distribution for that activity, as well as the best and worst marks (Fig. 3b). It
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always takes the latest mark in case the assessment activity can be done several times. As
for the time management support, the teachers’ view for supporting strategic planning
offers this same information about each student individually so as to follow up students
with difficulties.

Fig. 3. Grade’s view from Teachers’ view. Visualizations offered to one of the graded activities
in the course.

Finally, the students’ view offers the same visualizations but only for the students
accessing the information. In this case, students can access the list of completed and com-
pleted list of resources (marked in green and red, respectively) and the grades obtained
compared with the average of the course.

4 Local Evaluation

A local evaluation was conducted to understand how teachers perceived the indica-
tors and visualizations used in the prototype NMP Moodle in terms of usability
and sense making (related with RQ2). For this local evaluation, we organized two
workshop rounds with teachers. Some of the results are already available in a previous
publication [17].

The first workshop (WS1)was conductedwith 78 teachers from different universities
from Ecuador. The workshop was framed within a 10-week online diploma in Digital
Teaching for Higher Education. The workshop was run in the 4th week. The objective of
this week was to learn about the different types of BL Models existing in the literature.
It lasted 6 h. As part of the course, the teacher presented the NMP Moodle tool as a
tool to support these types of pedagogical models. For one hour, the teachers had the
opportunity to explore the tool and explain how its use could be integrated in the Blended
Learning course they designed in the first part of the session. After that, teachers were
grouped in teams of 6 people and asked to reflect about the different visualizations. A
total of 14 visualizations were evaluated related to the different indicators: week plan
(1 visualization), general views (3 visualizations), study sessions (3 visualizations),
assignments (1 visualization), grades (3 visualizations), and academic performance (3
visualizations). For each visualization, each group was asked to complete a form with 7
questions about the clarity of the information provided (See https://osf.io/v9tdb/).

The second workshop (WS2) was organized into two sessions, one online and one
face-to-face. A total of 35 teachers from 4 different French Engineering Schools partic-
ipated in these sessions. In both sessions (1 h length) the organizers presented the NMP

https://osf.io/v9tdb/
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Moodle tool to the teachers (15min) and then, asked them to interact with the tool during
45 min for conducting the following tasks: (1) interact with the tool with a test account
populated with data and answer a series of questions about what do they observe in each
view; and (2) organize their own courses in Moodle so as to use the tool in the following
semesters.

At the end of both workshops, teachers were asked to answer the “sense making”
questionnaire, obtaining a total of 41 answers. This questionnaire was designed combin-
ing questionnaires defined in prior research to evaluate Learning Analytics Dashboards:
the Evaluation Framework of Quality Indicators for LearningAnalytics (EFLA) [18] and
the work by [19], which studies how learners’ goals and self-regulated learning skills
influence dashboards sense-making as well as the notion of transparency, not included in
EFLA. The result was a questionnaire with 17 questions related with: (1) Transparency
on the data collection; (2) Transparency of Dashboard Design and Explain ability; (3)
Data & Reference frames; (4) Impact for learning/teaching and (5) Support for action.
You can see the references considered for each item in the supplementarymaterial https://
osf.io/rcjpw/.

4.1 Results Local Evaluation

Two results were extracted from analyzing the questionnaire of WS1 about the different
visualizations (See analyzed data https://osf.io/9anhw/). First, teachers consider that
the 14 graphs proposed in NMP Moodle are good for monitoring student’s inter-
action the course resources and their commitment with the course (Partial Result
1 – PR1). Second, the tool lacks: (1) flexibility for assigning objectives to topics and
not weeks, and (2) visualizations for monitoring students’ activity when working in
groups and activity (PR2).

The results of analyzing the sense making questionnaire show that most of the
teachers make sense of the information and dashboards provided (PR3), obtaining
3,28 marks over 4 (See analyzed data https://osf.io/3w2ty/). Teachers found that the tool
is transparent in term of the data collection and the dashboard design (>95% answers
between 3 and 4; mean 3.309/4) and offers a good support for teaching and learning
(>92% answers between 3 and 4; mean 3.306/4). The teachers also consider that the
dashboards provided can support efficient teaching and help adapting their teaching
processes (>92% answers between 3 and 4; mean 3.309/4). It was less clear in the tool
who has access to the data, what elements are presented and how they relate to each
other (85% with values between 3 and 4; mean 3.189/4).

5 Broad Evaluation

A pilot study was conducted as a broad evaluating to understand how students per-
ceived the prototype NMP Moodle in terms of usability and sense making (related
with RQ2). The pilot was run in 2 courses at a Technological University (1) at a second-
year course in Databases (Course 1); and a first year of a course in Basics on Informatics
(Course 2). A total of 311 students (119 from Course 1 and 192 from Course 2) and 2

https://osf.io/rcjpw/
https://osf.io/9anhw/
https://osf.io/3w2ty/
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teachers participated in this pilot study. The students do not have an expertise in infor-
matics but the two teachers have. Both courses were designed as a Blended Learning
course. Students participated in 1,5 h face-to-face lessons once a week and were asked
to complete several online activities and projects at home planned for 1–2 h dedication.
In both cases, the NMP tool was introduced by the project in the middle of the course in
a face-to-face session, presented as a tool to help students organize their activities and
tasks in the course. The Course 1 lasted 16 weeks and the Course 2, 12 weeks.

For understanding students’ perception about the tool (RQ2), we asked them to
answer the sensemaking questionnaire and analyzed those questions that were evaluated
with the highest and lowest values. Also, we analyzed the logfiles collecting information
about how students interacted with the NMP Moodle tool to see how they adopted the
tool. For the logfile analysis we counted the number of interactions per visualization
and the percentage of students that adopted the tool. 86 students out of 90 answered the
sense making questionnaire and give its consent to use the collected data.

5.1 Results Broad Evaluation

Regarding the student’s use of NMP and their perception about the tool, we found two
different results. First, the information provided with the NMP Moodle tool is not
enough for supporting students’ actions and helping them support their learning
process (PR4) (See results sense making https://osf.io/f3xy2/). Students’ overall evalu-
ation of the sense making was 2,8 over 4. They evaluated better those items related with
Transparency on data collection (73% between 2–3), Transparency on LAD Design and
explainability (71% between 2–3); and Data Frame & References (74% between 2–3),
than those related with Impact for Learning and Support for action (64% between 2–3
for both items). Second, even of the usage of the NMP Moodle tool was not mandatory,
most of the students used it and preferred those visualizations related with Strategic
Planning (PR5). The NMPMoodle log-data registered a total of 91 unique interactions
in Course 1 and 150 in Course 2 (76,47% and 78,12% of students, respectively). From
these interactions, we observe that, in both courses, most of the interactions are regis-
tered on those visualizations related with strategic planning and time management (see
Table 3).

Table 3. Counts of the number of students’ interactions with NMP (SP: Strategic Planning; TM:
Time Management; and SD: Standard Deviation)

Course Total amount of
actions

Mean active days NMP action Count Mean

Course 1 91 91 (SD = 1.13) SP 91 15.25 (SD = 14.81)

TM 78 13.27 (SD = 11.15)

Course 2 150 150 (SD = 3.09) SP 149 17.17 (SD = 14.00)

TM 137 13.54 (SD = 12.05)

https://osf.io/f3xy2/
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In addition to these results, we also identified some technical and usage problems
when scaling up the tool. First, in terms of installation related problems, technicians from
3 different universities agree that, even if NMP is compatible with Moodle versions 3
and 4 the tool should be implemented according to the requirements proposed
by the Moodle community for plugin development. This will avoid installing an
external database for collecting log data (currently it requires MongoDB), and the use of
other programming languages apart from PHP for avoiding security holes. In terms of
usage, the tool needs a functionality for viewing/deleting users’ data for being fully
compliant with the EU General Data Protection Regulation (GDPR) rules and data
privacy.

6 Summary of Results and Future Work

This paper presents theDesignBasedResearch process followed for creating a Plugin for
Moodle aimed at supporting SRL in BL courses. From the whole process, we addressed
two research questions, which results could serve as an inspiration for those researchers
willing to propose solutions for supporting SRL strategies in BL settings. Regarding
RQ1 about the type of indicators and visualizations to be used, we identified through
different workshops with experts and teachers: (1) the types of indicators needed for
supporting goal setting, strategic planning, time management and self-evaluation SRL
processes; and (2) a set of visualizations for representing them. Based on these indi-
cators and visualizations, we implemented a first prototype of the NMP Moodle tool
to be evaluated in actual contexts. Regarding the RQ2 about the usability and sense
making perception of the end users about the tool. We run a local evaluation with 114
teachers and a broad evaluation with 311 students. Results indicate that teachers valued
positively the information provided with the tool as good and clear to monitor students’
activity, progress and engagement with the course (PR1, PR3). However, some improve-
ments should be done to improve the tool from both the teacher and student perspective.
First, changes should be made for teachers to flexibly adapt their objectives to the topics
and modules as well as functionalities to monitor students’ activity when working in
group (PR2). Second, students used the tool mainly used for Strategic Planning (PR5),
visualizations should be improved for helping them to make sense of the data for sup-
porting their learning process (PR4), which they valued lower than the teachers. This
last result could be due to the functionalities offered to the students in its current version,
which only include self-awareness interactive graphs, but not much information about
what actions to improve or what information is relevant to promote behavioral changes.
Finally, some changes are required to facilitate its installation and adoption at scale. The
tool should be updated to conformwith the design structure of a standardMoodle Plugin
and with the RGPD directions.

This study has also some limitations that will be addressed in future work. On the one
hand, in the Design Phases of the methodology, we have mainly worked with teachers
and students were only included for the broad evaluation. This could have caused the
lower acceptance of the tool from the students’ side. Future work will include focus
groups and sessions for better design the students’ side. On the other hand, we run the
broad evaluation with only two courses for analyzing the usage and usability problems
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of the tool, but not its effect on students’ behavior. To complement this study, we plan
to run large-scale and long-term studies for analyzing how students’ and teachers use
the tool in actual learning context and its impact on their strategies. Finally, we plan to
improve the sense making instrument and validate it with users in different contexts.

We believe that the results obtained in this work could benefit other researchers
in the community. Firstly, we expect that indicators and visualizations extracted from
our empirical study could serve as an inspiration for designing new tools with similar
purposes. Second, we think that the instruments and methods employed could also serve
other researchers to validate their own solutions and run comparative studies. Finally,
we hope that the process described could serve as an example of how to apply the Design
Based Research approach to adapt an existing tool to another context.
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Abstract. Because of the flexibility of online learning courses, students
organise and manage their own learning time by choosing where, what,
how, and for how long they study. Each individual has their unique learn-
ing habits that characterise their behaviours and distinguish them from
others. Nonetheless, to the best of our knowledge, the temporal dimen-
sion of student learning has received little attention on its own. Typically,
when modelling trends, a chosen configuration is set to capture various
habits, and a cluster analysis is undertaken. However, the selection of
variables to observe and the algorithm used to conduct the analysis is a
subjective process that reflects the researcher’s thoughts and ideas. To
explore how students behave over time, we present alternative ways of
modelling student temporal behaviour. Our real-world data experiments
reveal that the generated clusters may or may not differ based on the
selected profile and unveil different student learning patterns.

Keywords: Log data · Temporal student profile · Temporal student
segmentation · Time-on-task · Temporal behaviour analysis

1 Introduction

The increased adoption of online learning environments has resulted in the avail-
ability of a vast amount of educational log data, which generates questions
that could be answered by a thorough and accurate examination of students’
behaviours while learning online. Log data provides several dimensions that help
to characterise what actions students carried out, when and where (in which
course and in which part of the course). Whether or not a set of dimensions
should be evaluated depends on the type of phenomenon being studied.

Learning takes place over time and temporal analysis has been demonstrated
to be relevant in Learning Analytics research [15]. The flexibility of online learn-
ing requires students to organise and plan their own time, or to develop the abil-
ity to self-regulate their study by selecting where, what, how, and how long they
study [17]. Nonetheless, to the best of our knowledge, the temporal dimension has
received little investigation on its own with the purpose of understanding when
students usually learn and, in particular, when and how much time they spend
in specific tasks, to investigate and model their temporal learning behaviours. In
this regard, each individual has their own routines and habits that define their
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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behaviour and distinguish them from the others. Distinctive student behaviours
could be shared? Two students who always study in the morning could share the
same temporal learning pattern. Yet, if we consider the weekday window rather
than the daytime, their behaviours can be different: the former may study on
weekdays, whereas the latter on weekends. Besides, they may share the same
time windows but choose different activities (e.g. quizzes vs. video).

The selection of variables to observe reflects the researcher’s beliefs and ideas,
and it is a subjective process: it is possible that highly selective variables are over-
looked, resulting in a partially wrong grouping; on the other hand, the inclusion
of variables with a high discriminating capacity but no relevance to the study’s
purposes can lead to results of little practical significance. This suggests that
depending on the selected variables, two learners may exhibit similar or com-
pletely dissimilar behaviours. Hence, a question arises. Is this selection affecting
potential similarities amongst students?

Given these considerations, in this paper we want to tackle the problem of
discovering prototypes of student temporal learning behaviour by using informa-
tion describing whether and when students typically work in an online learning
environment that uses a logging system (e.g. Moodle), and on what type of learn-
ing activity they spend their time. To this aim, we propose alternative ways of
modelling student temporal behaviour and by examining various configurations
and techniques, we observe how students organise their study time.

To investigate the heterogeneous nature of various learning behaviours, we
first define distinct profiles tailored to the specific temporal analysis. Then, using
real data, we analyse different clustering algorithms to uncover diverse learning
behaviours in relation to a given temporal profile. Our results show that students’
clusters may or may not differ based on the selected profile. Thus, the temporal
learning behaviour of some students is unique, while some others are similar
independently form the perspective adopted to model the profile.

2 Background and Related Work

Study skills, also known as study behaviour or learning strategies, are described
as the “ability to manage time and allocate other resources in accordance with
the demands of the academic tasks, ability to organise, summarise, and integrate
material” [4]. In this context, time management is a strategic learning component
of the self-regulation [21]. In traditional presence-based learning environments
the practice of spreading out study activities over time have been shown to
boost students’ performance [7]. In a study conducted on a blended course by
Goda et al. [9], clusters of students who regularly visited the LMS applying
diverse learning strategies performed better than students characterised by a
very selective usage of the LMS. In this regard, weekly face-to-face lectures, such
as those offered in blended courses, may be beneficial to students to distribute
online learning tasks over time. However, previous research has mostly focused
on learning strategies in voluntary online courses [10] and it is still not evident
how students deal with the obstacles of mandatory online courses, where dropout
and poor grades might have major consequences [19].
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The analysis of the temporal dimension is a relevant aspect in the LA
research [5,15]. Nonetheless, the majority of studies in the literature consider the
time spent online as one of the independent variables to forecast performance
and avoid drop-out [3,13], rather than focusing on the temporal dimension itself
to understand how students organise their online study time. Because each stu-
dent acts according to their own needs depending on various learning styles [8],
which can be described by different types of tracking variables (such as number
of online sessions, total time spent online, file viewed, assessments started and
finished, discussion read) [14], it is usually difficult to develop a complete model
describing the overall student behaviour. Although previous works considered
the temporal dimension, it is worth noting that the total time spent online or
on some resources as independent variables in linear regression, or as one of the
features in clustering, does not explain student behaviour with respect to time,
nor the presence of typical temporal learning patterns amongst students.

Clustering is typically used to identify groups of students who share patterns
reflecting similar learning characteristics. Bovo et al. [2] focused on clustering
student activity based on the performance grade by taking into account a number
of factors (e.g., login frequency, time spent, number of activities read or created).
Beaudoin [1] studied the degree of involvement in a forum to detect learners of
lurkers. Hecking et al. [11] investigated bipartite graphs in which students were
connected to materials used over a period of time. Sherin [18] clustered students
to identify the dynamics of their mental constructs. We are not interested in
forecasting success in the current work, but in exploring learning behaviour
across time that might help in detecting student temporal regularities.

3 Temporal Learning Profile

In this study we intend to use information about whether and when students
tend to learn online and on what type of learning activity they spend their time
to uncover student temporal learning patterns. To this aim, we propose first
the modelling of a temporal learning profile to describe an individual student’s
temporal learning behaviour; then we extract all of the students’ profiles, which
we analyse using a clustering based approach to identify prototypes of temporal
learning behaviours in relation to a given configuration. Our modelling enables a
student segmentation that takes into account the learning activities and allows
for exploratory analysis of students from a new perspective.

The analytic process assumes as input a learning activity dataset, i.e., a col-
lection of activity sequences D = {A1, . . . , Am}, where each Ax is a sequence of
events describing the activities of a student x on an online learning environment.

Definition 1. (Student Activity Sequence) The activity sequence of a student
x is a sequence of pairs Ax = 〈(a1, t1), . . . , (an, tn)〉, where ti ∀i ∈ [1, . . . , n]
denotes a timestamp such that ∀1 ≤ i ≤ nti < ti+1 and ai, describes the learning
activity that the student engages on the platform.

The duration of an activity in a sequence can be calculated as the difference in
time between its timestamp and that of the next activity in the sequence.
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Definition 2. (Activity Duration) Given two consecutive activities (ai, ti) and
(aj , tj) of a student activity sequence Ax (with ti ≤ tj), the duration d of the
activity ai is the difference between the timestamps ti and tj, i.e., dai

= tj − ti.

As a consequence, given a student x we can enrich its activity sequence with the
duration of each activity, i.e., we can derive Ad

x = 〈(a1, t1, d1), . . . , (an, tn, dn)〉,
which we name duration enriched activity sequence.

A student can enroll in multiple courses active in a platform. Thus, to inves-
tigate the learning habits of a student on specific courses, we need to extract the
subsequence of activities related to a certain course, from the duration enriched
activity sequence. More formally:

Definition 3. (Subsequence) Let Ad = 〈(a1, t1, d1), . . . , (ap, tp, dp)〉 be a dura-
tion enriched activity sequence. Sd = 〈(a′

1, t
′
1, d

′
1), . . . , (a

′
h, t′h, d′

h)〉 is a subse-
quence of Ad (Sd � Ad) if there exist integers 1 ≤ i1 < . . . < ih ≤ p such that
∀ 1 ≤ j ≤ h (a′

j , t
′
j , d

′
j) = (aij , tij , dij ).

Because online courses include a variety of learning modules (e.g., files, videos,
quizzes) and students can undertake a variety of activities on each learning module
(e.g. view, create, update, etc.), each learning activity can be described by the
learning module μi and the type of action αi on the course γi, i.e. ai = (μi, αi, γi).
Now, we can define the student learning sequence as follows:

Definition 4. (Student Learning Sequence) Let Ad
x be the duration enriched

activity sequence of a student x. The learning sequence of x is the subsequence
Lγ

x = 〈(μ1, α1, t1, d1), . . . , (μr, αr, tr, dr)〉 concerning all the activities performed
on a course γ, i.e., Lγ

x � Ad
x.

Frequency and duration measures (e.g., number of clicks and total time spent)
are frequently used to predict performance outcomes or prevent drop-outs [14].
However, they are increasingly being used as a qualitative indicator of online stu-
dent engagement which is “about students putting time, energy, thought, effort,
and, to some extent, feelings into their learning” [6]. Measuring student engage-
ment is complex and it involves both qualitative (interviews, surveys, discourse
analysis, or observation) and quantitative measures, namely frequency mea-
sures of behaviours (such as the number of assignments completed, of logins, of
forum posts, replies, and views, of resources accessed) or temporal measures of
behaviours (like the time spent to write a post and the amount of time spent
online) [12]. In this work we aim to discover prototypes of student temporal learn-
ing behaviour by using measures of time spent on each learning module within
a well-defined period. Thus, we must first create an aggregation measure for all
actions connected with a single learning module across a period of time. For that
reason, we pinpoint the concept of temporal constrained task as follows:

Definition 5. (Temporal Constrained Task) Given a learning sequence of a
student x on a course γ, i.e., Lγ

x = 〈(μ1, α1, t1, d1), . . . , (μr, αr, tr, dr)〉 and a
time window w = [tl, tu], a temporal constrained task Tμ

w is a subsequence of Lγ
x

concerning the same learning module μ such that Tμ
w � Lγ

x, where μ = μj =
μj+1 = . . . = μq and tj , tj+1 . . . tq ∈ w.
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To make things clearer, given a time window w = [tl, tu], where tl indicates
the lower bound and tu the upper bound, a temporal constrained task Tμ

w is
the subsequence of all learning activities α related to a same learning module μ
within w. Because our purpose is to create a student model that can aid in the
understanding of temporal learning habits and to capture the similarities that
characterise students’ behaviour, we introduce the notion of temporal learning
profile of a student that exploits measures of engagement estimations.

Definition 6. (Temporal Learning Profile) Let Lγ
x = 〈(μ1, α1, t1, d1), . . . , (μr,

αr, tr, dr)〉 be a learning sequence of a student x on a course γ. Given a period
τ of day-intervals, a temporal learning profile of the student x is a matrix P ∈
R

|M |×|F |, where M is the set of learning modules μ ∈ M , F is a set of temporal
aggregations of day-intervals, and Pi,j estimates the total engagement of the
student in the set of temporal constrained tasks related to the learning module i
and the temporal aggregation j, i.e., T i

w1
, . . . , T i

wh
. Here, each wk represents a

time window corresponding to the k-th day-interval of τ involved in the temporal
aggregation j.

To clarify, given a period τ , each profile P represents the activity of stu-
dents discretised with respect to some identified temporal aggregations of
days. As an example, given τ equal to January, F could be equal to the set
{Monday, Tuesday,Wednesday, Thursday, Friday, Saturday, Sunday}, where
with Monday we intend to aggregate the engagement on the tasks performed
on all Mondays in January. The engagement Pi,j can be expressed by any value
related to learning behaviours (frequency or temporal measures).

4 Learning Data

To present our findings, we refer to two datasets of log data describing the
interactions of 30 students on two blended courses of a Postgraduate Master’s
program organised on a Moodle platform that supported lectures and laborato-
ries. The two courses (Course A and Course B in the following) were taught at
the same period and their related Moodle courses, provided with a great number
of Resources and Activities1, have a highly comparable structure.

Course A was organised in 4/6h of theory and laboratory practice per week
spread over 4 weeks. The Moodle course has been structured in five sections
(plus one for the laboratory). After data consolidation, which we will describe
in the following, the number of available logs was 31,095.

Course B was organised in 6/8h of theory and laboratory practice per week
spread over 5 weeks. The Moodle course followed the same format as course
A: four sections (plus one for the lab.) with the same type of resources and
activities, though their content and number differ2. Available logs: 59,583.
1 https://docs.moodle.org/39/en/Managing a Moodle course.
2 Both courses were structured with Assignment (11,4), Book (1,1), Database

(1,1), Feedback(1,1), File(6,24), Forum(7,6), Glossary(1,1), H5P(6,9), Lesson(5,8),
Page(2,10), Quiz (5,10), Survey(6,4), URL(10,14), Wiki(1,1). The numbers repre-
sent the quantity of resources/activities available in course A and B.

https://docs.moodle.org/39/en/Managing_a_Moodle_course
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Data Consolidation. The analytic process we propose assumes as input log
data, namely a collection of ordered sequences of records describing the actions
of a set of students. Each record is an object with an ID that stores information
about a specific user action and is described by the values of its attributes. Since
on Moodle some logs are stored at the site level, while some other at the course
level, to collect our data, we followed the approach proposed in [16]. Firstly, we
extracted the dataset of all logs of the platform, then we extracted the times-
tamps directly from Moodle database and we added them to the dataset as an
additional field. Secondly, for each of the platform’s courses, we extracted the logs
of the course and every time we added to the dataset an additional field identify-
ing the course; then we merged all course datasets into one. Finally, we joined this
latter table to the table extracted at the site level, yielding all logs pertaining to
user actions ensuring that the time information was not lost. Then, we converted
the timestamp values in a Date&Time standard format to make it more read-
able. An example of the integrated log record is: ID: 402267, Time: 1615214006,
Course: A, Date&Time: 2021-03-08T15:33:26, Username: USER 37 Recip-
ient: -, Context: Lesson: Intro, Component: Lesson, Event name: Course
module viewed, Description: The user with id ‘37’ viewed the ‘lesson’ activity
with course module id ‘641’, Origin: web IP address: 109.52.45.53. We refer
to the reference paper for data cleaning and preparation [16].

For the purposes of the current work, to extract the temporal constrained
task Tμ

w (Definition 5) and the temporal learning profile P (Definition 6), we have
first to extract the learning sequence Lγ

x (Definition 4) by selecting the fields:
Component, Event name, Time from the integrated log records. In Moodle, the
component refers to the learning module, i.e., Lesson, Quiz, Forum, Assignment,
Book, etc., whereas the event name represents the actions taken such as module
view, post created, question viewed, question answered, etc.. Then for each record,
the duration d is calculated as the temporal difference (with a granularity per
second) between its timestamp t and that of the next record in the sequence.

Most research involving the temporal dimension of educational data found
that some learning activities take anomalous durations, as a result of off-task
behaviours or inaction, which should be handled before any analysis. To identify
and mitigate the effect of outliers we performed an outlier detection analysis of
the duration values for each type of action αi taken on each specific learning
module μi, separately. Since most of the duration distributions tended to be
right-skewed, for each action of each learning module we computed the median
value and the median absolute deviation (MAD) and we considered as outliers all
the duration values higher than the threshold calculated as the sum of the median
and the MAD. Finally, all the identified outliers have been replaced with the
median value. The median can be considered a good measure of central tendency
and this median based approach works relatively well for skewed distribution and
high asymmetry when detecting outliers.
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Fig. 1. Course B. Left: time spent (reds) vs number of actions (blues). Right: average
time per action. Xticks are students IDs. Darker colors highlights higher values. (Color
figure online)

Given the consolidated data, in the following section we explain in detail how
we defined the different profiles tailored to the specific temporal analysis.

5 Temporal Learning Profile Analysis

In the literature, frequency (number of actions carried out) and duration mea-
sures (total time spent on a task) are typically used as a qualitative indication of
student engagement [6,12]. The total amount of time spent on a task Tμ (called
time-on-task) is calculated by summing up the duration d of each of its actions
α. More formally, given Tμ = 〈(μj , αj , tj , dj), (μj+1, αj+1, tj+1, dj+1) . . . , (μq, αq,
tq, dq)〉, the time spent is defined as

∑
i=j,j+1,...,q di. While the number of actions

in Tμ, named frequency, corresponds to the task length q.
However, to the best of our knowledge, previous studies do not consider that

two students who spend the same time on a task, or perform the same number
of actions, may instead behave very differently. In the following sections, we
propose a student temporal learning model that overcomes these issues by using
a specific measure of engagement that can be used to derive typical temporal
behaviours by a clustering analysis.

5.1 Average Time-On-Task

When using our data to examine overall time spent and number of actions taken
by students, we noticed that examining simply one of the two variables at a time
does not provide a comprehensive picture of student learning behaviour.

Let us consider Fig. 1. The plot on the left reports, for Course B, the total
time spent in seconds with respect to the number of actions and shows a substan-
tial difference amongst students, as also evidenced by the significant standard
deviation (5,913.39 for time spent and 336.82 for actions). The students could
repeat exercises as often as they wanted, so when comparing the total time to the
overall number of actions carried out on the course, we can notice that student 7,
who was in the lower range in terms of total time spent, performed considerably
the greater number of actions. The comparison with student 19 who stands out
as having spent the most time on the course implies that the actions of student
7 were shorter and demonstrates a completely different behaviour. The aver-
age time per action (on the right) enables us to comprehend for instance that
students 16 & 25 behave similarly, as well as students 8 & 23 and 14 & 21.
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Fig. 2. Component use. For all plots, student IDs are reported on the x-axis and the
legend is the same.

However, we are not only interested in whether and when, but also in the types
of tasks on which students spend their time. Therefore, we would like to capture
two distinct behaviours which can be identified in the online environment: obser-
vational learning (taking in content: reading postings and information, watching
videos, etc.) and application/interactional learning (producing/demonstrating:
writing postings, taking quizzes, writing assignments, etc.) [6]. Thus, we select
only those modules directly relevant to ‘Quality Learning’ defined as learning
in which learners are provided with the ability to effectively learn, and retain
skills and knowledge gained [20]. Specifically, out of all the components (learning
modules μ) of the courses, we choose: File, Glossary, and URL for observational
learning; Assignment, H5P, and Quiz for application/interactional learning; and
the Lesson, provided with a number of questions, for both types of learning(see
footnote 1).

The examination of each component’s use in Fig. 2 reveals different individ-
ual needs and learning styles [8]. For example, some students never used some
components (top left) while student 7 used the Glossary, Lesson and H5P more
than the others in terms of number of actions (top right) as did student 12 with
the URL. A different summary is outlined in the analysis of the time invested
in each component (bottom left). Student 19 spent most of their time on the
File as did student 6, while student 25 on the Assignment for a more or less
comparable time than student 19. Student 30 preferred the Lesson, student 18
the Quiz. On the contrary, students 14 and 21 hardly used the Quiz.

This preliminary analysis of the data shows that certain students may have
similar behavioural patterns although limited to the total duration or total fre-
quency of use. We argue that the separate use of neither the total amount of time
spent nor the number of actions taken can be enough to describe behaviours.
As a result, to investigate learning habits, we propose the adoption of a central
tendency measure combining the two factors to better define student behaviour.
In particular, we employ the average time-on-task, that can be simply calculated
as the time-on-task divided by its frequency. Thanks to the usage of the average
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time-on-task, we are able to comprehend that, as depicted in Fig. 2 (bottom
right), students 7, 13, and 17, exhibit very comparable behaviour, which we
would not have been able to observe if we have only looked at the total time or
the frequency of actions.

The study presented so far highlights several differences, but also a number
of similarities that we would like to capture. Therefore, since time is the focus in
our work and we want to explore how students behave over time, we constrained
the engagement in time frames (Definition 5). In the next section we present
alternative ways of modelling student temporal behaviour.

5.2 Temporal Aggregations

As humans we operate under the cadence of a seven-day week and the week-day
alternation drive our lives. Since the flexibility of e-learning requires student
self-regulation (time management and self-testing) [9] some questions arise. How
do students act at different days of the week? May any time segmentation be
representative of their own learning habits? Starting from the above considera-
tions, we examine data from various time frames and we identify three profile
configurations: week, days and knowledge domain, that we illustrate below.

Week. Our data represents students that carried out online activities while
attending remote face-to-face lectures scheduled on a weekly basis. Could this
scheduling generate comparable distributed behaviour while learning online over
a week? In order to examine students’ weekly engagement, we look at their
average time-on-task, distributed over the weeks. Fig. 3 - left shows for each
student the overall engagement in all tasks week by week. This setting highlights
some behaviours that are common to all learners as well as extremely unique
habits. For instance, in the first week students 6 and 19 have similar behaviours
while student 22 emerges; in the second week, students 6 and 19 still have
similar habits; in the fourth week students 16 and 25 behave quite similarly while
students 19 emerges. However, when we dig deeper and unpack the engagement
with respect to the components of the first week, for students 6 and 19 (Fig. 3 -
right), we observe a completely different picture. Despite having similar weekly
overall engagement, student 6 spent more time than student 19 on File, whereas
student 19 engaged on H5P and URL more than student 6.

Days and Domain Knowledge. A weekly view ignores any variances that
might occur on different days. On Mondays, one student may study more than

Fig. 3. Overall engagement over the weeks & detail by component of the engagement
in the first week for students 6 and 19.
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Fig. 4. Overall engagement over the Days of the week & over the Domain Knowledge

on Sundays despite having the same weekly behaviour as another student. There-
fore, we looked at how students behave on a daily basis. In Fig. 4 - top left, which
represents the overall engagement for all tasks with regard to the Day aggrega-
tion, we can observe that on Tuesdays, students 6 and 19 still behave similarly,
as well as students 22 and 25 on Wed. However, since in our dataset the labora-
tories took place on some days and the lectures on others, to capture potential
different behaviour on the basis of the teaching activity, we also propose a model
based on this Domain Knowledge, i.e., we aggregate data into three categories:
laboratory, lectures, and days off. In Fig. 4 - bottom left we now observe a pretty
similar level of activity on lecture days for students 19 and 22.

If we dig deeper into the study, we can see that despite being apparently
similar, the learners have radically distinct learning styles. Considering again the
case of Wednesday, student 22 is more engaged in File and URL, while student
25 in Assignment and Glossary (Fig. 4 - top right). On a domain basis (Fig. 4
- bottom right), during lecture days, student 19 is more engaged in Assignment
and File than student 22, who is more engaged in URL.

In the next section, we describe the clustering algorithms that we used to find
groups of students having a similar temporal learning behaviour with respect to
the proposed profile configurations.

6 Temporal Learning Behaviour Discovering

Our goal is to find groups of students that share temporal regularities, namely,
to cluster students with similar temporal profiles whose knowledge is contained
in each Pi,j describing the engagement of the student in the learning module i
and the temporal aggregation j (Definition 6). According to this definition, the
temporal aggregation F and the type of engagement value Pi,j are set when the
framework is instantiated to analyse a real dataset and are dependent on the
aim of the study. In this paper, we use the three different temporal aggregations
F , presented in Sect. 5.2, as variables to observe and the average time-on-task as
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Table 1. Comparison of clustering results for profile configurations with different tem-
poral aggregations.

Course A Course B

K-means Bisecting Hierarchical K-means Bisecting Hierarchical

Profile K K1 SSE SSH K K1 SSE SSH K K1 SSE SSH K K1 SSE SSH K K1 SSE SSH K K1 SSE SSH

Week 15 10 8.6 0.11 19 16 11.7 0.01 12 7 12.8 0.105 12 8 14.1 0.06 16 8 15.6 0.04 11 8 15.4 0.08

Day 14 11 22.7 0.10 19 16 15.2 0.02 12 7 27.3 0.09 12 8 17.7 0.08 17 11 14.6 0.06 11 8 19.8 0.08

Domain 13 6 6.9 0.14 15 5 14.5 0.08 13 6 7.0 0.13 12 8 3.9 0.20 14 4 13.1 0.05 12 8 3.9 0.20

tracking variable contained in each Pi,j . Given the difference in terms of temporal
aggregation of each student profile configuration, we also have a different size
of the matrix P ∈ R

|M |×|F | representing the temporal learning profile, where
|M | = 7 represents the number of the learning modules μ taken into account.
The difference in terms of matrix size is due to the temporal aggregation: |F | = 4
for the Course A and |F | = 5 for the Course B in the week based configuration;
|F | = 7 in the days of the week, and |F | = 3 for the domain knowledge.

We experiment and compare three clustering algorithms: K-means, Bisect-
ing K-means and Ward hierarchical clustering by using the Euclidean distance
function3. We compare the performance of these three approaches by report-
ing the sum of squared errors (SSE) measuring the compactness of the clusters,
the silhouette score (SSH) that captures both compactness and separation, the
number of clusters (K), and the number of singleton clusters (K1).

6.1 Results and Discussion

The first outcome of our comparative analysis is that in each course, for any com-
bination of profile configuration and clustering algorithm, the clustering analysis
discovers a not negligible number of singleton clusters (see K1 values in Table 1)
identifying specific learning behaviours that are unique. This is likely due to the
fact that in the platform students have the possibility to freely organise their
learning activities choosing the learning modules from time to time, how many
times to access them, and how much time to spend on them. Comparing the
other metrics in Table 1 we can also observe that looking at the silhouette score,
most of the time K-means has slightly better performance than the hierarchi-
cal and always a better SSE. Bisecting K-means instead has lower performance
with respect to the others. Moreover, among the three profile configurations we
highlight that the Domain Knowledge enables better clustering performance for
all the algorithms both in terms of SSE and SSH.

In order to comprehend the characteristics of the extracted prototypes we
also analyse the centroids of the clusters. Fig. 5 shows the centroids obtained by

3 K-means has been implemented in Python with scikit-learn, Bisecting K-means
with pyclustering, and Hierarchical clustering with scipy. For K-Means we select
the number of cluster k analysing the SSE curve. For Bisecting K-Means we vary
the parameters controlling the split. For the hierarchical we obtain the clusters by
cutting the hierarchy w.r.t. the median value of the distance matrix.
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Fig. 5. Centroids of K-means on Domain Knowledge: clusters (left), singleton (right).

applying K-means on Course B. In particular, centroids for clusters with at least
two students are shown on the left, whereas singleton clusters are shown on the
right. These two plots highlight that among the singletons, there are students
who have low activity across time frames for most of the components but high
peaks for a few specific components. For example, during laboratory and lecture
days, student 19 prefers to learn by reading Files and watching videos (URL)
but always works on Assignments. Conversely, student 6 prefers to use Files
with respect to other activities both in laboratory and in lecture days, although
we observe a growth in the use of videos (URL) in days off. Student 22 prefers
to watch videos lectures. Some students, such as student 20, have a low overall
activity level but some peaks on the interactive tools (H5P).

In Fig. 5-left we notice that all clusters are characterised by a high activity
on File. We highlight that Cluster 0 is more engaged in interactive activities
(H5P) on days off, and is the cluster with the highest level of activity in video
lectures (URL) in general. Cluster 2 devotes the majority of its activity to Files
and H5P, while the latter are used less frequently during the day off. Cluster 6
is similar to Cluster 0 but we note a low level of engagement on days off. Cluster
11, on the other hand, uses a lot of File, H5P and Glossary on laboratory and
lecture days, whereas reading Files increases on days off.

The selected features for the profile configuration clearly influence the user
modelling, providing more or less details, and the clustering result. As a conse-
quence, given the same students as input, the clusters can move depending on the
profile configuration and two students may or may not stay in the same cluster.
Since we are interested in understanding if there are students who are similar
regardless of the profile configuration chosen, we examined how the groupings
change, i.e., how students migrate across clusters.

Fig. 6 illustrates the movement of students between clusters. This analysis
reveals that some students are constantly alone (students 6, 16, 18, 19, 22, 25 )
in comparison to others (such as students 4, 7, 9, 24 and students 3, 15, 23 )
who always stay in the same cluster for each configuration. Therefore, regard-
less of the temporal profile configuration, some students have unique learning
behaviours, while others are similar regardless of the perspective used to define
similarity or the clustering approach. The uniqueness of the students, which
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Fig. 6. Clustering for each profile configuration (DM = domain knowledge, W = week,
D = days) in Course B with K-means. Students IDS are reported on the bottom.

allows them to remain independent in any configuration, is a result of their
selective selection of learning modules. Hence, singletons have significant peaks
in their preferred learning modules and very poor engagement in the others in
whatever configuration.

We also looked into the habits of students who remain together regardless of
the temporal profile configuration, and found that they have peaks in the same
learning modules, as expected. For example, students 4, 7, 9, 24 in any time
aggregation of each profile configuration are always engaged in File, Glossary,
and H5P. Moreover, they are not interested in watching videos (URL) unlike
students 3, 15, 23 or student 22.

The temporal analysis enables us to comprehend the various habits that each
student uses when learning online. The uncovered profiles may enable different
teaching strategies tailored to each student or customised recommendations for
learning time schedule. These traits could also be correlated with information,
such as sequence of activities performed, to explore individual learning traits that
might positively affect performance, engagement, and success and to be employed
for predictive analysis or to improve learning design. Furthermore, knowledge
of any associations between any temporal aggregations and the average time-
on-task could aid in the implementation of a well-designed and personalised
dashboard that extracts and displays real-time data on student engagement.

7 Conclusion

We have presented an analysis aimed at discovering prototypes of student tem-
poral learning behaviour by using information describing whether and when stu-
dents typically work in specific learning modules of an online learning environ-
ment, and on what type of learning activity they are engaged. Three temporal
representations of the student profile, as well as distinct clustering algorithms,
are used. Using real student learning data from two courses, we discovered that
some students have distinct learning behaviours, while others are comparable
and always cluster together, regardless of the temporal profile configuration.



Uncovering Student Temporal Learning Patterns 353

Acknowledgments. This work is supported by the EU H2020 Program under the
scheme H2020-INFRAIA-2019-1: Research Infrastructure G.A. 871042 SoBigData++.

References

1. Beaudoin, M.F.: Learning or lurking?: tracking the “invisible” online student. Inter-
net High. Educ. 5(2), 147–155 (2002)

2. Bovo, A.: Clustering moodle data as a tool for profiling students. In: ICEEE (2013)
3. Chen, B., Knight, S., Wise, A.: Critical issues in designing and implementing tem-

poral analytics. J. Learn. Anal. (2018)
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Abstract. One of the main goals of science and engineering education
is to guide students in becoming proficient problem solvers. Metacog-
nitive abilities play an important role here, since they help students
to regulate their own solving process. The Disciplinary Learning Com-
panion (DLC) is an online tool that aims at developing these abilities
through discipline- and topic-specific reflection on the solving process. In
this contribution, we report on the results of the implementation of the
DLC in a first-year Newtonian mechanics course. We studied the inter-
play between students’ interaction with the DLC (online learning traces),
their metacognitive abilities (pre and post self-reported questionnaire),
academic achievement (final exam score and particular exam problem
score), and conceptual understanding (coding exam problem). We found
no significant relationship between students’ interaction with the DLC
and their metacognitive abilities as measured by the self-reported ques-
tionnaire. The results, however, show that students that used the tool
more frequently obtain a higher final exam score and have a better con-
ceptual understanding of the exam problem considered. Moreover, the
results suggest that the topic-specificity of the reflection questions plays
a role in the improvement in academic achievement.

Keywords: Metacognition · Self-regulation · Reflection · Problem
solving · Physics · Newtonian mechanics

1 Introduction

One of the main goals of science and engineering education is to guide students in
becoming proficient problem solvers. Metacognitive and self-regulating abilities
are needed to become a skilled problem solver in addition to sufficient content
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and procedural knowledge in different disciplines [11]. These abilities help stu-
dents to regulate their solving process and to guide their decisions on which
approach to follow when solving a problem [19]. This study investigates whether
the development of metacognition can be stimulated through reflection on the
solving process. Moreover, we consider whether there are preliminary indications
that discipline-specific reflection contributes more strongly to the development of
metacognitive abilities than generic reflection. We focus on the use of metacogni-
tive knowledge and skills when solving physics problems, in particular problems
in Newtonian mechanics.

1.1 Metacognition

Based on the well-known framework of Flavell [4], metacognition can be
described as “students’ knowledge about their processes of cognition and the
ability to control and monitor those processes as a function of the feedback
received via outcomes of learning” [6]. Metacognitive abilities consist of two
major components: metacognitive knowledge and metacognitive skills or control
[6,7,23,26]. Metacognitive knowledge refers to the knowledge and beliefs stu-
dents have about their own cognition, the cognitive strategies they use and how
these strategies interact with a cognitive task. Moreover, Flavell recognizes three
subcategories in metacognitive knowledge: knowledge about persons, tasks, and
strategies [4,23,26]. In the context of problem solving, the latter is the most
important one: it includes knowledge about when, why, and how certain strate-
gies can be applied to achieve certain goals [4,26]. Metacognitive skills refer to
the strategies students use to plan, monitor, control, and evaluate their cognitive
activities to ensure effective learning [4,26].

The notion of metacognition is closely related to self-regulated learning.
There is an extensive literature on these two notions and the relationship between
them. According to Schraw’s model metacognition is, besides cognition and moti-
vation, one of the components of self-regulated learning [20]. Since considering
students’ motivation is not the aim of this study, we look through the lens of
metacognition in this contribution.

1.2 Role of Metacognition in Problem Solving

Problem solving is a complex process. Many generic and discipline-specific prob-
lem solving models exist. In the context of physics problem solving, the logical
problem solving model of the University of Minnesota has been developed to
help students improve their understanding of physics problem solving [6].

To become skilled problem solvers students need a solid basis of content
and procedural knowledge in different disciplines. Indeed, a profound concep-
tual understanding of the problem and knowledge of the relevant procedures
is a prerequisite to be able to solve a problem [8,11,13]. This knowledge and
these skills, however, do not help students to make decisions on which actions
to undertake when solving a non-routine problem. Here students’ metacognitive
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abilities play an important role, since they help students to guide their deci-
sions on which approach to follow [19] and to monitor their progress [1,7]. The
research of Schoenfeld [19] showed that experienced problem solvers spend rela-
tively more time on metacognitive processes, such as analysing the problem and
reflecting on the solution process, than novice problem solvers. Comparatively,
novice problem solvers spend most of their time on cognitive processes, such as
finding a solution plan and calculating. The research of, e.g., Rozencwajg [18]
confirmed that students are more successful in problem solving when they show
a higher level of metacognitive abilities.

Berardi-Coletta et al. showed that transfer of learning to new problems is
more likely to take place if students acquire information on the solution of a
problem via metacognitive processes [1]. Similarly, the study of Kapa showed
that training students in metacognition with a focus on the product and the
process phase of problem solving (i.e., on the use of metacognitive activities
after and during the solving process) is beneficial for near and far transfer (i.e.,
for transfer to similar and dissimilar problems) [9].

The results above show that fostering students’ metacognitive abilities can
contribute to the education of successful problem solvers. Ample research has
confirmed that metacognitive abilities positively affect learning outcomes, hence,
academic achievement [10,22,27].

1.3 Metacognition and Educational Technology

Numerous interventions have been developed to foster students’ self-regulating
and metacognitive abilities, many of them use some kind of technology and/or
learning analytics [24,25]. The majority of studies on mobile-learning showed
that mobile-learning can enhance self-regulated learning [15]. The research of
Garcia Rodicio et al. showed, however, that only offering a minimal or inter-
mediate support system does not improve students’ learning [5]. Students need
a broad support, at least if they have to study complex materials with little
prior-knowledge on the subject. In the context of our study, we expect students
to need a broad support system to improve their conceptual understanding and
metacognitive abilities for problem solving as physics and Newtonian mechanics
in particular are known to be conceptually challenging.

2 Motivation and Research Questions

As discussed before, many technology-based interventions have been developed
to foster students’ self-regulating and metacognitive abilities [24]. Tormey et al.
[21] combined a learning diary with a learning analytics dashboard in order to
stimulate self-regulating abilities in relation to problem solving. The result is an
online application called the Learning Companion, which is carefully grounded
in theory. The learning diary provides a predefined list of generic reflection ques-
tions related to problem solving. Students can reflect on their solution and the
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solving process by answering these generic questions after solving any prob-
lem. Ample research has indicated, however, that it is more effective to teach
self-regulating and metacognitive abilities in a discipline-specific context, rather
than covered in a discipline-agnostic package [7,19,23]. Therefore, we believe
that the concept of the Learning Companion can be augmented by supplement-
ing or replacing the generic reflection questions by discipline-specific, and even
topic-specific reflection questions. This forms the motivation to develop the Dis-
ciplinary Learning Companion (DLC).

In this contribution, we discuss the concept of the DLC and its implemen-
tation in a first-year course on Newtonian mechanics for students in bioscience
engineering at KU Leuven (Belgium). The aim of our study is to investigate
the possible impact of the DLC on students’ metacognitive abilities, academic
achievement, and conceptual understanding. The research question are:

RQ1. How is students’ interaction with the DLC related to their metacognitive
abilities as measured by a validated questionnaire?

RQ2. How is students’ interaction with the DLC related to their academic
achievement on a final exam?

RQ3. How is students’ interaction with a particular physics topic in the DLC
related to their performance on the corresponding exam problem and their
conceptual understanding of this exam problem?

3 Concept of the Disciplinary Learning Companion

The idea of the Disciplinary Learning Companion (DLC) is to foster students’
metacognitive abilities for problem solving by triggering reflection on the solving
process. The self-reflection is elicited by discipline-specific or even topic-specific
reflection questions and personalized feedback. The DLC consists of reflection
modules, where each reflection module discusses one particular problem. In this
study, we focus on problems in Newtonian mechanics. The reflection questions
are structured according to five problem solving dimensions that can also be
linked to the logical problem solving model of the University of Minnesota [6]:
(1) strategy plan, focusing on setting up a well-considered and complete strat-
egy plan to tackle the problem; (2) concepts, focusing on identifying the rele-
vant discipline-specific concepts needed to solve the problem; (3) mathematical
model, focusing on translating the relevant physical laws and concepts into a set
of equations; (4) computations, focusing on the necessary computations to solve
the mathematical model obtained; and (5) interpretation, focusing on interpret-
ing and evaluating the answer obtained. Each reflection module counts 10–15
reflection questions, such that we expect students to work on it for about 20–30
min.

The reflection questions are multiple-choice questions1, where the answer
options include answers based on common student difficulties. For each reflection

1 For some examples, see https://set.kuleuven.be/LESEC/groups/study-career-guid
ance-of-steam-students/DLC-documents/.

https://set.kuleuven.be/LESEC/groups/study-career-guidance-of-steam-students/DLC-documents/
https://set.kuleuven.be/LESEC/groups/study-career-guidance-of-steam-students/DLC-documents/
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question, students receive feedback based on their answer. The feedback explains
why the answer is (in)correct, what reasoning could lead to the correct answer,
why particular solving strategies could be more suited or efficient, and suggests
specific actions (e.g., “Would you solve the problem differently with this new
information. If yes, try to do so.”). Once students have gone through all topic-
specific reflection questions, they can download a model solution to the problem.

To stimulate transfer of acquired concepts and strategies to future problem
solving, the last question of the reflection module instructs students to write
down a point of attention, i.e., something they have learned by solving the prob-
lem or completing the reflection module and want to take with them to future
problem solving. This can be, for example, a concept they did not fully under-
stand yet, a common strategy or how they can write something down. This is an
open question such that they are stimulated to reflect on what they have learned
themselves. However, as students are not always able to come up with a useful
point of attention themselves, a list with suggestions, structured according the
five problem solving dimensions described above, is provided afterwards.

4 Methods

This section discusses the participants, course design and the three different data
sources in our study.

4.1 Participants and Course Design

Since we believe that the development of metacognitive abilities can help stu-
dents in the transition from secondary to higher education, we implemented the
DLC in an introductory physics course for first-year students in bio-engineering
science at KU Leuven (Belgium) (N ∼ 350). This course mainly dealt with New-
tonian mechanics and consisted of two 1,5 h weekly lectures and one 2 h problem
solving session for each chapter. The professor of the course provided the lec-
tures, while teaching assistants guided the problem solving sessions. For each
of the nine Newtonian mechanics topics, we selected an additional problem for
which we developed a reflection module. Students were instructed to solve this
problem and reflect on their solving process using the reflection module after the
problem solving session. The goal of this task was to help students process the
concepts and strategies discussed in the problem solving session and to prepare
for the next problem solving sessions. The task was not graded nor mandatory,
but the students were stimulated by the professor as well as the teaching assis-
tants to engage in the reflection modules as part of the learning activities for the
course.

4.2 Students’ Interaction with the DLC

To measure students’ interaction with the DLC, we checked how many reflection
modules they completed and to what extent. In the context of the study, we
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Table 1. Overview of the grouping of students for the three research questions and
the number of students in each group. For RQ1 and RQ2 students were divided in
four groups depending on how many reflection modules of the DLC they completed
(interaction groups). For RQ3 the groups were combined two-by-two, but then split
depending on whether students did or did not complete the particular reflection module
on angular momentum (angular momentum interaction groups).

RQ1 RQ2 RQ3

#modules
completed

#students #students #modules completed # students

0 24 100
}

0–3
{

NOT ang momentum 189

1–3 48 94 ang momentum (5)

4–6 53 71
}

4–9
{

NOT ang momentum 64

7–9 40 51 ang momentum 58

Total 165 316 316

only wanted to include “valid” participations to the reflection modules. Hence,
we only considered participations to the reflection modules that were completed
timely (i.e., at the latest 2 weeks after the next problem solving session), almost
fully (i.e., ≥80% of topic-specific reflection questions are answered), and carefully
(i.e., ≥10 min spent to complete the module).

For RQ1 and RQ2, the students were divided in four “interaction groups”
based on the total number of reflection modules completed: 0, 1–3, 4–6, or 7–9
reflection modules. For RQ3, we studied the exam problem on the particular
topic of angular momentum in more detail. Therefore, we took into account
whether students did or did not complete the reflection module about angular
momentum in addition to the total number of reflection modules completed (0–3
or 4–9 modules). In this way, we obtained four “angular momentum interaction
groups”. In the analysis of students’ metacognitive abilities (RQ1), we could only
include students that participated in both the pre- and the posttest of the MSLQ
(N = 165). In the analysis of students’ performance on the exam (RQ2 & RQ3),
we included all students that participated to the final exam (N = 316). Table 1
presents the number of students in each (angular momentum) interaction group.
Note that for RQ3 only 5 students were in the second group, which made this
group too small to include in this part of the analysis. The performance of these
students on the exam problem was very diverse, ranging from a zero score to
a score of 8/10, such that no trend could be observed in the data of this small
group.

4.3 Metacognitive Abilities

To investigate whether there is a relationship between students’ interaction with
the DLC and their metacognitive abilities (RQ1), we administered a pretest dur-
ing the first lecture of the course and a posttest during a lecture at the end of the
semester. These tests were based on (the second part of) the Motivated Strate-
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gies for Learning Questionnaire (MSLQ) developed by Pintrich and De Groot
[16,17]. In this self-reported questionnaire, students have to assess 50 statements
about learning strategies on a 7-point Likert scale (coded 1–7). We translated
the statements to Dutch, which is the native language at our university, and
made them more concrete for the context of the course.2 The 50 statements are
originally categorized into 9 subscales: rehearsal, elaboration, organization, crit-
ical thinking, metacognitive self-regulation, time and study environment, effort
regulation, peer learning, and help seeking. Using a confirmatory factor analysis,
we investigated whether the same subscales applied to our adapted questionnaire
as interpreted by the participants to the pre- and posttest. Some adjustments to
the categorization of the statements were made (see Footnote 2). Among others,
the subscales “time and study environment” and “effort regulation” were merged.

4.4 Academic Achievement and Conceptual Understanding

We studied students’ performance on the exam on a quantitative and on a more
qualitative level. We considered students’ final exam score for the course and
studied their solution to one problem of the exam in more detail. For the latter,
we defined a concept score assessing students’ conceptual understanding of this
problem. A coding frame was developed that considers whether students recog-
nized the relevant concepts and whether they applied these concepts correctly.
In total, five concepts that should be applied to answer the two subquestions
of the problem were identified. Each of these concepts was worth one point if
recognized as relevant and worth another point if also applied correctly, resulting
in a concept score between 0 and 10. For each relevant concept, some criteria
were set up to decide when students did or did not recognize it and did or did
not apply it correctly. In total, a sample of 25 student solutions to the exam
problem was scored by three independent raters and discussed in two rounds.
After refining the criteria another sample of five student solutions was rated.
Interrater reliability was tested for the two subquestions and yielded a Cohen’s
kappa of .88 and .79, respectively, which can be seen as a substantial agreement.

4.5 Data Analysis

Students’ data were linked to each other by using student numbers. Students
were asked to fill in their student number in the reflection modules, pretest,
and posttest. Moreover, students signed an informed consent before voluntarily
participating to the pretest. Filling in the student number was not mandatory to
be able to use the reflection modules. However, for each reflection module only
a small fraction of students (≤8%) did not provide a (valid) student number.
The data were pseudonymised after linking them to each other by replacing the
student numbers with unique codes.

2 For some more details, see https://set.kuleuven.be/LESEC/groups/study-career-gui
dance-of-steam-students/DLC-documents/.

https://set.kuleuven.be/LESEC/groups/study-career-guidance-of-steam-students/DLC-documents/
https://set.kuleuven.be/LESEC/groups/study-career-guidance-of-steam-students/DLC-documents/
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5 Results

This section presents the observed relationships and trends in the data obtained
in the study. For the analysis, students were grouped based on their interaction
with the DLC as discussed in Sect. 4.2 and shown in Table 1.

5.1 Interaction with DLC vs. Metacognitive Abilities (RQ1)

For each subscale of the MSLQ, the pre- and postscore and the normalized change
between both tests were compared for the four interaction groups. Kruskal-Wallis
rank sum tests showed that there were almost no significant differences between
the four interaction groups, except for the postscore on the subscale “time and
study environment and effort regulation” (χ2 = 10.90, p = .01, df = 3). Post-
hoc pairwise Wilcoxon tests showed which pairs of groups scored significantly
different (see Fig. 1). This result indicates that students using the DLC more
frequently reported that they spend their studying time more effectively and are
more committed to reaching their goals.

Fig. 1. Relation between interaction with the DLC measured as the number of reflec-
tion modules completed and the postscore on “time and study environment and effort
regulation”. The table shows the results of the post-hoc pairwise Wilcoxon tests.

5.2 Interaction with DLC vs. Academic Achievement (RQ2)

We measured students’ academic achievement quantitatively by their final exam
score. When comparing the final exam score for the four interaction groups, we
noted an increasing trend. A Kruskal-Wallis rank sum test indicated that there
were significant differences between the four groups (χ2 = 48.84, p < .001, df =
3). Further analysis using pairwise Wilcoxon tests showed that there was a sig-
nificant difference between each pair of groups (see Fig. 2). This result indicates
that students using the DLC more frequently obtained a higher final exam score.
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Fig. 2. Relation between interaction with the DLC measured as the number of reflec-
tion modules completed and the final exam score. The table shows the results of the
post-hoc pairwise Wilcoxon tests.

5.3 Interaction with Module on Angular Momentum vs.
Performance and Conceptual Understanding for Corresponding
Exam Problem (RQ3)

We further investigated the relationship between students’ interaction with the
DLC and academic achievement by studying the role of the topic-specificity of
the reflection modules in this relationship. To this end, we investigated stu-
dents’ performance on one particular problem of the exam, the problem on
angular momentum, and their participation to the corresponding reflection mod-
ule. The score on the exam problem on angular momentum was compared for
the three angular momentum interaction groups. A Kruskal-Wallis rank sum
test confirmed that there were significant differences between the three groups
(χ2 = 15.37, p < .001, df = 2). Post-hoc pairwise Wilcoxon tests showed that
there was a significant difference between the group of students that completed
4–9 modules including the module about angular momentum and both groups of
students that did not complete the module about angular momentum (Fig. 3).
Note that there was no significant difference between the two groups of students
that did not complete the module about angular momentum, but that completed
a different number of reflection modules in total. These results suggest that the
particular topic of the reflection modules plays a role in the relationship between
interaction with the DLC and academic achievement.

To measure students’ academic achievement on a more qualitative level, we
considered students’ conceptual understanding of one of the exam problems,
again the problem on angular momentum. Students’ conceptual understand-
ing was assessed by the concept score as defined in Sect. 4.4. A Kruskal-Wallis
rank sum test indicated that there were significant differences between the three
angular momentum interaction groups (χ2 = 25.39, p < .001, df = 2). Post-hoc
pairwise Wilcoxon tests showed that there was a significant difference between
the group of students that completed 4–9 modules including the module about
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Fig. 3. Interaction with DLC and module on angular momentum vs. score exam prob-
lem on angular momentum. The table shows the results of the post-hoc pairwise
Wilcoxon tests.

angular momentum and both groups of students that did not complete the mod-
ule about angular momentum (Fig. 4). Note that again there was no significant
difference between the two groups of students that did not complete the module
about angular momentum, but that completed a different number of reflection
modules in total. This means that the topic of the reflection modules is impor-
tant in the development of students’ conceptual understanding, as would be
expected.

Fig. 4. Interaction with DLC and module on angular momentum vs. concept score
exam problem on angular momentum. The table shows the results of the post-hoc
pairwise Wilcoxon tests.
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6 Discussion and Future Work

We studied the interplay between students’ interaction with the DLC and their
metacognitive abilities, academic achievement and conceptual understanding of
one of the exam problems. We would like to emphasize that the design of the
study did not allow us to draw any causal conclusions. We did not work with a
control and experimental group, since this was not feasible in the context of this
study due to practical and ethical reasons.

Concerning RQ1, the results obtained show almost no relationships between
students’ interaction with the DLC and their metacognitive abilities as mea-
sured by the self-reported questionnaire. This could indicate that the reflection
modules are not effective for improving students’ metacognitive abilities. How-
ever, research [22] already suggested that self-reported questionnaires, such as
the MSLQ, are not very accurate measurements of metacognitive abilities. It
seems that students are often not able to accurately assess their own use of
metacognitive strategies. Moreover, the items in the MSLQ address very general
learning strategies, such as how to organize, summarize, and memorize learning
materials, how to study for a test, or how to concentrate while studying. By
contrast, the DLC focuses specifically on metacognitive strategies for problem
solving. Hence, the link between the abilities elicited by the DLC and the items
in the questionnaire might be missing or unclear for the students. Therefore, we
believe it is still possible that the DLC fosters students’ metacognitive abilities
for problem solving. Even stronger, if future qualitative research would indi-
cate that the DLC triggers metacognitive activities, then learning traces from
the DLC could be valuable microanalytic measures of metacognitive activity. To
this end, systematic observations, think-aloud protocols [22], or existing micro-
analytic measures [2] could be used, which is very challenging in the context of
a large-scale administration.

In answer to RQ2, the results reveal a positive relationship between stu-
dents’ interaction with the tool and their academic achievement (Sect. 5.2). This
corresponds with findings in the literature that metacognitive training results
in improved academic achievement [3,14] and that metacognitively oriented
ICT-based interventions and mobile-learning enhance learning outcomes [15,24].
However, when interpreting this result, we must take into account that students
using the DLC more frequently might also be more motivated and spend more
time on studying in general than other students. Therefore, we can not con-
clude that there is a causal relationship between interaction with the DLC and
academic achievement. Moreover, we can wonder whether the improvement in
academic achievement can be explained by the fact that students have been
reflecting on their solving process or by the additional topic-specific feedback
that was offered in the reflection modules.

Concerning RQ3, the results indicate that students’ performance on a par-
ticular exam problem is related to their participation to the corresponding reflec-
tion module. As would be expected, also students’ conceptual understanding of
a problem involving a particular concept depends on the topic of the reflection
modules that they completed (Sect. 5.3). From these results, we could conclude
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that the reflection modules only help students to improve their conceptual under-
standing of physics concepts and therefore also their academic achievement, but
not necessarily their metacognitive abilities. We could, however, also argue that
these results indicate that reflection on problem solving strategies should be
linked to a certain context, as was suggested in the literature [7,19,23]. Trans-
fer of learned strategies and metacognitive abilities to new contexts might be
difficult for students.

This discussion above shows that there is need for future research, since
we do not completely understand yet how the DLC contributes to students’
metacognition and academic achievement. It seems that the improvement in
students’ academic achievement by using the DLC can be explained by a combi-
nation of improvement in metacognitive abilities and conceptual understanding.
As suggested by Verschaffel et al. [24], further research is necessary to disen-
tangle the mediating effect of metacognition on learning outcomes from other
possible mediating factors, in this case improvement in conceptual understand-
ing. We need to better understand how students interact with the tool and
which reflection questions might trigger metacognitive activities. To this end,
we will organize think-aloud interviews in the context of the same course. Dur-
ing individual think-aloud interviews, the students will be instructed to solve a
new problem and reflect on the solving process using the corresponding reflection
module afterwards, while making their thinking process explicit by talking aloud.
We will use an observation protocol for metacognitive activities [12] to analyse
which metacognitive activities students use to regulate their solving process, and
which metacognitive activities are triggered by the reflection questions.

7 Conclusions

In this work, we presented an online tool, the Disciplinary Learning Com-
panion (DLC), for fostering students’ metacognitive abilities for problem solv-
ing through discipline- and topic-specific reflection on the solving process. We
studied the relationship between students’ interaction with the DLC and their
metacognitive abilities, academic achievement and conceptual understanding.
We found no significant relationship between students’ interaction with the
DLC and their metacognitive abilities as measured by a self-reported question-
naire. Hereby we contribute to the research evidence questioning the validity
of such self-reported questionnaires for measuring metacognitive abilities. The
results do show that students that used the tool more frequently obtain a higher
final exam score and have a better conceptual understanding of the exam prob-
lem considered. Moreover, the results suggest that the topic-specificity of the
reflection questions plays a role in the improvement in academic achievement.
Future research will use qualitative observations to better understand the inter-
play between metacognitive activities, conceptual understanding, and problem
solving strategies and how this is mediated by the reflection activities of the
DLC.
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Abstract. The Objective Structured Clinical Examination (OSCE) is a summa-
tive and certifying evaluation modality in the health sciences. It is a determining
and crucial step in the student’s career, which requires the mobilization of knowl-
edge, know-how and interpersonal skills. This generates problems such as time
management and decision making during its passage. It is in this perspective that
it seems interesting to design a digital simulation tool to reduce the intensity of
these problems. To do this, we have designed a serious game (ECOGAME) based
on the student’s clinical reasoning, which illustrates the passage from a surgical
station in an OSCE. Experimentation was conducted with 116 students in the 7th
year of medicine, followed by an evaluation of perception using a multidimen-
sional questionnaire. The results show that the majority of students are satisfied
with the usefulness and usability of the ECOGAME, and that the latter helped the
students to overcome their difficulties during the passage of the station of surgery
in the presential.

Keywords: OSCE (objective structured clinical examination) · Serious game ·
Medical simulation

1 Context of the Study and Problematic

In Morocco, as soon as the first cases of COVID-19 contamination emerged, the Min-
istery of Health declared a state of health emergency to limit the spread of the virus.
As a result, a series of preventive measures have been adopted by the public adminis-
tration to deal with the risks of the pandemic, indeed, the Ministry of Education has
implemented a national plan to ensure continuity of education while preserving every-
one’s health and safety.This type of teaching is problematic for professional learners in
the health field, especially, the assessment and certification of professional skills. This
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evaluation has become very difficult to carry out. According to a joint survey by the
International Labor Organization (ILO), the United Nations Educational, Scientific and
Cultural Organization (UNESCO) and theWorld Bank (WB), published inMay 2020, on
Information and Communication Technology “Technical and Vocational Education and
Training (TVET) and Skills Development during the time of the COVID-19”.Including
1349 respondents from 126 countries, the results show that 90% of respondents reported
the total closure of TVET institutions in their country, for various reasons, among, the
lack of distance learning infrastructure in general, and the difficulty of evaluating and
examining these practical trainings.[1].

As a valid and reliable instrument in this field over the last few decades, the Objective
Structured Clinical Examination (OSCE) has been used to assess the skills, clinical
competencies, and knowledge of health science students [2, 3], several researchers have
investigated its use with students as a summative and/or formative assessment tool [4, 5,
6]; In the era of the Covid-19, e-assessment has taken the relay, this was well illustrated
with the use of an e-OSCE, to assess medical students, that has proven to be useful and
effective in assessing clinical competence with the exception of physical examination,
and procedural skills [7], Hence, it is highly justified to use new technologies to unblock
this situation.

To solve this problem, it seems essential to suggest students use a digital device such
as a serious game as a simulation tool, and demonstrate how clinical skills and knowledge
are evaluated as they are in an objective structured clinical examination (OSCE).

Thus, our problematic aims to answer the following questions:

• Does the use of the serious game as a simulation tool help 7th year medical students
to overcome their difficulties encountered during the passage of a given OSCE station
in the presential?

• What are the students’ perceptions of the serious game developed?

2 Definitions

2.1 Simulation in Health

Generally, health simulation involves using equipment such as a mannequin, procedural
simulator, the virtual reality, or a standardized patient, re-creating scenarios, to teach
diagnostic and therapeutic procedures, repeat processes, andmedical concepts andmake
decisions.

2.2 Approaches to Simulation in Health

According to Gilles Chiniara, various approaches of simulations include organic sim-
ulations of humans and animals, as well as non-organic simulations made up of basic,
medium and/or high-fidelity mannequins, simulations involving the virtuel reality,
serious games, computer-assisted simulators, etc. (Fig. 1).
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Fig. 1. Approaches to simulation in health according to (G. Chiniara, 2007).

2.3 Serious Games

According to Julian Alvarez a serious game is a computer application, whose initial
intention is to combine with coherence both utilitarian aspects (Serious), such as, in
a non-exhaustive and non-exclusive way, teaching, learning, communication or even
information, with playful springs from the video game [8].

In fact, serious games, are the most commonly popular in the training of health
professionals, and their educational effectiveness has been confirmed by several studies
[9], through the total immersion they provide by using augmented reality, virtual reality,
etc. Pamela B. Andreatta et al.,(2006) indicate, that virtual reality facilitates clinical
medicine training in multiple settings [10], Furthermore, the virtual patient, which is
a case-based computer program that combines textual information with multimedia
elements such as audio, graphics and animation [11], it is increasingly used as a teaching
modality by medical educators in various teaching areas, becoming a new method of
training health care providers in clinical and communication skills over the past decade
[12].

2.4 The Objective Structured Clinical Examination

The concept of the Objective Structured Clinical Examination (OSCE) was first pro-
posed in 1979 by Professor Ronald Harden of the University of Dundee, Scotland, in
a document entitled: Assessment of clinical competence using an objective structured
clinical examination (OSCE) [13]. It is defined as an approach to the assessment of clin-
ical competence in which the components of competence are assessed in a planned or
structured way with attention being paid to the examinations [14], currently considered
one of the best modalities, for assessing the clinical competence of medical students
[15].

3 Methods

As mentioned before, this research is to design and evaluate students’ perceptions of
a serious game (ECOGAME), the latter allows to illustrate the passage of a station
during an objective structured clinical examination (OSCE). In this section, we present
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the approach taken, the area of study, the target audience, and the data collection and
processing techniques.

3.1 Design and Gameplay

The progression of the scenes of our serious game is based on the clinical reasoning,
of the student in front of an acute abdominal pain, according to a pedagogical scenario
developed by the pedagogical committee of the Faculty of Medicine of the UM6SS.
This, reflects the passage of the surgery station in the presential. The experiment begins
by entering the session password, to view the game rules and the clinical case vignette,
a time limit of 10 min was set to complete the game (similar duration of time allocated
to such a station in reality). The avatar represents a doctor who plays the role of the
evaluator in a medical office that receives the evaluated student. The student should
follow a clinical reasoning by answering six questions, the answer to the first question
of which, will depend on the second and so on (Fig. 2). Each question is followed by
a feedback, according to the answer. In case of a correct answer the student receives
a reward in the form of points with positive feedback. In case of a wrong answer the
student receives an encouraging feedback with negative points (Fig. 3, 4). In the game
the avatar helps the student (two times), if he perceives that the student is following good
clinical reasoning. At the end of the game, the screen displays to the student the score
obtained and the percentage of reasoning of the clinical situation studied. (Fig. 5).

The game was designed using the software Virtual Training Suite (VTS Editor,
version 5.0). It is a publisher of simulators and design of pedagogical content such as
serious games, e-learning modules, or any other type of digital learning.

Fig. 2. Serious game environment.
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Fig. 3. Feed-back Positive.

Fig. 4. Feed-back of encouragement.

Fig. 5. Score and percentage of clinical reasoning.

3.2 The Area of Study and Sample

This experiment was conducted by 116 students registered in the 7th year of medicine
at Mohammed VI University of Health Sciences (UM6SS) in Casablanca, during the
2020–2021 academic year, in the international medical simulation center (IMSC).

3.3 The Measuring Instrument and Data Collection

In order to assess the students’ perception of gamblingwe elaborated amultidimensional
questionnaire, four dimensions characterize our questionnaire.
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• Use of video games / serious games.
• Facility of use.
• Perceived usefulness.
• Satisfaction with the game

Before the experimentation of the serious game ECOGAME, we asked the student
volunteers to test the forecast version of our game. Hege Mari Johnsen et al., (2016) in
their study, point to the importance of conducting an evaluation of the usability during
the development process of the serious game. The students who voluntarily presented
themselves for the pre-test were 11 students. Thus, we have identified the following
elements as points of adjustment to the serious game ECOGAME.

– Display the clinical case vignette as a slide, not on a single page.
– Introduce and explain the rules of the game before starting.
– Implementing a reward system for each question.

The respect of ethical aspects is taken into consideration. Participation in this study
is voluntary and the informed consent of the students is obtained after explanation of the
purpose and interest of the study, as well as the respect of anonymity. The questionnaire
was developed with Google Forms, and distributed on March 10, 2021 just after the
experimentation of the ECOGAME.

3.4 Presentation and Analysis of Results

Among the 156 registered in the 7th year of medicine at UM6SS for the 2020/2021
academic year, 116 students voluntarily participated in this study with an average age
of 24 years, of which 58.6% were girls and 41.4% boys.

1. Using serious games (Figs. 6, 7 and 8):

Fig. 6. Cadence of student use of video games.

From the standpoint of cadence of student use of video games, more than half
do not playing video games, with only 16.4% and 12% respectively playing daily,
once to twice a week.
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Fig. 7. Degree of student knowledge by-report serious games.

Fig. 8. Degree of student use of serious games.

Only half of students interviewed said they had an idea about serious games, and
nearly 80% of students, reported that ECOGAME was their first experience with a
serious game.

2. Facility of use (Fig. 9):

Fig. 9. Degree of difficulty of manipulation the students of the (ECOGAME).
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Regarding the facility of use of the game by the students, 82.8% of the students
stated that they did not find any difficulties in manipulating the ECOGAME, and only
17.2% who found difficulties (Figs. 10 and 11).

Fig. 10. Effect of the experience with ECOGAME on the presential passageof the OSCE station
students.

Fig. 11. Percentage of students’ difficulties overcome with the ECOGAME experience.

Regarding the perceived usefulness of the ECOGAME. 83.6% of the students, find
that their experience with the ECOGAME, help them overcome the difficulties encoun-
tered during the passage of an OSCE surgery station in the presential. Thus, the students,
declared that the game allowed them to overcome problems, such as, decision making,
time management, stress management with a percentage respectively 64.7%, 63.8%,
57.8%.

Also, the students declare that this experience helps to overcome the problems of con-
centration, vigilance and fatigue with a percentage respectively 59.5%, 45.7%, 23.3%.
While 16.4% of the students said that the ECOGAME game not helps to overcome these
difficulties.

3.5 Satisfaction with the game.

In this regard, we used the Likert scale to acquire the students’ perceptions towards
ECOGAME on three elements (Table1), which reflected the environment of passing
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Table 1. Student satisfaction according to the Likert scale.

Not at all
satisfied

Not satisfied Satisfied Completely
satisfied

The game
environment

– – 50% 45,7%

The character – – 46,6% 47,7%

The design – – 51,7% 44,8%

such OSCE station in the presential, which are: the game environment, the character
used, and the design.

• From the table, we see that there is general satisfaction with these three elements.

4 Discussions

This study is conducted at the international medical simulation center (IMSC) at the
Mohammed VI University of Health Sciences (UM6SS) in Casablanca, and aims to
study students’ perceptions of ECOGAME.

Our survey results show that students expressed their satisfaction with the serious
game, its relevance and perceived usefulness, these results corroborate previous studies
[16] [17], which indicated that students can gain responsibility for decision making by
using serious games, as well as the consolidation of knowledge. In addition, the study
byMary EWDankbaar et al., (2017) demonstrated that a serious game about emergency
care had a positive effect on residents’ complex cognitive skills, indicating that they may
have felt stress in the game, the point that influenced on their final scores of positive
way [18]. Moreover, students stated that ECOGAME helps manage the time allocated to
the surgical OSCE station by 63.8% of students, as well as concentration, alertness and
fatigue of 59.5%, 45.7%, 23.3% respectively. These results appeared very motivating
and encouraging having read Alice Germa et al.’s (2020) study demonstrating that a
serious game for training in OSCE, capable of improving the time management skills,
and anxiety of students in the 4th and 5th years of dental education, related to OSCE,
respectively of 65% and 60% [19].

In addition, students expressed satisfaction with the game environment, the design,
and the character, as well as the ease of manipulation the game. Similarly, Fonseca et al.,
(2015) state that students highly appreciated the serious game for its, easy use at any
time, its didactic design that gives access to feedback based on their actions, mistakes
and its motivational power by encouraging them to be active and autonomous in their
learning, in order to improve their skills and build new knowledge [20].

We think that the use of serious games as tools for simulating the passage of OSCE,
will have a great acceptance among students in 7th year of medicine.
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5 Limitations

The design of the serious gamewas limited to a singleOSCE station; therefore, the results
obtained cannot be generalized until the serious game is used in an entire OSCE, despite
the overall satisfaction with the game. Also, only motivated students who volunteered
to participate in the study, the point that will also can influence on the feedback with
ECOGAME.

6 Conclusion

This study, conducted at the internationalmedical simulation center at theMohammedVI
University of Health Sciences in Casablanca, Its aims to design and study the perception
of students in 7th year of medicine towards a serious game.

The main results show that the serious game ECOGAME designed was satisfactory,
usable and useful. And this simulation tool can help overcome cognitive difficulties
encountered during the passage of the OSCE in the presential.

In the continuity of the present researchwe plan to carry out a studywith a fairly large
number of participants this time, based on the correlations that existed in the dimensions
used previously, and compared to the results of the research with a control group that
used virtual patient simulator (VPS), in the clinical reasoning of medical students.
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Abstract. During recent decades, technologies have been widely available for
educational institutions, being just one step in the long process of adoption and
integration. Despite the number of studies focusing on the adoption of technolo-
gies in education, they often focus on teachers’ perspectives, leaving out students’
perceptions.Given that student learning is the cornerstone of technology-enhanced
learning, this oversight is a serious drawback in promoting fruitful integration of
technology in education. In this paper, we have tracked the use of over 6000 digital
learning resources in the authentic setting of secondary schools in Estonia. Using
qualitative analysis of open answers by teachers about their teaching practices
and a structural equation modelling of school students’ reactions to these teaching
practices, we uncovered several influencing factors of students’ perceived useful-
ness and experiences of using Digital Learning Resources (DLRs). Results show
that similar to teachers, the use of DLRs presents students with new challenges
that they need to adapt to in their learning.

Keywords: Digital learning resource · Adoption of technology · Learning design

1 Introduction

Across the world, governments have developed guiding policies to support efficient dig-
ital innovation and successful implementation of digital technologies at the school [32].
Investment in teacher training, teachers’ digital competence, and access to digital learn-
ing resources (DLRs) have increased. It is also already well established that the way
technology is blended into teaching and learning practices is crucial for ensuring that its
use can lead to better student outcomes [1]. Quite often, increased access to technology
does not change teaching and learning fundamentally, and learning gains remain unim-
pressive [2]. The evidence of the impact of technology-enhanced learning practices on
students’ learning is ambiguous, reported successes of implementing digital innovation
at schools are often small-scale [3], not always sustainable [4] and frequently, learning
technologies are used to replicate existing practices in school [5] instead of changing
education more fundamentally [6]. OECD results indicate that although students who
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use digital technologies at school often have better learning outcomes compared to stu-
dents who use technologies infrequently, students who use digital learning technologies
at school very frequently perform significantly worse at most of the included learn-
ing outcome measures [19]. However, these findings do not provide evidence on how
learning technologies are integrated into teaching-learning.

It is evident that making technology available for educational institutions is just one
from several aspects, as the adoption of such innovation depends on different individ-
ual and organisational aspects [7]. Research has shown that students’ experiences with
new technologies are dependent on the choices teachers make about the technologies,
which in turn reflect teachers’ skills, pedagogical values, philosophies, and curriculum
approaches [8]. It is quite clear that the way teachers are integrating learning tech-
nologies and especially DLRs into their pedagogical practice will have an impact on
students’ learning experiences. Teachers’ technology-related teaching skills are closely
linked to multifaceted and complex technology-enriched learning activities [33]. There
is evidence that teachers, on the other hand, need support and training to create mean-
ingful learning designs (LD) to uncover the potential of learning technologies impacting
student learning [9]. This is particularly important if a textbook, which usually gives
clear guidance to teachers on how to teach, is replaced by DLRs which are usually more
flexible in their application.

There have been studies focusing on the adoption of technologies in the classroom
from teachers’ perspective, but there is still much we do not fully understand about
secondary education students’ experiences when introducing new technologies in teach-
ing and learning [11]. Though the students already exhibited some behaviours which
can be productive for learning (e.g., easiness using digital tools), it has been argued that
teachers fail to provide a technology-rich environment that can foster students’ engaging
experiences with digital learning technologies [32].

This study is motivated by an understanding of how students experience when teach-
ers introduce new technologies in the learning process. Based on a national-level ini-
tiative to launch DLRs we analyse teachers’ practices and students’ experiences to
answer the following research questions: RQ1. How did teachers adopt the DLRs in
their pedagogical practices?; RQ2. How did teachers’ pedagogical practices impacted
students’ perceived experience with DLRs in the learning process?

2 Theoretical Underpinnings of DLR Implementation

Learning in a digitally-enhanced environment means that the teacher uses learning tech-
nologies to foster students’ learning through a variety of (personalised) instructional
methods, challenging content, and feedback through formative assessment to ensure all
students reach their potential [12]. One of the technologies that has great potential to
transform student learning experiences is DLRs (e.g., e-textbooks, interactive materi-
als, digital tasks). DLRs have become an essential part of learning environments where
teachers and students work together [13].

There is no universally accepted definition of DLRs, synonyms used to describe the
practices of learning with digital content: digital textbooks, e-textbooks, digital learning
materials, digital learning resources, open educational resources, digital learning objects,
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etc. A spectrum of characteristics has been proposed by different authors and initiatives
to describe these concepts technically or instructionally. The efficient implementation of
DLRs in teaching and learning could be seen from two perspectives: First, it is important
to consider how the tasks are designed and whether they activate students’ thinking (the
instructional design aspect). Second, no matter how tasks are designed, teachers have
multiple options in terms of the pedagogical approach the tasks are embedded in (learning
design aspect).

Concerning instructional design, DLRs could follow a behaviourist approach - for
effective learning one needs appropriately presented material to initiate the desired
responses [14]. From the cognitive perspective, instructional design approaches could
be followed by emphasising the importance of learning by employing whole problems
to avoid fragmentation and encourage the integration of knowledge, skills, and atti-
tudes [15]. From a constructivist perspective, a learning object is a resource to mediate
learning activity leading to learning outcomes while students’ knowledge is constructed,
transformed, and applied through active engagement [16].

The second aspect, how the teacher implements the design, is as important as the
design of the task. Currently, teacher-centred lessons dominate and often aim at knowl-
edge transmission and promote mere rote learning, but educational practices should
enhance active learning by emphasising the interest, motivation, and engagement of the
learners [17]. The way teachers integrate DLRs into practice, by taking into account
subject-related aspects, and an understanding of how students learn, can fulfil the poten-
tial of DLRs in teaching and learning [18]. Some of the authors have proposed using the
ICAP framework [34] as a systematic approach to differentiate the levels of students’
cognitive engagement while interacting with digital technologies. Despite the trend for
teachers’ pedagogical practices to becomemore diverse, passive learning approaches are
fostered more often compared to approaches in which learners are active, constructive,
and interactive [35].

Evidence regarding the effects of technology use on student outcomes, however,
paints a rather sobering picture. For example, on analysing the relationship between
students’ access to technology and their results on PISA tests, it was found that students
without access to computers in mathematics class achieved better results on both the
paper- and computer-based assessments [19]. One reason for this discrepancy between
prediction and reality is that the fields of educational technology, educational research,
and educational practice have largely remained detached from each other [20]. Teachers,
confronted with rapidly changing technology for the classroom, but supplied with very
little guidance about its use, and insufficient time to experiment with it, either resist
change or adopt technology only to use it in ways they are already accustomed to,
treating it as merely a substitute for conventional resources and methods [21]. National-
level investments can ensure that teachers have access to high-quality DLRs based on the
national curriculum. However, the pedagogical design of the materials and knowledge
practices around learning technologies are decisive in deciding whether students benefit
from the technology or not. The aim of the present study is therefore to uncover teacher
practices around DLRs and to find out how students experience the usage of these
resources.
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3 Research Design

3.1 Research Context

This study reflects experiences from the national level piloting experience of DLRs
in Estonian secondary schools. Estonia is well-known for its educational innovation
and widespread implementation of technologies for teaching and learning [10]. The
education system of Estonia is decentralised and teachers have autonomy in deciding
how to deliver educational content to achieve set learning outcomes. The nationally
implemented Digital Turn program was a strategy to provide Estonian schools with
DLRs, providing teachers with a variety of ways to enrich the learning process [10].

During the project’s lifespan, the team of Estonian researchers, didactics, and prac-
tising teachers from different subjects developed nearly 6000 tasks to cover the national
curriculum. The instructional design of the DLRs was based on Merrills’ task-centred
instructional design model [15]. According to this model, DLRs should be designed at
different levels which enable students to be engaged in solving real-world problems,
and activate existing knowledge as a foundation for new learning, new knowledge is
demonstrated to the learner, can be applied by the learner, and is integrated into the
learner’s world. Based on this model, tasks were developed inspired by four different
types of instructional interaction (Tell, Show, Ask and Do). The technical infrastruc-
ture for authoring and storing DLRs was built on Drupal Content Management System
enhanced with H5Pmodule, allowing easy generation of interactive DLRs fromHTML5
templates. It enabled the teachers to use more than 40 different types of interactive
resources (e.g. multiple-choice, fill-in-the-blanks, drag-and-drop, interactive video) in
line with selected LDs and make the finalised resources available to all interested users
through the national repository called eKoolikott.

LD - plans laying out instructional activities and experiences - for implementing the
DLRs were created by the project team to foster the effective combination of teacher
practices, DLRs, and students’ practices. Instead of using DLRs to replace textbooks,
teachers were guided to implement Student-Centred Learning (SCL) LDs created by
the teachers, researchers, and didactics to fulfil the potential of the developed DLRs.
The following scenarios were designed: (a) Flipped Classroom. Before the lesson, the
student gets familiar with the basic concepts using DLRs suggested, and in class, they
apply new knowledge in solving vital problem situations; (b) Project-based learning.
Students in groups work on different activities, some of which require individual work
with the DLRs to produce the collaborative outcome of the project; (c) Task-based
learning. Students solve increasingly complex tasks while learning a new topic, relying
on DLRs. Once the tasks given by the teacher have been solved, the students themselves
work in pairs to create new tasks and give them to other students to solve. (d) Game-
based learning. Students participate in a game with predefined rules the aim of which
is to find and apply new knowledge while solving tasks. Some of the tasks are created
by the students themselves and most of the tasks require the answer to be provided as
a digital artefact. Before the piloting phase, teachers received a short training (4 h) to
understand the pedagogical ideas behind the DLRs and innovative learning scenarios,
technical aspects of DLR use, and the possibilities of mixing the DLRs and re-designing
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learning scenarios. Each teacher was asked to pilot the DLRs in their class at least three
times during one month.

3.2 Sampling, Data Collection, and Analysis

Teachers were recruited voluntarily to pilot the developed DLRs through an open call for
participation among Estonian secondary schools. 21 teachers from 17 schools applied: 8
formathematics, 7 for science, 4 for social sciences, and 2 formusic and art. They piloted
the DLRs with their students from grades 10 and 11. Altogether, data was collected from
1200 students in the piloting phase. Once the data quality was checked, we analysed the
data of 683 students and 21 teachers. A mixed methods research was carried out:

Teachers’ Reflections. To understand how teachers employed DLRs (i.e., using dif-
ferent instructional strategies), we asked them to fill a report after each piloted lesson
describing how they designed classroom activities. Teachers’ reflections were coded
independently through thematic analysis by two of the authors of the paper. A second
iteration in the data analysis included two authors discussing the themes and categories
until reaching an agreement.

Students’ Questionnaire. After the piloting experience, students filled a web-based
survey including questions related to (a) demographic information (gender, grade, age);
(b) earlier experience with DLRs and other TEL practices; (c) piloting experience (ped-
agogical approach) with DLRs and perceived usefulness; (d) challenges experienced in
the process (open-ended questions).

Open-Ended Questions. A thematic analysis was made to analyse the challenges that
students experienced while using the DLRs. Two of the authors read and coded the
dataset to identify whether and how students struggled with DLR use. Then both authors
reviewed and discussed the codes until reaching agreement.

Likert-Scale Questions. These items required students to rate their agreementwith given
statements on a scale of 1 to 5 (e.g., I liked the way the teacher organised the testing
of DLRs). We used SPSS version 21.0 to extract the underlying factors through an
exploratory factor analysis, with Principal ComponentAnalysis andVarimaxwithKaiser
Normalisation for both sets of items (the first one regarding the context of the use of
different technological devices and the second regarding students’ attitudes towards
the use of technology in the classroom). Missing data were treated through pairwise
analysis. The analysis returned a 20-factor solution (12 factors for the first set of items
and 8 for the second), explaining 65 and 64% of the variance (respectively). Coherently
with our interest to uncover different teacher practices in the use of DLRs, we grouped
these factors into teacher-led practices and student-centred ones. In each of these, we
also included factors that addressed earlier experiences with these teaching strategies.
Moreover, we added two factors related to student experiences (perceived satisfaction
and perceived usefulness):

Teacher-led practices (during piloting and earlier):
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• Teacher-instructed piloting experience: describes students’ experience of using
DLRs only according to teachers’ instructions.

• Individual DLR piloting practices at school: describes the usage of DLRs during
the piloting by the students individually.

• Teacher-initiated earlier usage of DLRs: describes students’ earlier experiences of
DLR use and information retrieval after teachers’ instructions.

Student-centred practices (during piloting and earlier):

• Collaborative and student-initiated instructional piloting experience: describes
the usage of DLRs during the piloting in groups or pairs, but students’ own initiated
usage of DLRs at home was also loaded here.

• Students’ earlier experience with TEL practices: describes students’ earlier expe-
rience such as searching for information and materials from the web on their own or
teachers’ initiative and solving e-tests.

• Students’ earlier experiences with DLRs:describes items regarding students’ earlier
experience of using DLRs for learning and their habit of searching for relevant DLRs
on their initiative.

Effects on the student experience

• Perceived satisfaction of piloting: describes the students’ satisfaction with the qual-
ity of DLRs, level of the difficulty of the DLRs, and the instructional practices
implemented by the teacher around the DLRs.

• Perceived usefulness of DLRs: describes the students’ willingness to use the DLRs
in the future, wish that DLRs will be used again in the future by their teacher, and
perception that DLRs help them to learn better, organise learning flexibly, and learn
new topics faster on their own.

Once we chose the variables for this study, we modelled them through Partial Least
Squares (PLS) analysis, in SmartPLS 3.0 software. We used it as a tool for formative
measurement of the latent variables due to the exploratory nature of this study [22].
PLS-based Structural Equation Modelling (SEM) is a frequently used technique for
estimating path coefficients in structural models [22]. We built a Reflective Model,
tested the measurement model (validity and reliability of the measures), and examined
the structuralmodel [22, 23].We tested the significance of the path coefficients, loadings,
andhypotheses through abootstrappingmethod (10000 resamples) at the 5%significance
level [22]. In line with the research questions above, we assumed that the organisation
of the instruction would be an important predictor of the students’ experience in using
DLRs (see structural model in this analysis in Fig. 1). However, no further assumptions
were made about specific and differential effects.
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Fig. 1. Hypothetical model.

4 Results

4.1 Adoption of DLRs into Pedagogical Practices

21 teachers piloted the DLRs during two months in 196 lessons in art and music, 60 in
history, 41 in natural sciences, and 76 in mathematics. The granularity of these resources
varied significantly, covering activities from 10 min (in arts) to 90 min (in maths and
science). Analysis of teachers’ descriptions of LDs indicated that although they partic-
ipated in training regarding how to design SCL with the support of DLRs, 90% of the
LDs simply replaced textbooks with DLRs, and the potential to activate students through
SCL practices remained underused.

For instance, in all the domains (arts and music, natural sciences, mathematics, and
social sciences), the majority of teachers used a similar instructional approach: first,
they introduced the new topic, after that students interacted with DLRs, and finally,
students solved tasks individually or sometimes in pairs (e.g. example from art teacher:
“Initially, I introduced the topic on the basis of my own slides, then I let the students
read theDLRs, they performed the tasks and finally they analysed the painting”). History
teachers tended to mainly watch historical resources ( videos, film clips), followed by
individual work with DLRs to analyse, reflect and make connections with the content of
the video material (“We watched together the material on the screen and discussed it,
students read the two materials independently and solved one self-assessment test”). In
itself, it is good practice to guide students to work with historical resources, but behind
these materials and LDs also lay the potential to guide students to synthesise knowledge
and solve problems. Mathematics teachers especially reported the usage of DLRs for
individual solving of tasks in school during the lesson and also, sometimes, at home
(“We had a repetition lesson before the test with the DLRs”). This may come from the
fact that maths, by its very nature, is quite drill and practice-oriented, and much of the
material allowed for this pattern of use. A similar trend was also observed in the natural
sciences, where the dominant instructional practice was frontal teaching. For instance,
the teacher introduced a new topic (often presenting DLRs on the screen), followed by
the students’ individual work with the DLRs and a joint discussion (“Individual work
in a computer [assisted] class: getting acquainted with a new topic and repeating what
has been learned before”).
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Next, we analysed in-depth the 10% of the LDs that integrated SCL elements. For
instance, one science teacher asked students to work with the DLRs in pairs, debate the
strengths and weaknesses of certain aspects of energy resources and come up with a
joint poster introducing resources with their benefits and disadvantages. Task-based
or problem-based learning scenarios were also designed by some science teachers
((“Students had to get acquainted with the world’s forest types and deforestation as
a global problem, and the world’s forests and their importance. Each student had to
prepare multiple-choice questions on each topic. At the end of the lesson, we answered
the questions prepared by the students together”); (“At first students got acquainted
with the topic and solved the tasks by the river outside, after getting acquainted with
the environmental topics, the students went to the school surroundings by the river and
answered questions about the environmental topic at a selected point”)). One history
teacher also attempted to engage students in debate, she started the lesson by introducing
a new topic, then used DLRs to enhance students’ oral argumentation skills by encour-
aging panel discussions, and at the end of the class students individually repeated what
they had learned during the class with the support of DLRs.

It can be concluded that a majority of the 21 teachers mainly perceived DLRs as
materials that could support traditional textbooks, which just provides additional advan-
tages such as different types of media (video materials e.g.), level of interaction, and
instant feedback for the students. Novel DLRs were used for traditional purposes such
as learning new topics, preparing for tests, and repetition and validation. Despite the
training and the possibility to redesign and adapt the LDs and DLRs, teachers did not
use this opportunity.

4.2 The Impact of Pedagogical Practices on Students’ Perceived Experiences

This section reports the test results for the measurement and the structural model.

Measurement Model. We assessed the measurement model through several measures.
All factor loadings exceeded the threshold of 0.6 [24]. The Variance Inflation Factor
(VIF) statistics (to assess multicollinearity) of the indicators were below five (5) [25].
The Cronbach’s alpha and Composite Reliability (CR) were within the accepted range of
0.7–0.95 [22], while the convergent validity of the items, based on the average variance
extracted (AVE) measures, was above 0.5. We assessed discriminant validity through
the analysis of cross-loadings, the Forner-Lacker criterion, and the heterotrait-monotrait
(HTMT) criterion [27]. Regarding cross-loadings, all the items’ outer loadings were
greater on their respective constructs than their cross-loadings on other constructs [28].
We established discriminant validity through the assessment of the Fornell-Larcker cri-
terion observing that the square root of the AVE of each construct was higher than its
correlation with other constructs [28]. The assessment of HTMT shows values lower
than 0.90 indicating a satisfactory discriminant validity [27]. All the aforementioned
measures and descriptives are available in a live hyperlink1.

Structural Model Evaluation. To assess the hypothesised relationships we considered
the following criteria:

1 https://bit.ly/MeasurementModel1.

https://bit.ly/MeasurementModel1
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Model Fit. We established a model fit through an acceptable Standardised Root Mean
Square Residual (0.085) [29] and confirmed that the original value of d_ULS (i.e., the
squared Euclidean distance) and d_G (i.e., the geodesic distance) is smaller than the
upper bound of the bootstrap confidence interval [30].

Goodness of Fit (MOdel’s Predictive Capabilities). We assessed the coefficient of
determination (R2), beta, corresponding t-values, and statistical significance (p) via boot-
strapping procedure. We also assessed the predictive relevance through effect sizes (f2)
[26]2. Results showed an R2 value of 0.182 (p= 0) for the outcome variable “Perceived
usefulness of DLRs”, demonstrating a moderate percentage of variance explained by
the model (18.2%) and 0.121 for the outcome variable “Perceived satisfaction of pilot-
ing”, showing a weak percentage of variance explained by the model (12.1%) [31]. We
obtained a small but significant contribution of the variables whose hypotheses were
confirmed [31]. The bootstrap results are illustrated in Fig. 2 and available online3.

Path Analysis. According to Fig. 2, the perceived usefulness of DLRs (3.1) was posi-
tively (and significantly) impacted by all of the student-centred approach variables (2.1,
2.2, and 2.3), and the individual piloting of DLRs at school (1.1, traditional approach).
Yet, the teacher-initiated usage of DLRs (1.2) and teacher-instructed piloting experience
(1.3) had a negative but non statistically significant effect on the perceived usefulness.

Fig. 2. Structural model with statistics

Moreover, the Students’ earlier experiences using DLRs (2.3), Individual DLR pilot-
ing practices at school (1.1), and Teacher -instructed piloting experience (1.3) had a

2 https://bit.ly/StructuralModel.
3 https://bit.ly/StructuralModel.

https://bit.ly/StructuralModel
https://bit.ly/StructuralModel
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positive and statistically significant effect on the perceived satisfaction of piloting (3.2).
On the other hand, while the variables Collaborative and student-initiated instructional
piloting experience (2.2) and Students’ earlier experience with TEL practices (2.1) had
a positive but non statistically significant effect on the perceived satisfaction of piloting
(3.2), the Teacher-initiated usage of DLRs (1.2) had a negative but non-significant effect
on the outcome variable.

4.3 Challenges and Opportunities Perceived by the Students

We identified from students’ reflective responses (n = 187) that they mainly faced
technical and methodological challenges during the piloting.

Technical Difficulties. Amajority of students reported technical difficulties while inter-
acting with the DLRs. The biggest category under this theme was related to small screen
size and navigation issues. Next, the lack of possibility to save responses and continue
working on the assignment later, the lack of opportunities to zoom in on the content.
Students also faced issues with an internet connection, due to which somematerials were
not accessible, answers were not saved and the overall experience was not satisfactory.

Methodological Aspects and Teaching Practices. Students appreciated video-based
and other illustrations next to the text-based materials, which helped them to better
understand the content. However, students also felt that there were too many ‘Tell’-type
questions based on multiple-choice templates and it was not motivating for them (“I
ended up putting answers in arbitrarily to get the work done, but didn’t think through
any of the tasks or master the topic. Should therefore reduce the number of tasks with
multiple answers.”). Students reported that overall the experience was interesting and
positive, but suchmaterials could be used for rehearsal and anchoring thematerial and not
for replacing textbooks and teachers’ explanations (“It was useful more as an introduc-
tion and refresher, but not as a deep consolidation of the topic”). Based on the students’
open responses it can be concluded that they did not perceive individual learning with
DLRs as an efficient way to learn, especially when it was a new topic that students had
to acquire on their own (“I can say that I understand better when the teacher explains in
front of the class. I didn’t like learning independently with DLRs”). About 10% of the
students who participated in the pilot pointed out that the pedagogical potential of the
DLRs was not clear to them. From the students’ responses, it seemed that they felt the
DLRs were created to replace textbooks and diminish teachers’ roles, which was not the
goal of the pilot.

5 Discussion, Implications, and the Conclusion

This study described findings from a national-level initiative, carried out by the Estonian
Ministry ofEducation, duringwhich interactiveDLRsweremade available for secondary
school teachers. It is known that the adoption of innovations needs teachers to scaffold
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to build a shared understanding of the innovation and create new pedagogical practices
that effectively embed technological innovations [9].

First, the aimwas to understand from teachers’ reflections how they integrated DLRs
into their pedagogical practice. Analysis of lesson descriptions demonstrated that most
of the learning activities (nearly 90%) focused on teacher-led activities, where novel,
pedagogically-meaningful tasks were mostly implemented to replace the textbooks and
rarely to activate students in different ways. Despite an introduction to SCL scenarios
before the pilot process, teachers found DLR-supported SCL complicated or irrelevant
to implement. These results are well alignedwith earlier research indicating that teachers
tend to use passive learning approaches in technology-enhanced learning environments
[35]. This in turn demonstrates once again the importance of supporting teachers in
adopting innovations, for instance by providing pedagogical support throughout the
implementation of the program, and constantly monitoring and giving feedback [7].
Without such support, it could be that investments are done at the national level, but the
full potential of novel technologies remains uncovered and they are only used to replace
traditional teaching methods [2].

Second, we aimed to explore students’ piloting experience to understand to what
extent their earlier experience of TEL practices and different instructional practices dur-
ing the piloting affected their perceived usefulness of the DLRs and overall satisfaction
with the piloting. Results indicate that students’ earlier experience of searching for
and interacting with information resources and DLRs and solving e-tests and quizzes
independently outside of the classroom had the largest positive effect on students’ per-
ceived usefulness of DLRs, but only if this happened to the students’ initiative. When
this was encouraged through classroom use under the teachers’ guidance, it did not lead
to increased perceived usefulness of DLRs and satisfaction with the piloting experience
perhaps due to the students’ passive role [11].

Prior experience with DLRs and TEL practices and the experiences during the
piloting period with different pedagogical practices contributed significantly and inde-
pendently to the students’ perception. Both individualised use of DLRs, as well as
collaborative and student-initiated use, led to some positive perceptions. Whereas indi-
vidual practices led to higher student satisfaction, collaborative practices led to higher
perceived usefulness. Teacher-initiated use was not related to any student perceptions
probably due to the fact that individual interactions with the DLRs are quite straight-
forward and close to the teaching style students experience in their everyday learning
process [2]. In the normal classroom a variety of approaches are used from passive
to active learning, constructive and interactive, and all of these approaches are needed
depending on the learning goals, but the crucial thing for the teachers to understand is
the balance between approaches [32]. We found that students, similar to teachers, need
to adapt their learning to a situation where DLRs afford different types of practices.
For instance, some students with previous experiences with TEL practices were able to
organise their learning differently, or were unsatisfied, in case the teacher was using the
resources in a more teacher-directed manner. Students with fewer experience in the use
of DLRs may have had more difficulty adapting and were then satisfied with a more
traditional use by the teachers. Survey data did not enable us to understand instructional
design around the DLRs - we know the DLRs were mainly used individually, but it is
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not known whether the teacher used the materials for rehearsal, acquiring new content
knowledge individually, or as supportive materials in problem-solving tasks and there-
fore we cannot draw conclusions regarding whether some pedagogical practices lead to
higher perceived usefulness and satisfaction of the students.

Even though the teaching practices remained mainly traditional (as reported by the
teachers in the previous section), someof the studentswere satisfiedwith them.Again,we
can assume this is because students have been learning in this manner and are therefore
comfortablewith it [11]. The studentswho had been previously guided by teachers to find
additional information and resources from the web during the lessons did not perceive
the piloted DLRs as useful and did not rate the overall experience as satisfactory. These
students have been used to using digital resources, which may not have all been designed
for learning, but this experience allowed them to find materials they judged useful. Such
results could mean that to some extent some of the students are used to some aspects
of SCL practices (finding their resources at their own pace), which hides certain risks if
information resources are learningmaterials. But at the same time it indicates that during
the piloting, students may not have experienced SCL practices where they could choose
strategies to support their learning. It is important to note that though it is not possible to
conclude what kind of piloting experiences lead to a more efficient learning experience,
data suggests that variety in teaching practices is needed - to motivate more self-directed
learners, but also to scaffold those students who are used to learning traditionally, where
technology is merely used for replacing existing resources [11]. A balance between
those aspects is needed, hence pedagogical support can aim to train teachers towards a
diversity of instructional practices that support student needs [7, 9].

Finally, we aimed to understand students’ experiences of the pilot and what kind
of challenges and opportunities they perceived. Students faced difficulties with working
with smallmobile devices and the need to improve the navigation of theDLRswas noted.
Students used many different kinds of devices, which must be taken into account when
designing the DLR interface. More importantly, students emphasised in their responses
that there is a need to think about the pedagogical practices to enhance a deeper learning
experience and amplify the teacher’s role [2].

Although our study was not very long - about 1,5 months, future national initiatives
that promoteSCLmay introduce the novelDLRs step-by-step and systematically through
long-term introductions. External and temporary intervention inviting teachers and stu-
dents to use new technologies and approaches, without preparing them and creating
“ownership” of this innovation, is not welcomed by a relatively large share of students,
as it creates extra efforts without perceived benefits to learning (from their perspec-
tive) [6, 11]. The results pinpoint the importance of dialogue between teachers, students,
researchers, and developers of TEL innovations because, without a shared understanding
of the capabilities and role of digital innovations, the potential to transform teaching and
learning cannot be reached [21]. Especially now, when we have experienced emergency
remote teaching due to the COVID-19 pandemic, the importance of learning technolo-
gies and the role of the teacher in their effective use is apparent. To scale up the materials
developed under this project, while at the same time ensuring that teachers’ use practices
are pedagogically sound, there is a need for further awareness-raising among teachers
[5]. One way to do this is to follow a teacher’s professional development intervention
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as proposed by Ley et al. [9]. We need to make sure that the practice around learning
technologies is student-centred and offers fundamentally new perspectives for students
and at the same time enhances the scale of the created DLRs.
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Abstract. Institutions collect massive learning traces but they may not
disclose it for privacy issues. Synthetic data generation opens new oppor-
tunities for research in education. In this paper we present a genera-
tive model for educational data that can preserve the privacy of partici-
pants, and an evaluation framework for comparing synthetic data genera-
tors. We show how naive pseudonymization can lead to re-identification
threats and suggest techniques to guarantee privacy. We evaluate our
method on existing massive educational open datasets.

Keywords: Generative models · Privacy · Item response theory

1 Introduction

Educational platforms collect massive amounts of data related to human learn-
ing. These can be used to personalize education, train AI-assisted learning sys-
tems, but using this data may also harm privacy [2,12]. The General Data Pro-
tection Regulation (GDPR) protects any information relating to an identified
or identifiable natural person. GDPR concerns pseudonymized data, i.e. pro-
cessing “so that personal data can no longer be attributed to a specific data
subject without the use of additional information” (Art. 41) but does not con-
cern anonymized data, i.e. “personal data rendered anonymous in such a manner
that the data subject is not or no longer identifiable” (Recital 262).

Privacy risk is hard to quantify, as an open dataset can be archived indef-
initely, open datasets can be combined, and technology for re-identification is
improving over time. There have been a huge number of privacy issues after
the re-identification of pseudonymized data [6,18,25]. When a movie-streaming
service organized a 1-million-dollar data challenge, some researchers managed,
using solely the movie ratings from the pseudonymized dataset, to match IMDb
profiles with the zip code of participants in the pseudonymized dataset [18].
1 https://gdpr-info.eu/art-4-gdpr/.
2 https://gdpr-info.eu/recitals/no-26/.

J.-J. Vie and T. Rigaux—Equal contribution.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
I. Hilliger et al. (Eds.): EC-TEL 2022, LNCS 13450, pp. 393–406, 2022.
https://doi.org/10.1007/978-3-031-16290-9_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16290-9_29&domain=pdf
https://gdpr-info.eu/art-4-gdpr/
https://gdpr-info.eu/recitals/no-26/
https://doi.org/10.1007/978-3-031-16290-9_29


394 J.-J. Vie et al.

In this paper, we are interested in generating truly anonymized educational
records: data that does not belong to anybody, but still shares some interesting
properties than real datasets, in order to power technology-enhanced learning.
Our contribution is twofold. We first show how we can generate logs of data
using generative models such as Markov chains or neural networks. We also
define a way to practically measure re-identification risk and show how naive
pseudonymization techniques, such as dropping a set of rows, or renumbering
IDs, are not enough to ensure the privacy of participants. One of our methods
is easily scalable as it can generate 1 million rows in 3 s while preserving utility
and respecting privacy.

This study provides opportunities to open more datasets: instead of just
releasing simple statistics, institutions and governments could also provide syn-
thetic datasets so that citizens could provide personalized, innovative solutions
for preparing for national examinations. This would benefit research communi-
ties such as technology enhanced-learning, educational data mining, and learning
analytics, as today it is extremely hard for researchers to have access to student
data that is considered too sensitive.

We first review related work, then introduce the task of privacy-preserving
synthetic data generation. We then explain our framework for evaluation, the
experiments we made on two real educational datasets, and finally discuss our
results.

2 Related Work

In order to protect data, mechanisms such as k-anonymity have been considered,
i.e., processing the data so that any person is indistinguishable from k − 1 other
ones in a dataset. However, when we consider high dimensional data, such as
mobile geolocation data or educational logging data, then few points are enough
to make people unique, therefore k-anonymity is no longer feasible: [6] showed
that 4 timestamp-location points are needed to uniquely identify 95% of individ-
ual trajectories in a dataset of 1.5M rows. The uniqueness of a user in a dataset
was defined by [25], which showed that 15 demographic points are enough to
re-identify 99.96% of Americans. k-anonymity also has limitations, as sensitive
attributes can be inferred either due to a lack of diversity or using external
knowledge [17].

Some educational research communities attach importance to synthetic or
simulated data; while others are mainly interested in real data. For example, in
psychometrics, the science of measurement, the validity of a student response
model is usually both shown on simulated and real data. “Pseudo-students” can
also be used to test the quality of an instructional design [28,29]. Generative
models, recently famous for deep fakes, are mainly encountered in automatic
exercise generation [3], simulated response patterns, or student performance pre-
diction, rarely for the generation of a whole dataset. There is a trade-off between
generating data that is completely fake, and not very useful; and data that is
useful, however easy to re-identify.
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A direct identifier is a specific information that references an individual, such
as a name, an e-mail address, or an identification number. A quasi-identifier3 is
any piece of information, be it a geographical position at a certain time, or even
an opinion on some topic, that could be used, possibly in combination with
other quasi-identifiers, with the purpose of re-identifying an individual. In this
paper, we are interested to illustrate what can be done using only three simple
columns: user ID, item ID and outcome, whether the user got a correct attempt
on the item. Our approach can naturally be generalized to several columns, by
estimating the conditional probability distributions between variables in order to
generate new data that follows those distributions. There are several toolkits to
do so, based on Bayesian networks, e.g. sdv.dev [19]; however, in most of them,
there is no measurement of re-identification risk.

Item Response Theory: Estimating Outcome Given User and Item Parameters.
Response models can be used for estimating both the difficulty of exercises in a
questionnaire and the latent abilities of examinees. The Rasch model [24], also
called 1-parameter logistic, is the most famous and simplest item response theory
model (we will denote it by IRT). It is used in real-world adaptive tests such as
GMAT, and can also be used to generate synthetic response data.

Pr(Rij = 1) = σ(θi − dj)

where Rij is 1 if user i answers item j correctly, σ : x �→ 1/(1 + exp(−x)) is the
sigmoid function, θi represents the ability parameter of user i and dj represents
the difficulty of item j.

Privacy-Preserving, One Row per User. Differential privacy [9] (DP) is a the-
oretical framework for proving that the output of a generative model will be
indistinguishable by a parameter ε > 0 had a user be present or absent in the
training data. It is hard to know which value of epsilon is needed [15], but it
is related to the budget of queries we can make to the generative model. DP
usually relies on adding noise to model weights and is useful for performing
queries with privacy guarantees such as histograms [1], n-grams statistics [4].
More rarely, DP has been applied to privacy-preserving data generation, usually
in settings where there is only one record per user. This is why privacy-preserving
Bayesian networks have been proposed such as PrivBayes [31], implemented in
the Python package DataSynthesizer [23]. In [8], DataSynthesizer is illustrated
on real educational data.

Several Rows per User. In our setting, we have several records per user, and
we are dealing with the interaction of two entities, users and exercises, that we
don’t want to protect equally. We want to protect user data, but we want to be
able to precisely estimate exercise difficulty. If we were just adding noise to IRT
parameters, we would be blurring the utility of our item bank. Once we move to
3 https://edps.europa.eu/system/files/2021-04/21-04-27_aepd-edps_anonymisation

_en_5.pdf.

https://edps.europa.eu/system/files/2021-04/21-04-27_aepd-edps_anonymisation_en_5.pdf
https://edps.europa.eu/system/files/2021-04/21-04-27_aepd-edps_anonymisation_en_5.pdf
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high-dimensional scenarios, such as time series, or logging data at irregular time
intervals, there are several observations available for each user, and this may arbi-
trarily increase the risk of re-identification. For example, [16] is collecting typing
data in order to predict programming experience. They show that delay between
keystrokes is enough to re-identify people, but by rounding or bucketing those val-
ues, they can still achieve good prediction for the task at hand while reducing re-
identification. If the blur is not big enough, people can still be re-identified [6].

Table 1. Example of minimal tabular dataset.

user ID action ID outcome

2487 384 1
2487 242 0
2487 39 1
2487 65 1

description
user 2487 got token “I” correct
user 2487 got token “ate” incorrect
user 2487 got token “an” correct
user 2487 got token “apple” correct

3 Privacy-Preserving Synthetic Data Generation

3.1 Goal

A synthetic dataset should have several properties:

Utility. The fake dataset should bear a strong similarity to the real dataset (his-
tograms, similar results to queries). Also if we conduct a study, e.g. estimating
item difficulties using an IRT model, the learned parameters should be similar
for both the real and the generated dataset.

Privacy. It should not be easy to re-identify participants in the real dataset from
the synthetic dataset.

For example, it is easy to generate random noise, and complete dummy
datasets with guaranteed privacy, but it won’t be useful if we do not preserve
correlation between columns.

For the sake of simplicity, we assume that the data is provided as triplets
(i, jt, rt) = (userID, actionID, outcome) where the outcome rt is 1 if user i makes a
successful action jt and 0 otherwise. See Table 1 for an example of such dataset.

We first need a model of sequence prediction, to identify which action comes
next. Formally, we need a model of p(jt+1|jt, . . . , j1). Then, we need a response
model p(rt|i, jt).
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3.2 Sequence Generation

Markov Chains. This simple probabilistic graphical model has been used for
generating text, music, etc. It relies on a probability transition for jumping from
one action to another: Psu = Pr(jt+1 = u|jt = s) is the probability to jump from
action s to action u. The Markov chain is trained on existing corpus of actions.
Once the P matrix has been estimated, it can be used to sample a random
walk from action to action. A Markov chain is said memoryless because the next
action only depends on the current action: p(jt+1|jt, . . . , j1) = p(jt+1|jt).
Recurrent Neural Networks. Neural networks are famous for natural language
processing, and generation. RNNs have been used in knowledge tracing for pre-
dicting student performance [22]. They have many more parameters, so they can
remember more than simple Markov chains, but they are way slower to train.
Some works have shown that a simple updated IRT model could match the per-
formance of RNN [30] for knowledge tracing. [10] has shown that it depends
on how much the dataset contains long sequences and if the sequential aspect
of the dataset is prominent. A Gated recurrent unit (GRU) is an example of
RNN. In our case, the input is sequence (j1, . . . , jt) and the output is sequence
(̂j2, . . . ,̂jt+1) and GRU computes:

st = σ (Wjt + Uht−1 + b)
zt = σ (W ′jt + U ′ht−1 + b′)

ĥt = tanh (W ′′ + U ′′(st ∗ ht−1) + b′′)

ht = (1 − zt) ∗ ht−1 + zt ∗ ĥt h0 = 0
̂jt+1 = argmax(W ′′′ht + b′′′)

where σ is the same sigmoid function as in IRT, ∗ denotes element-wise product,
and parts of input and output where shown in red for clarity.

3.3 Response Pattern Generation

Once the sequence of skills has been generated, what is left is to generate out-
comes. For this we use the Rasch model:

p(rt = 1|i, jt) = σ(θi − djt).

We fit an IRT model on the training dataset to learn the θi ability of each
user i and the difficulty dj of each action j. Then, to generate new users, we
just need to fit a normal distribution on the histogram of existing θ values and
sample from it to generate responses using the IRT model and the estimated
action difficulties dj , see Fig. 1. This is the core of our strategy: as the generated
jt and the sampled θ do not correspond to any particular user anymore, the
generated dataset should be anonymous.

4 Evaluation Framework

To compare strategies for educational data generation, our architecture is
described in Fig. 2 and explained in this section.
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Fig. 1. From the histogram of estimated θ parameters from the training set (blue), it
is easy to fit a Gaussian (orange) and sample new users from it. (Color figure online)

4.1 Training Set Sampling and Generation

For each original dataset, we first sample a training set that will be used to train
the generators. This training set contains the rows that belong to half of all
users. Then our models will generate new, synthetic (or fake) tabular datasets.

4.2 Utility

To compare the real and fake sets, we first compute some histograms for the
real and generated sequences: a number of occurrences of each action, sequence
lengths, and distribution of repeated skills.

Once the fake dataset has been generated, we want to know whether training
an IRT model to estimate the difficulty of actions has similar findings on the real
dataset and on the fake dataset. We compute the root mean squared error of
action difficulty parameters learned by IRT between the training set and the fake
set. The weighted RMSE (denoted wRMSE) is given by the following formula:

Fig. 2. The architecture of our study
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wRMSE =

√

√

√

√

N
∑

i=1

wi(di − d̂i)2

The usual RMSE is when all actions are equally weighted, i.e. wi = 1/N for
all i. However some actions are less frequent than others, so it is normal that
their parameter is not well estimated. Therefore we also introduce a weighted
RMSE where wi corresponds to the frequency of action i in the training set, i.e.
its number of occurrences divided by the size of the training set.

4.3 Reidentification Score

As a measure of how easy it is to re-identify people, we borrow the practical task
of membership inference encountered in [13,27]. We assume that an adversary
has access to the original dataset (e.g. some auxiliary information about the
population from the outside world) and the fake generated dataset, and wants
to guess which users were in the training set. This is a classification problem
where for each user in the original dataset, we want to guess 1 if it was present
in the training set used to generate the fake set, and 0 otherwise. We will now give
examples of why membership inference is already an issue: if the dataset used for
training the fake set corresponds to some query, i.e. “students with special needs”
or “students having a certain socioeconomic status”, then membership inference
is already something that may harm privacy. More generally, if one person can
be re-identified just by a few actions, then using other sources of information
(e.g. cookies, other databases), these actions can be used to uniquely describe
this user, and re-identify them in other databases. This is exactly the example
of the Netflix Prize [18].

Once a classifier is performing membership inference, its performance can be
evaluated using the area under the ROC curve (AUC), a number between 0 and
1. Any random guess should have an AUC of 0.5, as half of the original people
belong to the training set, as stated in Sect. 4.1.

5 Experiments

5.1 Datasets

Datasets are described below and their statistics are reported in Table 2. Median
refers to the median across all users of the median number of repeats for each
skill. Max refers to the maximum across all users of the maximum number of
repeats for a skill.

Assistments 2009. This dataset contains 279,000 outcomes of 4,163 students
attempting math exercises. Each exercise is mapped to one among 112 knowledge
components in Mathematics [11]. This dataset is popular in the Educational Data
Mining community, notably for knowledge tracing. Here, we consider that a skill
corresponds to an action.
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Duolingo 2018. This massive dataset contains the outcomes of 1,213 English-
speaking people learning French. It contains 1.2M logs of users attempting to
type words in the Duolingo app. The actions are the words expected in the
correct answer, and the outcomes are at the word level: 1 for a correctly typed
word, 0 for a spelling mistake, see again Table 1 for an example. This dataset was
part of the Duolingo competition at NAACL-HLT 2018 for a knowledge tracing
task [26].

We remove actions where the success rate is either 0% or 100%, as those are
either too easy or impossible to get right, and their corresponding IRT param-
eters are ±∞. For example, in the Duolingo dataset, the French word « train »
had 0% success rate. We were surprised so we looked at the expected sentences
and discovered that it was in fact the « en train de » locution, which is the
translation of the -ing form in English, which is hard to get right for English
people learning French (“She is eating” ↔ « Elle est en train de manger »).

Table 2. Statistics for the datasets considered in the study.

Repeated actions Sequence length
Dataset Size Users Actions

Med Max Min Med Max

Assistments 2009 279k 4163 112 3 144 1 20 1021
Duolingo SLAM 2018 1.2M 1213 2416 1 4 90 742 10008

5.2 Generative Models

Baseline Drop. As a baseline, we drop a certain amount of rows from the training
set (a ratio r ∈ {0., 0.25, 0.5, 0.75, 0.99, 0.999}), then randomize user IDs.

Markov Chain. The Markov chain for generating actions was implemented using
the lea Python package for discrete probability distributions [7]. As parameters,
we define a length limit of 1000 for Assistments and 10000 for Duolingo. Our
Markov chain takes 3 s to train and generate the Duolingo dataset.

RNN. Our recurrent neural network is a Gated Recurrent Unit (GRU) imple-
mented in PyTorch. The batch size was 64 for Assistments and 16 for Duolingo.
We minimize the cross entropy loss of observed actions using the Adam opti-
mizer [14]. Training takes approximately two hours for the Duolingo dataset. It
is trained on smaller sequences first then longer sequences.

IRT. For generating the outcomes from user parameters and actions, we use
a Rasch model denoted by IRT, implemented as LogisticRegression in the
scikit-learn package [21]. We use the default regularization parameter C = 1.
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5.3 Re-identification Model

We compute, for each original sequence, the longest common subsequence with
each fake sequence in the fake dataset. This is performed in O(��′) time for a
pair of sequences of lengths � and �′, so O(MN) in total where M is the size of
the original dataset and N the size of the fake dataset. Our implementation is
written in C++.

Then we take the maximum of those matching scores divided by the length of
the fake sequence, i.e. best-normalized percentage of matching. It gives a match-
ing score for each original user, used for the classification task of membership
inference. The quality of re-identification is estimated using AUC.

We limit the re-identification to users with enough information. More pre-
cisely, we define the cumulative entropy of a user as

∑

t −p(jt) log p(jt), where
(jt)t is its sequence of actions and p(j) the frequency of action j in the origi-
nal dataset. We then only try to re-identify users with an entropy larger than
−p log p for p the proportion of users in the training dataset (p = 0.5 in our
experiments), i.e. the entropy of the information “user as part of the training
dataset”. In Assistments this induces filtering of 15% of users while in Duolingo
it does not change anything, as sequences are already pretty long and diverse,
so they contain a lot of information already.

Our experiments can be reproduced using our code which is free and open
source software4.

6 Results and Discussion

6.1 First Look at the Synthetic Datasets

We first compare the histogram of actions in Fig. 3, where Base represents the
training set. We see that the Markov chain, a very simple model, approximates
the skill histograms better than RNN.

Fig. 3. Histogram of actions for the original and generated datasets by Markov chain
and RNN.

We give examples of generated sequences from our approach on the Duolingo
dataset in Table 3. For clarity, we do not display the outcomes, only actions which
4 https://github.com/Akulen/PrivGen.

https://github.com/Akulen/PrivGen
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are French words. Markov chains are simple, but it is a memoryless process that
explains why bigrams (consecutive words) are preserved but not whole sentences
(e.g. « Il faut du fromage et juin à midi »). RNNs are longer to train but they
can preserve longer contexts, such as generating several sentences in the same
theme (food for the second sentence, or animals in the third sentence), like in
the original dataset. However, it may not preserve bigrams (e.g. « des robe »).

Table 3. Original vs. generated Duolingo sequences.

Original 1. La femme Je suis rouge L’ homme Je suis riche Je mange Il est riche Je suis calme
2. Je suis riche Je suis rouge L’ homme Je mange Il est riche Je suis calme...
3. Je suis rouge Je suis riche L’ homme Il est riche Je mange Je suis calme...
4. ... Les chiens Les chiens Vous êtes grand Je mange des baguettes

Markov
generated

1. Le costume La bière est rouge Les filles mangent Cet homme est riche
2. Aux mois d’ accord Tu es grande Je parle Qui suis riche L’ éléphant Ma femme
3. Le tigre Le menu Le sac est un costume Quoi Combien Oui je vais bien
4. Quatorze enfants C’ est violet Ma robe Il faut du fromage et juin à midi
Vous avez un animal Vous mangez une secrétaire Sinon je sais
Le cheval gagne Ça va Oui je sais Je motive mon chien

RNN
generated

1. Nous mangeons Nous apprenons Je parle Il parle Je parle Je sais Il faut
J’ aime le fromage Je veux veux un poisson
2. Le bonbon est rouge J’ aime boire La carotte J’ aime manger Un œuf
La confiture Je bois une boisson rouge
3. Tu es en train de manger Un dauphin Le chat est noir Le éléphant est vert
4. Il faut du pain Elle pose des chats Les chiennes Il pleut des frites
Ces enfants mangent des robe

6.2 Quality and Re-identification Trade-Off

Table 4. Results. RMSE should be low for good utility and Re-identification AUC
should be low for good privacy. The best results are shown in bold.

Drop
Dataset Metric MC RNN

0 0.25 0.5 0.75 0.99 0.999

ASSISTments RMSE 0.000 0.093 0.147 0.283 0.719 0.833 0.245 0.213
2009 wRMSE 0.000 0.035 0.064 0.105 0.481 0.692 0.065 0.061

Re-ID AUC 0.913 0.776 0.680 0.588 0.497 0.497 0.495 0.508
Duolingo SLAM RMSE 0.000 0.208 0.308 0.450 0.730 0.793 0.369 0.431

2018 wRMSE 0.000 0.067 0.113 0.195 0.624 0.985 0.114 0.143
Re-ID AUC 1.000 1.000 1.000 1.000 0.554 0.506 0.511 0.516
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Fig. 4. The trade-off between quality (low weighted RMSE) and privacy (low re-
identification AUC) for all models considered. The bottom left is better.

Quantitative results are provided in Table 4 and Fig. 4. Drop baselines with
ratios of 0.5 and 0.75 are the worst of possible worlds: loss in estimation quality
of the action difficulty parameters, and easy membership inference. What is quite
remarkable is that on the Duolingo dataset, even if we drop 75% of rows, it is still
possible to exactly recover 100% of the training set. This is probably because
there are more tokens and sequences are longer (the minimal length is 90 and
the median length is 742), so people are more easily unique.

Markov chain and RNN have comparable quality RMSE scores to the Drop
baseline for low ratio. But even Drop 0, which corresponds to keeping all lines
and rewriting the user IDs, is very easy to re-identify (AUC 0.913), which shows
that simple pseudonymization is not enough. Therefore, the best models are
Markov chain and RNN, which is particularly visible in Fig. 4. This means we
can freely share the fake dataset: it will follow a similar distribution to the real
one, but the underlying “users” do not exist; they cannot be re-identified.
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7 Limitations, Impact and Future Work

A limitation is that so far we consider a model of evolution for the skill j, i.e.
the question that is assessed at each time, but not for the user ability θ, i.e.
a learning model. Natural extensions would be to consider knowledge tracing
models such as PFA [20] or more sophisticated ones such as DAS3H [5], to get
dynamic models of learning.

In future work, we’d like to test our setting on more sophisticated tabular
datasets: users would be even more unique. We notably want to work on times-
tamps, as the delays between attempts may be unique between participants,
therefore may harm privacy. In this paper, we were interested in learning item
difficulties, but other applications may have a different objective to optimize. We
want to highlight the fact that for the sake of researchers in technology-enhanced
learning, item parameters should be as open as possible; while for the sake of
students, user parameters should be kept as private as possible.

The example shown in this paper helps raise awareness in what can be done
with student data. Our re-identification task of membership inference may seem
a bit weak, so here is a more precise example. Let us now assume that for the
sake of providing accurate recommendations, a dataset of student logs with a
particular condition, say ADHD, is shared. We show that it could be possible,
having access to a bigger dataset of students logs, to identify which students
have ADHD. Personalized education should be able to provide further help to
students with special needs, without letting anyone know which student has
what condition.

8 Conclusion

In this paper, we show how we can generate educational data records for research
while preserving the privacy of real users. We illustrated that naive pseudonymiza-
tion or dropping rows from a dataset is not enough, as techniques based on text
mining can re-identify who was in the training set. Our approach generates fake
users, thus anonymized data that can be freely shared. We advocate for more open
datasets to nurture educational research and foster technology-enhanced learning;
but privacy-preserving, synthetically generated ones.
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Abstract. In the past years, Blended Learning (BL) has gained traction
as a methodology in Higher Education Institutions. Despite the positive
effects of BL, several studies have shown that students require high lev-
els of self-regulation to succeed in these types of practices. Still, there
is little understanding of how students organize their learning in BL
authentic contexts. To fill this gap, this paper presents an exploratory
study to analyze the learning tactics and strategies of 119 students in
a BL course using the Moodle Learning Management System. Specifi-
cally, we examined the effects on students’ learning behavior before and
after an intervention with a dashboard-based plug-in designed to sup-
port self-regulated learning (SRL). Using a data-driven approach based
on Hidden Markov Models (HMM), we identified the tactics and strate-
gies employed by the students along the course. The results show that
students’ tactics and strategies changed significantly depending on the
course design and the context in which learning occurs (in or beyond
the class). Also, we found evidence indicating that the main factor that
correlates to the students’ learning strategies is their previous knowledge
and the students’ SRL ability profile.

Keywords: Self-regulated learning · Learning analytics · Blended
learning

1 Introduction

In the wake of the COVID-19 pandemic, Blended Learning (BL), which com-
bines online and traditional in-person activities, has gained prominence. While
this approach has been shown positive for learning, many students often have
problems regulating their learning processes in these contexts [1]. This has raised
a great interest in better understanding students’ self-regulation and how to
support it in BL. This paper aims to shed light on how students’ Self-regulated
Learning (SRL) manifests in BL when intervening with a dashboard-based solu-
tion to support their learning process. The following sections presents prior work
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Fig. 1. Examples of visualizations in the NMP plug-in

on SRL and BL, students’ trace analysis that supports the research questions of
this work and the analytical methods employed.

1.1 Self-regulated Learning and BL

Self-regulated learning (SRL) is defined as a complex process that combines
meta-cognitive, motivational, and emotional processes [10]. Recent literature
shows that students’ SRL ability is a good predictor of their behavior and suc-
cess in a course [8]. However, most studies on SRL have been conducted in online
contexts and little is known about how these processes manifest in BL [1].

Recent works show that students’ SRL manifests differently depending on the
learning context and course modality [1,2,6,9]. For example, Matcha et al. [9]
compared students’ strategies in a BL course, in a Flipped Classroom (FC), and
in Massive Open Online Courses (MOOCs), showing that students used similar
strategies in BL and FC modalities, but these differed from the tactics used in
MOOCs. Moreover, Broadbent [1] showed that BL students used SRL strategies
less often than online students.

To support students’ SRL, researchers propose different mechanisms. One of
this mechanisms are tools based on dashboards providing learners with informa-
tion about their progress. Although most of these tools have been designed and
evaluated in online environments with encouraging results [12], only a few works
show how students incorporate them into their learning strategies and have an
impact on their behavior in BL courses, in which the teacher also supports the
SRL [14,16].

In this paper, we used the tool NoteMyProgress (NMP) for intervening a BL
course. NMP is a plug-in for Moodle that tracks students’ activity on the course
and provides them with interactive dashboards for monitoring their actions and
performance on the course (see Fig. 1) [13]. This tool was designed to support
students’ self-regulated learning and offers different visualizations for supporting
certain SRL processes: (1) Time management (TM), dashboards showing the
number of working sessions performed along the course, showing the dates, hours
in which they were performed and their duration; (2) Strategic Planning (SP),
showing the resources and activities to be completed by the student each week;
and (3) Self-evaluation (SE), dashboards showing students’ performance on the
course evaluations as well as their average compared with the mean of the course.
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1.2 Inferring Tactics and Strategies from Trace Data

The community of Learning Analytics (LA) proposes techniques and methods for
studying how SRL manifests in different learning contexts. One of these methods
consists of using students’ self-reported data about their SRL ability [17] and
combine it with approaches for detecting tactics and strategies by using the trace
data collected from the course LMS [2–5,9].

To detect tactics and strategies from trace data, most studies have used
techniques derived from temporal analysis and sequence mining [3,4]. To make
the connection between these techniques and the SRL theory, Fan et al. [3] used
a data-driven approach to analyze the underlying SLR processes activated in
the learning tactics to help develop interventions. Fincham et al. [4] studied
the impact of personalized feedback to support learning strategies using HMM
models and hierarchical clustering to detect tactics and strategies in a Flipped
Classroom setting. While some of these studies have looked into how to detect
strategies in BL courses, little is known about how they manifest across the
course. In this study, we build upon the work by [4] as a basis and expand their
analysis to a BL context.

1.3 Objective and Research Questions

To extend the knowledge on how SRL manifests and can be supported in BL, this
paper presents an exploratory study conducted in a course with 119 students. In
this course, students were provided with the NMP plug-in to monitor their study
sessions, grades, course planning, and progress through interactive dashboards.
The main aim of this exploratory study was to study how learning tactics and
strategies manifest in a BL course having the NMP tool as a support for their
self-regulatory process and how they integrate its use.

Using the data analysis techniques proposed in Fincham et al. [4], we
extracted students’ learning tactics and strategies from trace data (actions) and
characterized those strategies that are related to performance. Three research
questions were derived from the main aim:

RQ1. How do students’ learning tactics and strategies manifest along the BL
course?

RQ2. Does the NMP tool, designed to support students’ SRL, have an effect on
their learning tactics and strategies?

RQ3. Is there a relationship between students’ learning strategies, course per-
formance and SRL ability profile?

2 Methodology

2.1 Exploratory Study: Context

We conducted an exploratory study in order to address the research questions.
We selected this methodological approach as it is recommended for studying a
phenomenon when there is insufficient prior research to establish hypotheses.
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Table 1. Course description according to modality. Week 6 is excluded from this
classification since it was the week of the intervention.

Weeks Modality Activities and tasks descriptions

1–5 Mod. 1 Objective: To get familiar with the main theoretical concepts of Databases

modeling

Design: Students had a set of theoretical resources that they need to prepare

before in-class sessions. A questionnaire had to be answered before

the class, as a form of self-evaluation. In class, students were

presented with problems that were worked in an individual manner

first, discussed in groups, and presented to the rest of the class

7–11 Mod. 2 Objective: To work with an actual SQL database and solve several exercises to

get familiar with the SQL management and queries with

PHPMyAdmin

Design: Videos showing how to use PhPMyadmin and solve certain problems

that they could see before and after the in-class session. In class,

students were provided with a problem to be solved during the class.

They had one week to send the results of this exercise.

12–15 Mod. 3 Objective: To work on a group project (3 per group) for setting up a DB from

scratch to manage the books and members of a library

Design: The project was presented in class, and students worked

autonomously on it during the rest of the sessions and from home.

The teacher solved particular problems during the in-class sessions.

Students had to send the project at the end of the 12th week

The study was conducted in a Databases course of a Degree in Management
of Enterprises. The course counts with 119 students organized into 4 groups (of
around 25–30 students) for theoretical sessions and 8 groups with 12–15 students
for practical sessions. All students signed a consent form on the first day of the
course for participating in the study and all agreed. The course was designed as a
BL course using the Moodle Platform as the primary LMS. Students participated
in 1.5 h of face-to-face lessons once a week and were asked to complete online activ-
ities in Moodle and projects at home planned for 1–2 h of dedication per week. The
course lasted 15 weeks and was structured into three parts, each following a differ-
ent modality of blended learning design. Table 1 shows a summary of the duration
and objectives of each modality. In the sixth week of the course, the teacher intro-
duced the NoteMyProgress (NMP) tool in a face-to-face session. Its use was not
mandatory but it was presented as a support for organizing their learning in the
course that students could use voluntarily whenever they needed.

2.2 Data Gathering Techniques

We used different data gathering techniques that included: (1) students’ self-
reported data about their SRL ability, (2) students’ trace data with the course
content and NMP functionalities, and (3) course metadata (see Table 2) Stu-
dents’ SRL was measured using the MSQL questionnaire [11], which they com-
pleted in week 6 before the intervention with NMP. The MSQL has 44 questions,
scored based on a 7-point Likert scale and provides information on motiva-
tion (Intrinsic Value, Self-efficacy, and Text Anxiety) and self-regulated learning
(Cognitive Strategy Use and Self-regulation). It was translated into French with
a good level of reliability (Cronbach’s alpha = 0.93).



Supporting Self-regulated Learning in BL 411

Table 2. Description of the data sources used in the study

Source type Source name Description

Trace data Moodle Records of when students interacted with each element

of the course in Moodle

NMP Records of when students interacted with elements on

the NMP plug-in

Questionnaire MSQL Questionnaire by Pintrich and Groot [11] that

measures different components of SRL

Metadata In-Person Class Schedule Time table of the in person class schedule for each

student

Course Modalities Information on how each week of the course is

organized

Students’ GPA Average accumulated grades until the start of the

course

Students’ Final Grades Final grade obtained by the students

Fig. 2. Diagram of the analytical approach followed in the study.

The trace data was obtained from the log files of Moodle and NMP. The
Moodle log files collect information about students’ interaction with the course
resources: quizzes, assignments, videos, and reading material uploaded by the
teacher. The NMP log files collect the students’ interaction with the different
visualisations and functionalities of the plug-in.

The course metadata includes: the Moodle quizzes counting for the final grade,
the student’s GPA, the date of the exams, the dates for delivering the practical
activities and the project, and the dates of the in-class sessions for each group.

2.3 Analytical Approach

We followed the approach proposed by Fincham et al. [4] that divide the data
analysis into four steps: defining actions, detecting tactics, detecting strategies
and run statistical comparisons between students’ based on the strategies they
employed. Before starting, all the data was anonymized, and people who did
not give their consent to all parts of the analysis were removed. For replicability
purposes, all the scripts used for the analysis are available in the Open Science
Framework platform1. Figure 2 summarizes the steps we followed for transform-
ing trace data into actions, tactics and strategies.
1 https://osf.io/s86au/?view only=455371582ac345809e91eb844f80c5e7.

https://osf.io/s86au/?view_only=455371582ac345809e91eb844f80c5e7
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Table 3. Session classification based on the schedule of the students

Schedule classification Description

Day Before Class Session registered 24 h in person class

In-Class Session registered during class time

Day After Class Session registered 24 h after in person class

Other Schedule Sessions performed in all other schedules

Table 4. Library of actions in the LMS

Platform Action name Description

Moodle Class planning Interactions with the material containing the planning for
the semester and the topics addressed in each week

Evaluation Interactions with any quiz or assignment in the course

Hands-on work Interactions with practical exercises related with the
management of databases

Reading Interactions with one of the reading materials uploaded in
the platform

Solutions Interactions with the material containing solutions to the
evaluations, both practical and theoretical

Video Interactions with the videos uploaded in the platform

NMP SRL support Interaction with the visualizations of the NMP plug-in

Detecting Tactics. A tactic is defined as the underlying process that a student
is applying in a given period of time Fincham et al. [4]. The period of time is
defined as a study session, which corresponds to a sequence of actions not sep-
arated by more than 30 min of inactivity. Each session was classified depending
on when and where it happened according to the course schedule (see Table 3).
The sessions occurring between two schedules were split accordingly.

To detect students’ tactics we used a Hidden Markov Model (HMM) as an
unsupervised method. The hidden states represent the underlying tactic being
applied during a specific session. For that, we computed for each session the
proportion of each action being applied. The students’ actions are described
in Table 4) and are defined as their interactions with Moodle course resources,
tagged by their learning purpose (planning, evaluation, hands-on work, readings,
solutions or videos), and with NMP functionalities, considered as SRL support.

The number of hidden states of the model was determined using the Bayesian
Information Criterion (BIC) and Akaike Information Criterion (AIC) as heuris-
tics. These metrics consider both the complexity of the model (measured in terms
of the number of parameters) and the likelihood of model given the data. The
HMMs were fitted using the hmmlearn-0.2.7 Python package2.

To answer RQ1, we analyzed how students applied different tactics over
the different modalities of the course (see Sect. 2.1) and between the different
schedule classifications (see Table 3). Class sessions dedicated to exams were
excluded from the analysis.

2 https://hmmlearn.readthedocs.io/en/latest/.

https://hmmlearn.readthedocs.io/en/latest/
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To answer RQ2, we analyzed tactics including students’ interactions with
NMP. We also use the using the Kruskal-Wallis test to compare the final grades
and SRL ability profiled of those students using tactics involving NMP interac-
tions and those who did not.

Detecting Strategies. Under the analytical approach proposed by Fincham
et al. [4], strategies are defined as sequences of tactics applied by the students.
These are extracted by clustering the sequences of tactics of students in the
course. In our analysis, we also included the schedule classification in which the
session occurred in the clustering process. We added this information to under-
stand better how students adapt to the different BL modalities of the course.
Therefore, each session was represented by a token encoding the classification
of the session according to the schedule (TokenSchedule) and another token
encoding the most probable tactic (TokenTactics). So, each student activity was
represented by a sequence of pairs composed of TokenSchedule+TokenTactics
for the strategy detection process.

After defining the sequences, we computed the similarities of the sequences
using a similarity ratio based on the Levenshtein distance, which is defined as
the minimal number of insertions, deletions, and/or state substitutions required
to transform one sequence into another. This is then normalized, considering the
length of the sequences. The implementation for this similarity measure comes
from the python-Levenshtein package3. To find the clusters, we performed an
agglomerative hierarchical clustering using the scikit-learn-0.22.2 Python pack-
age4. For selecting the number of clusters, we analyzed the dendrogram of the
clustering process and removed for the analysis those clusters containing less
than 15 students, treated as outliers.

To answer RQ1, we clustered the sessions in the whole course and separating by
course modality. We then analyzed the differences between them. To answer RQ3,
we analyzed whether there was a correlation between previous knowledge (GPA)
and their SRL ability profile with the strategy applied by the student. In each
case, we performed an ANOVA test to see which variables could be significant.
Then, we performed a post-hoc analysis using pairwise t-tests between clusters. In
order to prevent p-value inflation, we corrected the p-values using Holm’s method.
Then, we considered the strategies throughout the course without distinguishing
per course modality. We then compared the differences in students’ final grades
using the Kruskal-Wallis. Finally, to see the effect of the overall strategy in the
final grade, we performed an ANCOVA using the GPA as a covariate.

3 Results

3.1 RQ1. Manifestations of Learning Tactics and Strategies

We identified that students use nine study tactics along the course, which
differ in the number of actions and duration (Result 1.1). A general
3 https://github.com/ztane/python-Levenshtein.
4 https://scikit-learn.org/.

https://github.com/ztane/python-Levenshtein
https://scikit-learn.org/
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Table 5. Description of applied tactics in terms of the mean number of actions per-
formed, number of occurrences during the course and mean duration of the session.
F = Focused tactic (mainly 1 action performed), SD= Slightly Diverse tactic (3–4 actions
performed), HD = Highly diverse (almost all actions performed). E = Evaluations,
H= Hands-on, R = Reading, S= Solutions, V = Video. Wo NMP = With-out NMP,
W NMP= With NMP.

Tactic name Mean tactic composition Num. of

occurrences

Mean

durationClass

planning

Evaluation Hands-on Reading Solutions Video SRL

support

F Eval - 6.47 - - - - - 613 00:06:59

F HandsOn - - 4.97 - - - - 470 00:07:57

F Reading - - - 1.38 - - - 583 00:03:01

F NMP 0.04 1.14 0.17 0.22 - - 15.6 135 00:06:46

SD EHV - 3.77 3.07 - - 1.61 - 485 00:18:36

SD EHR 0.48 6.24 0.89 1.84 - - - 343 00:17:08

SD HRS - - 1.42 1.52 1.15 - - 500 00:13:00

HD Wo NMP 0.24 5.02 2.29 2.8 1.86 0.15 - 177 00:26:06

HD W NMP 0.12 5.77 3.62 1.05 0.42 3.1 3.09 102 00:31:46

Fig. 3. Evolution of tactics applied during the course. Each vertical bar represents the
proportion of tactics applied during a particular week. Below, we indicate the different
modalities of the course.

summary of these tactics is provided in Table 5. Those tactics that present a high
activity in a particular action were labeled as ‘Focused’ tactics, since students focus
on a particular action (F Eval; F HandsOn, F Reading; F NMP). Those tactics
that present a variety of actions were labeled as ‘Slightly Diverse’ tactics, with 3
or 4 different actions, or ‘Highly Diverse,’ with 6 or 7 actions. We also observe that
tactics differ in their duration, being the Slightly (mean 13–19 min) and Highly
Diverse (mean 26–31 min) longer than the Focused ones (mean of 3–8 min).

We identified that students deploy three different strategies along
the course that differ in the frequency, type of tactics employed and
the moment in which they take place (before, after, or during the
class) (Result 1.2). Table 6 shows a summarized description of the strategies
in terms of the frequency of tactic usage and schedule classification. All strategies
(SG.1, SG.2, SG.3) involve students’ employing all tactics. However, they differ
in the frequency in which tactics are deployed. First, in SG.1, the frequency
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of almost all tactics is higher than in the other strategies. Students using this
tactic also performed significantly more sessions in other schedules beyond the
in-class, before, or after-class sessions. This suggests that students employing this
strategy were more autonomous than students using the other strategies. SG.3
differs from SG.1 mainly in the frequency of tactics, including Reading actions
(F Reading, SD EHR and SD HRS). Finally, SG.2 included the least amount of
tactics overall, meaning that students who used this strategy also invested less
time in the course. They also concentrated on the least varied tactics, mainly
using most of their sessions in Focused tactics such as F Eval and F HandsOn.

Students apply different tactics and strategies depending on the
modality of the course and the characteristics of the course activity
(Result 1.3). Figure 3 shows how students’ tactics change from week to week and
according to the schedule classification. In modality 1, where students were asked
to complete activities at home before the class in a more teacher-directed course
design, the most frequent tactics are the Slightly and Highly Diverse involving
Reading actions, while the Focused tactics involve Evaluation actions. These tac-
tics align with activities students were asked to do in this period: work on theo-
retical content before the class and do exercises to evaluate their knowledge. In
modality 2, in which students were asked to practice with their database with-
out the teacher supervision, the most frequent tactics were the Focused involving
reading and hands actions, and the Slightly Diverse involving evaluation actions.
Again, the tactics were related with the type of activities to be performed in this
phase, in which students were asked to read how to work with a database and then
practice with it. Finally, in modality 3, we saw a consistent use of Slightly Diverse
tactics involving hands-on, reading, evaluation, and videos. Here, students had to
work on a project in groups. At this point, they have to apply all the concepts
and materials seen in the course, and they revisit particular resources to review
concepts (reading and videos and evaluations) and apply them in their project
(hands-on). This result suggest that there is an influence of the course design and
the tactics applied by the students. This change is also represented in the overall
strategies applied by the students during each modality. For the first modality,
students applied two different strategies (S1.1 and S1.2). These two differ in the
number of tactics that include Reading actions, again showing the relationship to
the activities relevant to the modality. Students applying S1.2 also worked consid-
erably more on schedules far from the class sessions. For the second modality of
the course, we found three main strategies applied by the student (S2.1, S2.2, and
S2.3). Students from S2.3 used the most tactics overall, followed by S2.1. Finally,
in modality 3, we detected three different strategies (S3.1, S3.2, and S3.3). While
there are changes in the tactics applied by each strategy, we found that the main
differences come from the schedules in which they perform their sessions.

3.2 RQ2. Impact of SRL Support on Students’ Learning Strategies

Students incorporate the use of the SRL support tool (NMP plug-
in) to reinforce or support their study tactics (Result 2.1). Students
incorporate the SRL support in two different ways: (1) within a Highly Diverse
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Table 6. Description of strategies detected in the whole course and per course modality
with respect to the mean tactic frequency, schedule, and number of students. For each
strategy, the two bold entries represent the two tactics most frequently applied. We
are excluding from these table the clusters considered outliers (less that 15 students).

General Mod. 1 Mod. 2 Mod. 3

SG.1 SG.2 SG.3 S1.1 S1.2 S2.1 S2.2 S2.3 S3.1 S3.2 S3.3

F Eval 5.55 3.87 5.20 2.38 2.72 1.36 1.64 2.00 3.05 1.47 1.60

F HandsOn 3.88 2.65 2.83 1.30 1.13 1.69 1.16 2.96 1.65 0.46 0.33

F Reading 5.62 2.39 3.37 0.50 1.30 3.46 1.30 3.21 2.15 2.02 1.05

F NMP 0.82 0.35 0.51 - - 0.62 0.16 0.62 0.70 0.63 0.43

SD EHV 4.38 2.39 4.40 0.14 0.10 2.56 3.45 5.96 2.00 2.00 1.48

SD EHR 3.70 1.61 2.31 0.94 2.03 0.21 0.27 0.33 1.35 1.56 0.36

SD HRS 5.40 1.43 3.94 1.38 4.20 0.18 0.11 0.21 2.25 1.12 0.40

HD Wo NMP 1.72 0.78 1.54 0.64 1.61 0.10 0.07 0.04 0.30 0.25 0.24

HD W NMP 1.08 0.52 0.63 0.02 0.04 0.56 0.39 0.67 0.60 0.68 0.17

Day Before Class 6.00 3.96 6.14 3.54 4.25 0.87 1.16 2.38 1.70 1.81 0.83

In Class 7.05 7.04 7.71 1.68 1.48 2.64 3.50 2.96 4.00 4.14 4.12

Day After Class 3.80 1.00 1.86 0.36 1.93 0.90 0.27 1.29 2.15 1.26 0.48

Other Schedule 15.30 4.00 9.03 1.72 5.49 6.33 3.61 9.38 6.20 2.98 0.62

# of students 60 23 35 50 69 39 44 24 20 57 42

tactic (HD W NMP), in which the use of NMP is an action combined with
others, or (2) within a Focused tactic (F NMP), in which they only use NMP.
Also, these two tactics are employed by students in different moments of the
course. The Focus tactic (F NMP) was mainly deployed during the first week
of the intervention in which students’ were presented to the tool and had time
to explore it, but also during the third modality of the course, in which they
had to work on the project. Since the NMP tool provides functionalities for
checking which resources of the course have been or not been consulted, its
usage in this period was helpful to review previous content. When incorporated
with other tactics (HD W NMP), its use is distributed more or less equally along
the course. We observe, however, that the HD W NMP tactics almost substitute
the HD Wo NMP, suggesting that the use of NMP was incorporated as another
action in their Highly Diverse tactics.

Students used NMP mainly in class and in other schedules
beyond the class (Result 2.2). If we accumulate the use of NMP from both
HD W NMP and F NMP tactics, we observe that the tool was more frequently
used in class (47.2%) and other schedules (27.4%) and with a much lower fre-
quency the day after class (15.6%) and the day before class (9.7%). This suggests
that students might be using the tool for checking what has to be done.

We observed that students that had at least one use of the HD W
NMP had a significantly higher Self-Regulation than those who did not
(p-val = 0.001, effect-size = 0.70) (Result 2.3). This suggests a relationship
between the students SRL ability profile and the adoption of SRL support.
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3.3 RQ3. Relationship Between Students’ Strategies, Performance
and SRL Ability Profile

Students’ prior knowledge (GPA) has a relationship with the general
strategies they apply, being those with the lowest GPA the ones using
the strategy with the least amount of tactics (Result 3.1). We found that
students that applied SG.2 (mean = 11.10 out of 20) had a significantly lower
GPA compared with students applying SG2.1 (mean = 13.22; p-val = 8e−4) and
SG2.3 (mean = 12.86; pvalue = 0.008). Since strategy SG.2 consists of applying
tactics with fewer interactions with the Moodle platform than the other two
strategies, this suggests that students with lower GPA could also be those less
engaged with the course.

The strategy applied by the students is related to their course
final grade in the course, but this association disappears when con-
trolling for GPA (Result 3.2). We found that students performing SG.2 had
a significantly lower final grade than students performing SG.1 (p-value = 0.022)
and those performing SG.3 (p-val = 0.038). However, when controlling for GPA
as a covariate, the students’ strategy was no longer significantly related to their
final grade (p-val = 0.051). This suggests that, while GPA is the most strong
predicting factor of the final grade, it is also related to the student’s engagement
with the course and their applied strategies.

The student’s prior knowledge (GPA) has a significant relation-
ship with the strategy chosen in each modality except for modality 2,
which is related to the SRL ability profile (Result 3.3). In Modality 1,
only GPA was significantly different across strategies. Students applying strategy
S1.1 had a significantly lower GPA (mean = 11.9) than students applying S1.2
(mean = 13.2). In Modality 2, in which students are required to perform work
in a more autonomous way, we found significant differences across groups for
Self-Regulation. Students applying strategy S2.3 had a significantly higher level
of Self-regulation than students applying strategies S2.1 (p-val = 0.022, effect-
size =−0.86), and S2.2 (p-val = 0.032, effect-size =−0.86). We did not find sig-
nificant differences in Self-regulation between strategies S2.1 and S2.2. In Modal-
ity 3, the only significant difference we found was that students applying S3.2
had a higher GPA (mean = 13.2) than those applying strategy S3.3 (mean = 11.8,
p-val = 0.016).

4 Summary of Results and Discussion

Regarding RQ1 about how students’ learning tactics and strategies manifest in
a BL course, we found that tactics and strategies manifested in different ways
depending on the pedagogical design of the course. For example, the tactics and
strategies found in this study vary according to the relevant activities (Result
1.1, Result 1.3), scheduling of the study sessions (Result 1.2), and the SRL
support available (Result 2.1). Furthermore, tactics and strategies differed in
scheduling as well as in frequency of actions (Result 1.1 and Result 1.2). We
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distinguished between focused and diverse or highly diverse tactics, depending
on the number of actions and its frequency. Similar results have been obtained
in prior work [9] and [4], where students use tactics involving one action (more
focused) or a variety of actions. In any case, it looks like the tactics employed
have a relationship with the type of activities the students are asked for, rein-
forcing prior work which showed that learning tactics are highly dependent on
pedagogical decisions [2,9]. This result also aligns with prior work [5,7] indicat-
ing that, while some students perform deep approaches to learning during the
course, others use surface-level approaches where they look for specific informa-
tion to pass the course. In our case, strategies SG.3 and SG.1 would be deep
strategies, while SG.2 would be surface-level strategies. These results also pro-
vide further evidence on how changes in pedagogical decisions may elicit different
SRL strategies from students, as shown in previous works [2,9].

Regarding RQ2 about the impact of SRL support on students’ learning
strategies, we found that even though some students incorporated the SRL sup-
port tool into their learning tactics (Result 2.1), the use of the tool was rela-
tively sparse. Students mainly used the tool during face-to-face class sessions
or far from the class sessions (Result 2.2). These results suggest that students
used NMP functionalities designed to support planning and self-monitoring to
check their past performance. Also, we observed that the students with higher
SRL self-reported ability were those who use NMP more frequently (Result 2.3).
This is consistent with previous work [14], which shows that students’ previous
abilities influence the adoption of SRL support tools. This suggests that future
interventions to support SRL should focus on those with lower SRL abilities
and on improving and expanding functionalities related to student planning and
self-monitoring.

Regarding RQ3 about the relationship between students’ strategies, perfor-
mance and SRL ability profile. Prior knowledge has been shown as the main fac-
tor related to the students’ strategy in those modalities including more teacher-
directed work and group work as well as in the course as a whole (Result 3.1,
Result 3.3). This result is aligned with previous work showing the relationship
between learning strategies and prior knowledge [14,15]. The only exception to
this is modality 2, where the main differences were in students’ Self-Regulation
self-reported ability (Result 3.3), in which students were required to conduct a
higher amount of independent work. This reinforces the idea that different ped-
agogical decisions influence the students’ strategies and suggests that in those
requiring a more independent work the key factor is the students’ SRL ability
profile. In terms of the final performance, our results suggests that prior achieve-
ments are key for explaining students’ final grades, although students’ strategies
also showed correlations with grades (Result 3.2). This suggests that students
with prior knowledge are also the ones applying the most effective strategies.
This is also consistent with prior work in the study of SRL, which shows a con-
nection between the course design, the students’ SRL ability profile, and the
strategies applied [2,9].
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5 Conclusions, Limitations and Future Work

In this study, we found evidence that the tactics applied by students during
a course can change significantly when changing the course modality. We also
found evidence indicating that the main factor that correlates to the students’
learning strategy is their previous achievements. In fact, even if we found evi-
dence that the students’ strategy is related to their final grade, controlling for
their prior achievement makes this relationship no longer significant. We found
that students had a low level of engagement with the SRL support tool. Nonethe-
less, when interacting with the tool, they mainly performed highly focused ses-
sions or incorporated this activity into previous highly diverse tactics. We found
that students that applied the highly diverse tactic with the tool presented a
significantly higher level of self-regulation.

One of the main limitations of this study comes from the data collection of
actions performed by the students. As common with BL studies, we analyze the
students based on self-reported and trace data. This limits the analysis since
we could not capture the actions performed outside the Moodle platform. In
particular, we did not include information regarding the interactions with the
teachers, something that distinguished BL from other course modalities. Our
current findings are also limited to the students of one course. Another limita-
tion comes from the use of unsupervised methods, which makes it challenging
to validate the accuracy of the detected tactics and strategies. For example,
the use of dendrograms to select the number of clusters introduces a level of
subjectivity to the results. Future work could apply the same type of analysis
to different courses to see if the current study’s findings are generalizable and
consider the teacher’s interventions in self-regulating students learning strategies
using anthropological techniques to complement quantitative data.
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Pammer-Schindler, V., Pérez-Sanagust́ın, M., Drachsler, H., Elferink, R., Scheffel,
M. (eds.) EC-TEL 2018. LNCS, vol. 11082, pp. 355–369. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-98572-5 27

9. Matcha, W., et al.: Analytics of learning strategies: role of course design and deliv-
ery modality. J. Learn. Anal. 7(2), 45–71 (2020)

10. Panadero, E.: A review of self-regulated learning: six models and four directions
for research. Front. Psychol. 8, 422 (2017)

11. Pintrich, P.R., Groot, E.V.D.: Motivational and self-regulated learning components
of classroom academic performance (1990)
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Abstract. The topic of inclusive education for underrepresented groups in the
mainstream education system has long been an issue, mainly because of questions
about the modalities and resources used. Today, this matter is much more afford-
able, thanks to digital technology. Indeed, in an education system that is becoming
blended, and in which the computer plays an essential role in the presentation of
information, the means are now more varied and the issue of heterogeneity of stu-
dent profiles can be better addressed. These perspectives relate closely toUniversal
Design for Learning (UDL).

This article presents a full Web inclusive platform for gamified learning,
named GamesHUB. The platform offers special assistance to students with spe-
cial needs (dyslexic students, L2 speakers, students with language disorders…)
through Digital Assistive Tools (DAT) such as text-to-speech, spaced text for
dyslexics, high-contrasted display, real-time translation in their native language…
The choice of these DAT and their functions will be explained through didactic
and psycholinguistic arguments.

GamesHUB platform is developed by the “anonymized laboratory” (Switzer-
land). It is mainly aimed at primary learning in ordinary classes in the French-
speaking part of Switzerland.

Keywords: Universal design for learning · Inclusive learning · Gamification
authoring tool · Digital assistive tools

1 Introduction

When schoolsmust dealwith the diversity of students and their needs, several approaches
exist. After the Salamanca statement [1] that asserted that every child has a basic right
to education, integration perspective (pupils are welcome into mainstream education,
but must adapt to school) and inclusion perspective (school adapts to students’ needs)
were promoted. In these approaches, the variety within the school organization and the
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teaching practices were driven by perceived or assessed students’ needs and, per se, leave
the cause of the adjustment effort to the child and his/her special educational needs.

With universal design for learning (UDL), the approach is different [2]. As diversity
becomes the norm, variety is a standard. Different means of engagement (why should I
learn), of representation (how is the knowledge presented), and of action and expression
(what should I do with this knowledge) should be offered by the teacher to move toward
an education for all. With the diversity embedded within the school environment, the
hope is to facilitate every child learning, whatever her/his needs. However, UDL is not
rejecting the inclusive approach where adaptations are made based on students’ needs.
So, the variety of means should be included from the very beginning of instructional
design. That is what is being done with GamesHUB learning platform, thanks to digital
technologies that can facilitate diversification of learning experiences.

In this context, we present the online platform for playful learning GamesHUB,
developed by the University for Teacher Education Fribourg (HEP-Fr) in partnership
with the IT section of the Fribourg Vocational School (EMF). The paper is organized
as follows: Firstly, GamesHUB platform and its features are presented. Secondly, the
additional features are described, we call them Digital Assistive Tools (DAT), and they
are built into GamesHUB from the start to tend toward UDL.

2 GamesHUB

2.1 Purpose

GamesHUB is designed for students aged 6–12 in French-speaking school, using game-
based learning and customized learning pathways. Its purpose is to allow every student,
including those with special needs, to develop skills if they can interact with the com-
puter. The platform provides learning games related to various learning areas within the
framework of the Plan d’Études Romand1 which is the official competency framework
in the context of GamesHUB implementation. It also supports the teacher in the contin-
uous improvement of teaching and learning by recording tracks of students’ activities
in compliance with the European GDPR (General Data Protection Rules). The data of
each learning game is recorded and can then be visualized and analyzed by the teacher
to identify the difficulties of students. A variety of additional features were embedded
into GamesHUB framework as DAT (see Sect. 2.4).

2.2 Architecture and Hosting

GamesHUB is a client-server platform. It is hosted on the AlpHosting server as shown
in Fig. 1. The platform is designed on a three-layer architecture (View, Processing,
Data access) that is independent and allows for great flexibility. The View layer is
based on a Node.JS server that publishes a lightweight interface used by a web browser.
The Processing layer is based on a JavaEE RESTful server on Apache Tomcat. This
access method guarantees independent access to the data. The database is hosted on the
open-source MariaDB platform. Each component is called through the secure HTTPS
protocol.

1 https://www.plandetudes.ch.

https://www.plandetudes.ch
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Fig. 1. Internal architecture of the GamesHUB platform

2.3 Features

Currently, theGamesHUBplatformprovides access to learninggamesonvarious themes,
mainly learning French as the schooling language. This access is possible in a “self-play”
mode and in the “custom pathway” mode. Indeed, the “self-play” mode provides game
sessions for exploration, training, evaluation, and content creation each time for a single
learning game. These four ways of interacting with each game are already a move
toward diversity of experiences, based on four different taxonomy level of learning [3,
4]. Students can easily switch from one taxonomy level to another in the “self-play”
mode, so they can choose if they want to explore the knowledge, practice the associated
skills, pass tests, and send data to their teachers, or create new game levels to submit to
the classroom or the whole community of users.

However, the “custom pathway” mode allows to have specific sequences of different
games and/or game levels. The teacher can design a specific pathway based on didactic
considerations and assign it to specific students or the whole class. In this mode, the stu-
dent loses her/his freedom to browse through games, levels or ways of playing (explore,
train, evaluate, create), because the choice of games and game levels is made by the
teacher. It is then possible to track the overall progression of a student through these
pathways and the teacher can access an extensive view of this progression (see Fig. 2)
with what has been done, scored, etc.

Whatever the mode engaged (“self-play” or “custom pathway”), the student must
be able to access the content and the instructions of the game level. This might require
maximizing student’s autonomy and facilitating the reading comprehension. That is
where the DAT come into the play.
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Fig. 2. A screenshot of the dashboard monitoring student activity

2.4 Digital Assistive Tools

Several features are built into GamesHUB so a diversity of students can use it when-
ever s/he wants to support her/his learning. The features were chosen according to
three main criteria: (1) responding to needs often present within the schools where
GamesHUB implementation is planned, (2) supported by scientific literature [5], and
(3) based on libre/free technologies, as far as possible. Currently, six features (out of
eight) are available (see Fig. 3 and 4).

• “Mon Pad” is a free online text editor – based on Etherpad2 technology – associated to
each student (the teacher can read/write its content, too) designed to free up working
memory with the help of note taking. To be aligned with state regulations, the notes
are completely erased every year, end of July.

• “Pad de classe” is built on the same technology as “Mon Pad” but is integrated in
GamesHUB for a whole class (typically 20 to 25 students), where everyone can ask
for help and give support. The intent is to enable peer learning and subtle mediations
from the teacher that target one need but could be useful for everyone.

• “Dico image” is a simple image search engine based onWikimedia that is designed to
help students that struggle with vocabulary to understand the contents. The intent is
to reduce learning barriers for students who speak French as a second language or do
not have the cultural background to understand the cultural foundations of a specific
assignment.

2 https://etherpad.org/.

https://etherpad.org/
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Fig. 3. Anoverview of theDigital Assistive Tools component integrated to theGamesHUB screen

Fig. 4. An overview of the Digital Assistive Tools within GamesHUB

• “Espace les lettres” (add space between letters) and “Police Opensys” (https://opendy
slexic.org/) are two text display alternatives to facilitate learning for students with
reading disabilities or difficulties.

https://opendyslexic.org/
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• “Contraste élevé” (high contrast) is a simple solution that does what it announces. It
also helps the game designers to identify if contrast is needed to assess the games and
assignments and, in this case, make changes in the development of the game.

Two last features are currently being deployed. “Synthèse vocale” is a text-to-speech
solution for struggling readers, and “Traduction” is a translator for students who speak
French as a second language. The challenge for these two features development ismainly
about finding a solution in French that is efficient and free/open source.

3 Future Work

Currently, experiments have begun in schools in French-speaking Switzerland to verify
whether GamesHUB design allows for more inclusive learning. Targeted classrooms
are 5–6 Harmos (8- to 10-year-old children), because currently the games developed
are based on contents for this degree that are didactically organized. First, GamesHUB
usability is tested in two classrooms for layout improvement (for instance, accessibility of
feature, clarity of assignments, ease of use). Then, performance improvement in reading
and comprehension skills will be systematically assessed thanks to multiple baselines
single-case experimental design—DAT introduction is the independent variable—with
a variety of pupil profiles to document if GamesHUB is effectively promoting UDL.

4 Conclusion

In this paper, we presented GamesHUB platform designed for inclusive education and
intended to ordinary and special needs learners (L2 speakers, dyslexics, students with
language impairment…). We introduced the general features of GamesHUB including
the self-play and the pathway modes. Then, we presented additional features that we
call Digital Assistive Tools (DAT), intended to promote UDL. Our future work consists
in experimenting GamesHUB platform with all these features to gather feedback from
teachers and students on both DAT and personalized learning pathways.
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Abstract. In order to support teachers to engage themselves in a learn-
ing process to improve their techno-pedagogical skills, and to relieve
instructional designers (IDs) of their workload, we have previously
designed a behavioral computer model of teachers that allows their eval-
uation from a LMS mastery perspective, and paves the way to teaching
analytics and recommendations. To instrument this model and provide
teachers and IDs with a digital support that best meets their expecta-
tions, we present here the user-centered method we followed to (i) evalu-
ate our model to their perceptions, (ii) determine consistent uses relative
to their needs, and (iii) develop iTeachApp, an application that provides
teachers with a personal analytics dashboard and automatic recommen-
dations, and offer IDs institutional analytics, to detect specific profiles of
teachers and get insights of common LMS behaviors at different scales.

Keywords: Teaching analytics · Academic analytics · Learning
management system · Teacher evaluation · User-centered approach ·
Behavioral model · Dashboard

1 Introduction

Learning management systems (LMS) have been widely adopted by higher educa-
tion institutions around the world for over a decade, with a considerable acceler-
ation during the COVID period [8]. On the other hand, the number of LMS users
was not growing as quickly as expected, although they were considered for a long
time as a useful tool to facilitate teaching and learning activities [10]. Many teach-
ers face several difficulties in integrating these platforms into their practices. Their
main problems seem to be technical and organizational, due to the lack of support
and the lack of time dedicated to its learning [5]. Furthermore, many universities
hire instructional designers especially for helping teachers to develop, enhance and
diversify their pedagogical designs as well as their skills in technology enhanced
learning (TEL) tools. However, universities still struggle to carry out their mis-
sions with only few instructional designers (IDs) compared to the teacher popula-
tion (e.g., there are 6 engineers for 630 teachers in our university). They also lack
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insight into teachers’ competencies, while teachers are not always aware about the
features TEL systems such as an LMS offer.

In order to deal with these issues, we aim to support teachers’ self-assessment
of their own practice on a LMS for them to engage as learners of their TEL envi-
ronment, and at the same time, to reduce the work pressure of the instructional
designers. Hence, we have proposed in a previous work a behavioral model com-
posed of six axes (evaluation, reflection, collaboration, resources, communication,
interactivity and gamification), on top of which we have built several teach-
ing analytics (TA) indicators to provide teachers with self and social awareness
(usage trends, curiosity and homogeneity scores) [2].

In this paper, we expose the user-centered method we applied to instrument
our model and its indicators within a TA application that we describe in detail
as well. To reach these goals, we first examine (RQ1) how understandable our
model was by teachers and what limitations we could detect with regard to their
own perception of their LMS use. Secondly, we attempt to (RQ2) determine
how teachers would be willing to engage in an activity of self-assessment and
improvement of their LMS skills. In particular, we seek to determine what type
of recommendation would best fit teachers’ needs and practices (RQ2.1). Since
our goal is not to provide an application that would completely substitute for
instructional designers but a way to leverage teacher solicitation, we aim to
find out (RQ2.2) whether teachers would be willing to help their peers and
collaborate with IDs. Finally, we want to identify the kind of visualizations and
functionalities that could be interesting for IDs in order to assist them in the
decision-making process (RQ3).

2 Related Work

Teacher evaluation has been defined by [1] as the achievements of teachers and
what they need to develop or improve in their performance. However, there are
few studies that focus on the evaluation of teachers’ techno-pedagogical perfor-
mances in LMS. We suggest then to provide teachers with sufficient material for
self-evaluation and learning, a requirement that should be met before attempting
to include such skills as part of any institutional evaluation.

To involve end-users in a research project, two types of approaches are com-
monly followed: a user-centered approach and a participatory approach. They
both allow to capture the users’ needs and thus to develop, in an iterative way,
a quality tool that meets the users’ expectations [3]. The user-centered design
practice incorporates careful consideration of users’ needs, desires, and their lim-
itations throughout the design process, which allows for the assessment of both
effectiveness and relevance of the tool [4]. For instance, [3] employed this app-
roach to ensure an explicit understanding of user needs and contexts in order to
develop a dynamic learning dashboard generator. On the other hand, participa-
tory approaches belong to the user-centered approaches, but they advocate the
active involvement of users, which means performing all the steps of a project in a
collaborative and shared way so that the product meets users’ needs and is usable
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[9]. For example, [6] have developed a method for participative design of learn-
ing dashboards, which they call PADDLE (PArticipative Design of Dashboard
for Learning in Education). In the context of our work, we aim at developing
an application for teachers that does not require teacher involvement in all the
design phases. Therefore, we have opted for a non-participative user-centered
approach to instrument our behavioral model and its indicators.

3 Methodology

In order to instrument the model and its indicators within an application that
would be more easily accepted by teachers and IDs, we elaborated an online ques-
tionnaire for teachers, and we also scheduled three interviews with the instruc-
tional designers of the university (IDs).

The questionnaire consists of four sections. The first section focuses on gen-
eral questions to capture contextual factors that characterize the teacher (uni-
versity site, gender, age, etc.). The second section aims to study teachers’ sat-
isfaction of LMS via the SUS questionnaire (system usability scale)1. The third
section is devoted to validating the range of features our model covers by let-
ting teachers check that their practices could be described through our model.
In the last section, we collect the teachers’ needs and expectations so that we
could anticipate and make possible modifications to our application before the
experimentation.

Subsequently, we conducted three non-directive interviews with IDs to gather
their feedback given their experience with teachers, in order to define and develop
the support tool. We chose this type of interview to ensure that interviewees
would be free to develop further hypotheses during the exchanges. During the
first interview, we used the statistical results of the questionnaire addressed to
teachers as a basis for discussion, together with a first prototype of the applica-
tion. In the second and third interviews, we proposed a new prototype, taking
into account the comments made beforehand.

4 Findings

Questionnaire: we received 76 responses from teachers. With respect to the use
of the platform’s features, most teachers (63 respondents strongly agree and 11
agree) frequently use the LMS resources. Assessment features are in second place
with 20 respondents strongly agreeing and 30 agreeing. In third place, gamifica-
tion, collaboration, feedback and communication features have similar but low
usage compared to the first ones (respectively 4 teachers, 7 teachers, 11 teachers
and 18 teachers who use them very frequently). On the other hand, some teach-
ers mentioned using other features: (i) activity reports indicating the number of
views for each activity and resource, as well as (ii) the use of “groups” functionality
allowing a teacher to form groups of students within a course. With the exception

1 https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html.
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of these two functionalities, we have not identified any use of the LMS that is not
covered by our model. This model will therefore be enriched to integrate a student
management dimension and complete the reflection axis with an activity reports
functionality.

In the last section, 57 teachers expressed their wish to have a tool for peer
recommendations or feedback on their use of the platform, and 14 teachers for
self-assessment. We left the question opened to other proposals, so one teacher
mentioned that they preferred trainings over several times, two other teachers pro-
posed tutorials for certain functionalities or a guide of good practices and what
they can do on the LMS. 7 teachers mentioned their unwillingness to get a tool
complementary to the university’s LMS, probably because they are satisfied with
the platform, so they do not need help. Among teachers seeking help, we received
51 responses, both asking for help from IDs and from a close colleague. Finally, 65
teachers are willing to help their colleagues if they ask. Therefore, these responses
assess the need to provide a support tool for teachers as a significant portion are
interested in having one and many would like to be able to incorporate recommen-
dations from close colleagues and instructional designers.

Interviews: based on the results of this questionnaire, we developed prototype
of our application that was presented during the first interview with IDs, and
improved afterwards. The latter provided insights on the need to promote digital
trust (e.g., identity protection, document protection) [7]. In our case, this trust
implies the need to give the teacher the right to accept or refuse to be recom-
mended to colleagues. On the other hand, they emphasized the importance of
presenting teachers with the list of courses studied and the time interval of each
course so that they are aware of the origin of their results. In addition, they sug-
gested clarifying some of the terms so that they would be more understandable
to teachers; for example, the regularity score becomes homogeneity score, and
the subtitle “active” used to refer to the pattern of use of the LMS becomes
“intensive use”. On the dashboard intended to the instructional designers, they
were interested in having a filter by indicator (LMS usage trend, curiosity score
and homogeneity score) to better identify teachers in need or those considered
as experts by axis. Additionally, they indicated their desire to have a link to see
each teacher’s dashboard (without having access to their profile page).

5 Application

After we made all the necessary modifications to our tool, we were able to develop
a first version of the iTeachApp application, which is now ready to be experi-
mented by teachers and IDs.

Once logged in, teachers can have an overview of their situation. Each axis
(A in Fig. 1) is detailed in an accordion with a different background color: green
for axes where the teacher has a high tendency to use the platform features
represented by the axis in question (intensive use), and red color for the opposite
case (non-intensive use). For each accordion, the two different curiosity and
homogeneity scores are also included as well as a description of the axis and the
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scores. On B in Fig. 1, we provide a radar visualization that summarizes both
scores so that the teacher can have a comparative view of the different axes. This
allows them to easily visualize the representation of their use of the institutional
LMS and to position themselves on their wishes and preferences to improve their
mastery. Axis and scores are provided with help message that allow the user to
understand its overall signification through a simple vocabulary.

We have also proposed 3 recommender systems aiming at helping teachers
to improve their practices in the university LMS. These latter, given for each
axis, are shown on part C. In this specific case of the axis “Evaluation”, the
expanded part of the accordion allows to visualize: (i) a set of unused features
that might facilitate the teachers’ evaluation of their students, (ii) the “Contact
an Instructional designer” button which opens an email box to directly contact
the IDs with a pre-formatted email indicating the name of the axis and the
scores obtained, and finally (iii) the “Solicit a close colleague” button opening
a window that displays the top 3 most recommended colleagues who are close
physically and thematically. For each teacher, an example of one of their courses
selected as relevant for that specific axis is given with a description of the course.

Fig. 1. Teacher’s dashboard.

On a page devoted to the teacher’s profile, the latter can accept or refuse
to be recommended to their colleagues, choose the maximum number of recom-
mendations per month in which they can appear, by default, each teacher can be
recommended to a maximum of 3 colleagues per month. Finally, the teacher can
consult the list of their courses taken into account in the evaluation and choose
to remove those that do not seem relevant.

iTeachApp is also addressed to instructional designers to help them detect
cases of interest. The Fig. 2 represents the ID’s dashboard. On part A, a data
table is provided to visualize the list of teachers with their information (name,
first name, service and specialty). On section B, visualizations provide aggregated
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evaluation result over the entries of the table (depending of the filter chosen). Indi-
vidual evaluation dashboard can be displayed by clicking on the “Axis/score” but-
ton for a given teacher. At right of section B, a radar visualization shows the aver-
age of the two scores (curiosity and homogeneity) by axis. On the left, a bar chart
summarizes the average number of teachers with intensive/non-intensive use by
axis as well. The data in these 3 elements (table, radar, bar chart) depends on the
two filters at the top of the page. The first allows IDs to select teachers accord-
ing to their specialties or departments to which they are assigned, which makes
it easier for them to compare specialties and evaluate departments. The second
one filters teachers according to their metric values and by axis. For example, the
choice of the indicator “LMS trend usage” with the value “intensive use” and the
axis “Communication” allows to identify all the teachers of the university who
frequently use the communication tools of the institutional LMS.

Fig. 2. Instructional designers’ dashboard.

The different TA metrics we propose can thereby be used to detect teachers
in particular needs for a certain axis, in order to propose them consistent and
precise help. On the other hand, expert teachers in particular domains of compe-
tencies can also be identified, a wish IDs have as they are also looking for these
profiles to obtain precise feedback on their LMS in order to define its functional
evolution, and to better organize tutoring for newcomers.

6 Conclusion

On the basis of an explainable machine learning model, we followed here a user-
centered method to evaluate our model from the teachers’ point of view, and to
identify how best we could provide teachers and IDs with suitable Teaching Ana-
lytics based on this model to help them improve their LMS skills and support
teachers’ needs respectively. Given the results we obtained from questionnaire to
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teachers, we discovered that the behavioral model could be enriched by integrating
a dimension concerning student management, while the existing “reflection” axis
could be completed with a functionality we did not detect previously. Regarding
teachers’ expectations, we noticed a great interest on their part to have a sup-
port tool that provides recommendations from close colleagues and instructional
designers. The majority of them were also open to help each other and to improve
their practices on the LMS. With respect to these results together with the inter-
views of the IDs, we were able to select wise types of visualizations and recom-
mendations to provide to teachers.

With an operational version of iTeachApp, our short-term perspective is to
experiment it at a university scale in order to study its usability and appropria-
tion by teachers as well as IDs’ interest in it. In the medium term, we intend to
improve the behavioral model and our application by considering teachers’ and
IDs feedback after the experimentation. At long term, we obviously project to
study the impact this application could have on teachers’ practice.
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Abstract. It takes considerable time, experience, and direct assistance
from teachers to become a skilled writer. Handwriting fluency is one of
the predictors of writing quality among students. However, students do
not receive enough teacher supervision as a beginner to develop hand-
writing fluency in a proper manner. The “Calligraphy tutor” presented in
this paper, is an application developed to assist teachers to help students
learn proper handwriting fluency skills. Calligraphy tutor is designed to
support deliberate practice of handwriting, in which teachers play the
central role. To reduce workload of teachers, Calligraphy tutor auto-
mates repetitive actions such as providing mundane real-time feedback,
while also collecting performance data from students, allowing students
to practice without the presence of a teacher. The collected performance
data is used by teachers to further personalise students’ training.

Keywords: Psychomotor · Deliberate practice · Handwriting · Sensors

1 Introduction

Handwriting is an essential complex skill which encapsulates many other sub
skills such as attention, perception and fine motor skills [10]. Handwriting
impacts children’s literacy skills [17]. Functional MRI techniques show that writ-
ing activates parts of the brain in children required for reading success [11]. Poor
handwriting skills potentially impede the academic development of children well
into their adulthood [7]. Handwriting is further advantageous into the adulthood
as well. For example, in adolescents, taking notes with handwriting shows better
retention and retrieval of information [16]. Therefore, it is fundamental to acquire
proficiency in handwriting. However, [5] found that the students’ handwriting
performance is continuously degrading.

Prolonged repeated practice is required to internalise fine psychomotor skills
such as handwriting, especially for children with dysgraphia [9]. Internalisation
of any lower-level skills, such as in handwriting, is defined as the acquisition of
fluency and automaticity of that particular skill such that no additional cognitive
load is incurred during its execution. Internalisation of low-level handwriting
skills, such as gestures, lead to lower cognitive demands which increases overall
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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writing performance [15]. However, incorrectly internalised skills are difficult to
rectify and further affect mastery of complex skills [1]. Accordingly, Bonneton-
Botte et al. [2] found that teachers felt their presence was especially necessary in
the early phases of handwriting learning, namely in gesture recognition. Teachers
indicated, the lack of time and resources necessary [14] to supervise children in a
personalised manner during gesture recognition, as one of the primary causes of
incorrect internalisation of handwriting techniques. They consider it essential to
provide enough teacher support to children early on during their discovery phase
of learning handwriting. In this paper, we present “Calligraphy Tutor (CaT)”,
a handwriting teaching/learning sensor-based application which aids teachers
to train students while reducing time and resources required of teachers, such
that a single teacher can effectively instruct multiple students. CaT explores the
following research question

1. How can we use sensors to support teachers to teach handwriting?

2 Deliberate Practice

Deliberate practice (DP) is essential for attainment and maintenance of skills
such as handwriting [3]. DP is a teacher/ mentor (simply mentioned as teacher
here onward) driven practice with the explicit goal of improving performance
[6]. It aids students in internalising handwriting, improving their overall writing
performance [15]. DP depends on the teacher’s active involvement before, during,
and after practice. Ericsson [6] states that expert teachers are vital for supporting
the five key conditions for improving performance which lead to DP.

DP1 The teacher must define the task concretely with a clear goal and ensure
that the student understands it.

DP2 Task difficulty must be barely above the students expertise level.
DP3 The practice task must be designed and performed in accordance with

individualised instruction and guidance of a teacher.
DP4 The teacher should provide immediate informative and actionable feedback

on each performance of the practice task which allows students to make
appropriate adjustments to improve.

DP5 The students are able to “repeatedly perform the same or similar tasks”.

In DP, a teacher is involved from planning a practice task for an individual
student, creating it, and providing feedback during and after practice repeatedly.
The teacher is also responsible for deciding when the student should progress to
more complex tasks [6]. Evidently, teachers are central to the idea of DP. Hence,
the CaT intends to support the teacher in classes with many students where
it is not possible for him/her to provide sufficient time and resource to each
student, such that students may achieve DP. To do this, the CaT implements a
multitude of features which facilitate the five key conditions mentioned above.
The mapping of these features with conditions (DP 1-5) are presented in Fig. 1.
The teacher must create a practice task (Target trace) in the CaT environment
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(DP1), and provide meta data in the form of written instructions that indicate
the learning goals of the task and a list relevant of features in order of priority
(DP3). The teacher then needs to replicate the target trace multiple times which
generates the Expert Distribution Model (EDM, see Sect. 3.1). The student loads
the created task and receives instructions on how to perform the task (DP3).
While practising, live performance data from the student is used to compare
his/her performance with the EDM to provide real-time actionable feedback
(DP4). We define actionable feedback as simple immediate responses to incorrect
actions of the student, which helps the student correct them without demanding
high mental effort. To avoid information overload, this feedback is given on
the mistakes in dimensions most relevant to the task which is predefined by
the teacher (DP3). Feedback is provided via multiple modes (modalities) such
as visual (e.g. ink color, width) or audio (e.g. a beep) and should primarily
raise awareness about the student’s mistakes. The student practices the task
repeatedly (DP5). At the end of the session, the student submits the session,
after which, writing analytics are generated, with the help of EDM, for the
teacher to plan the next practice session.

Fig. 1. Handwriting practice loop with CaT

3 Calligraphy Tutor (CaT)

CaT is a Windows application built for any Microsoft WindowsTMPC or tablet
with a digitizer and a pen support using Windows INK API. CaT uses the
sensor data from the pen and the digitizer to allow a teacher to create EDMs
and practice tasks. Practice task data is recorded in a temporal format. Students
can load the practise task and the CaT provides feedback with the help of EDM.
Feedback is provided by visual and auditory means using the PC. The CaT
software is written in c# using the ASP.Net core 3.1 framework.

The CaT aims to internalise correct low-level psychomotor aspects of hand-
writing, in contrast to other language learning applications. Such skills are
trained in early phases of handwriting learning, such as gesture recognition,
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where the process is more important than the end product [4]. Therefore, the
CaT focuses not on retrieval of alphabets/characters but fluency and automatic-
ity of correct psychomotor skills in the context of handwriting. This is similar
to what Limbu et al. [13] pursued. The CaT takes their idea further by imple-
menting, comparatively, more advanced algorithms for generating feedback and
additional features such as writing analytics. Below we present some of the key
components in the CaT, in contrast to Limbu et al. [13]’s application .

3.1 Expert Distribution Model (EDM)

Limbu et al. [13] relied on a single instance of expert performance data, i.e.
their expert model relied only on one specific instance of a written trace/s as the
ground truth. We define trace as individual lines that from a character. However,
in handwriting, minor variations in certain properties/dimensions of the written
trace/s are often acceptable. EDM dynamically accounts for these variations
in the target trace/s based on the replication attempts by the teacher(s) (see
Fig. 2b). These variations can be scaled to increase the tolerance as needed.

Fig. 2. CaT feedback elements (Color figure online)

The EDM in CaT is used as ground truth for a single exercise, and repre-
sents the teachers’ performance. The EDM captures data as a list of sequential
datapoints each containing several dimensions considered as important feature
for handwriting as determined by Shin et al. [18] e.g. pressure, direction. For
each task the EDM is annotated with meta data such as the most important
features for feedback selection and specific task instructions. The EDM is used
to identify errors by comparing its distribution with the student’s performance.
Finding errors by comparing with the EDM allows identifying the precise loca-
tion and amplitude of the errors. This is in contrast to a standard machine
learning approach used in [8] which involves a large labelled dataset that need
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to contain all errors that are to be identified, the EDM requires only a small
amount of expert recordings, and can, therefore, be used in more niche contexts
where large datasets are not readily available. The teacher creates an exercise
by tracing the target trace/s, then recording several attempts at the exercise.
The teacher should only add ‘acceptable’ attempts to the EDM, and in this
way, the teacher can control where and which variation is allowed. The EDM
is stored as a series of EDMDataPoints, which contain the average and stan-
dard deviation for each feature. To determine if the student made an error, the
EDM compares each datapoint of the student’s trace/s with the corresponding
EDMDataPoint(s) using online dynamic time warping (O-DTW) for generating
real-time feedback and DTW for batched feedback (see Sects. 3.2 and 3.3).

3.2 O-DTW for Real Time Feedback

To detect the error and measure its amplitude, the student trace/s needs to be
compared, both temporally and spatially, with the corresponding part of the tar-
get trace/s which involves a form of alignment. Naive alignment methods such
as the minimum euclidean distance used by Limbu et al. [13] can fail to align
correctly when trace/s differ in scale, aspect ratio, rotation or when the student
trace/s contains large errors in the x,y coordinates but is still a serious attempt.
Automatically detecting errors in real-time is more intricate than marking the
parts of the student trace/s that do not overlap with the target trace/s. There-
fore, a more advanced alignment model Online Dynamic Time Warping is used
to match student trace/s datapoints with their corresponding ‘correct attempt’
target trace/s datapoints in real-time. Once a student datapoint is matched with
the target trace/s, the EDM’s corresponding EDMDataPoint values are used to
evaluate the student datapoint’s accuracy per feature. To provide immediate
timely actionable real-time feedback to the student (see Fig. 2a), the student-
to-EDM comparison must take place several times per second, therefore the
O-DTW algorithm needs to be configured to run efficiently, and uses several
techniques to speed up execution, such as resampling the time series at a lower
frequency, using bounds on the maximum match distance (known as warping
windows) [20], and pruning partial paths that will lead to unpromising warping
paths [19].

3.3 DTW for Batched Feedback

Batched feedback is presented and stored after an exercise is submitted, allow-
ing the teacher to have an insight into the writing process of a student instead
of only the final static output. In CaT, feedback is presented per feature, with
interactive graphs that helps to map data to the context by displaying the stu-
dent trace/s feature values in comparison to the EDM average and thresholds
along the trace/s (see Fig. 3). Batched feedback computations do not have to
run in real-time and can therefore perform alignment on sequences with higher
sample rates using the complete DTW algorithm, which makes the alignment
less sensitive to large handwriting mistakes (at the cost of execution time).
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Fig. 3. Writing analytics batched feedback on feature Y in CaT

4 Conclusion and Future Work

The CaT is a teacher oriented tool for DP of handwriting during the early stages
of learning. It complements the teacher by automating several aspects of hand-
writing teaching while still giving the teacher full jurisdiction over students’
learning. The future work can include machine learning components to auto-
mate additional aspects. Furthermore, the CaT, theoretically, implements DP
as originally defined by Ericsson[6]. However, other more concrete and practical
frameworks such as ID4AR framework [12] which have adopted DP could poten-
tially be an interesting future endeavour. Currently, we plan to test the current
implementation of CaT for its’ efficacy as a tool for teaching handwriting.
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Abstract. There is a deluge of Cultural Heritage Linked Open Data
containing detailed information (e.g., location, architectural styles, etc.).
Teachers could use this Open Data to generate meaningful learning tasks.
However, most teachers are not using this information. This may be
because they are not aware of these information sources or because they
have technological difficulties in accessing the information (as they need
to know Semantic Web related technologies). To overcome that limita-
tion, this demonstration paper presents Cultural Heritage Educational
Semantic Tool (CHEST), a distributed application aimed at supporting
teachers in authoring Cultural Heritage learning tasks based on existing
Cultural Heritage Linked Open Data. Teacher annotations are published
as Linked Open Data, thus facilitating the reuse of such data by other
teachers (using CHEST or other applications). This new application also
supports students in the completion of the learning tasks created and/or
reused by their teachers. CHEST can be used by both teachers and stu-
dents using a web-based desktop interface or Android/iOS mobile apps.

Keywords: Linked open data · Cultural Heritage · Learning tasks ·
Semantic annotation

1 Introduction

Organisations and agencies all over the world offer high quality information
related to Cultural Heritage (CH) as Open Data. Some information sources
such as DBpedia1 and Wikidata2 offer data at a global level, but others focus

1 https://www.dbpedia.org/.
2 https://www.wikidata.org/.
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on local CH such as Open Data of Castile and Leon3 or La Palma Open Data4.
Information from these Open Data sources offers an excellent opportunity to be
adapted, to a greater or lesser extent, and used to support learning situations
related to CH. This is the case of Casual Learn’s dataset which contains learning
tasks semi-automatically generated from three of the information sources showed
above [5]. Casual Learn educational tasks are geolocated in Castile and Leon
(Spain) and were published as Linked Open Data (LOD), a type of Linked
Data [1]. Data published as Linked Data must follow a set of rules so that
relationships can be established between datasets from different entities.

Educational applications aimed at exploiting datasets such as the above face
the challenge of providing educational tasks to students in ways they are familiar
with. For example, Casual Learn app [4] is a mobile application that supports
ubiquitous learning [2] about CH. Casual Learn app provides students with an
interactive map of geolocated learning tasks, obtained from the Casual Learn
dataset, thus hiding all the details related to Semantic Web technologies. Another
example of the use of LOD is the approach presented in [6], which generates
questions to be carried out in Virtual Learning Environments (such as Moodle).

Teachers could generate meaningful educational tasks with the information
from the Cultural Heritage related datasets that could complement the automat-
ically generated tasks that already exist in the previous applications. However,
most teachers are not using this information. This may be because they are
unfamiliar with this information or because they have problems working with
the formats in which it is found. In this demonstration paper we present Cultural
Heritage Educational Semantic Tool (CHEST) that allow teachers to annotate
points of interest (POI) where to add educational tasks for their students lever-
aging information stored as LOD where possible. According to the teacher’s
instructions, students will be able to use CHEST to carry out the educational
tasks near the POI location or from anywhere (e.g., in classroom). The informa-
tion annotated by teachers is stored as LOD. This makes it easy to be reused by
other teachers or other applications.

2 Sample Scenario

A History teacher is working with her students to help them understand the
main characteristics of the Romanesque style and decides to use CHEST for this
purpose. First, when she is planning the lesson, the teacher checks the infor-
mation already available in CHEST and notices that there are many POIs
with learning tasks created in Valladolid (Fig. 1a), the city where she teaches in
a high school, and in other nearby cities. For this reason, the teacher decides to
design an educational scenario in two phases. In the first one the teacher will use
CHEST to visualise with her students in class some of the most representative
POIs of Zamora, one of the nearby cities with a large number of buildings of the
style studied. In these POIs she will highlight some of the Romanesque features
3 https://datosabiertos.jcyl.es/web/es/datos-abiertos-castilla-leon.html.
4 https://www.opendatalapalma.es/.
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she considers most important. While this visualisation is taking place, students
will have to carry out with their laptops the educational tasks that the
teacher will indicate to them. To do this, the teacher will have added some
learning tasks (Fig. 1c) to CHEST and will reuse some tasks from other
teachers. The tasks that students will have to perform in this phase will be to
answer questions textually or choose between multiple options having to look for
information in the content offered by CHEST or other external sites indicated
by the teacher. This happens in the tasks that she wants to add with Fig. 1c, in
which the teacher asks them to answer true or false to a statement associated
with the Cathedral of Zamora.

In the second phase of the activity (that the teacher plans before class again),
she designs an itinerary of some of the Romanesque-style buildings in Valladolid
for her students. They will visit this POIs individually or in small groups. The
teacher wants her students to visit, at least, the Church of Saint Mary the
Ancient and Church of San Mart́ın where they will have to carry out in
person with their smartphones. The learning tasks that the students must
complete must be carry out quickly, so they can answer them by taking pho-
tographs or selecting a textual answer from among multiple options. To this end,
she reuses the POIs of this churches that already exist in the CHEST dataset
and adds a task to each of these POIs asking them to take photographs of the
Romanesque style elements of these buildings. The answers provided by students
in these two phases will reach the teacher so that she can assess them.

Tacking advantage of the fact that her students are going on their end-of-
studies trip to France, the teacher decides to add an optional phase (without
evaluating it, to respect students who do not go to this trip). The teacher searches
for POIs in France and notices that the POI of the Basilica of Saint-Sernin
(Toulouse) has not yet been created by other teachers. For this annotation,
she selects one of the suggestions provided by CHEST (Fig. 1b and 1d).
Once the POI has been added, she adds two educational tasks where she asks her
students to look for similarities and differences with the buildings they visited
virtually in Zamora. In this way, students will be able to connect the contents
seen in-class with the external world.

3 Linked Open Data and Semantic Annotation

CHEST initially uses the data generated available in Casual Learn triple store
in read mode so that teachers and students do not find themselves with an
application without any information. This information can be used since it was
published5 as LOD and is accessible through a SPARQL endpoint6. CHEST
follows a similar philosophy as the data generated by teachers will also be pub-
lished as LOD, making it easier for data generated by some teachers to be reused
by others. For this reason, the ontology used by CHEST is compatible with the
ontology used in Casual Learn [3] but has been extended to add new features.
5 https://github.com/gsic-emic/casual-learn-LOD.
6 https://casuallearn.gsic.uva.es/sparql.
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Fig. 1. CHEST Client GUI snapshots of mobile, (a), (b) and (c), and web, (d), appli-
cations. (a) Map-based interface with markers indicating the location of POIs (markers
with numbers indicate the number of POIs clustered). (b) first step to add a POI show-
ing the suggestions obtained from the LOD. (c) Form to add a task to a POI. (d) POI
data obtained through LOD that can be modified by the teacher before submission.
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Among the classes it will add are the categories by which information can be
classified, the learning space where each learning task can be performed (near
the POI location or from anywhere) and the itineraries (task and POI routes
defined by teachers so that students know what tasks they have to carry out and,
possibly, in what order) requested by teachers when evaluating the performance
of a first version of CHEST. Although CHEST and Casual Learn partially use
the same dataset, they are different and independent applications.

For the sample scenario, when the teacher views POIs in an area or the asso-
ciated educational tasks for a particular POI, CHEST retrieves this information
form the Casual Learn dataset and the dynamical CHEST dataset. This second
dataset is generated from the POIs and learning tasks added by teachers. The List-
ing 1.1 shows, in partial form, the information that a teacher annotates, through a
form (Fig. 1d), when adding the POI of the Basilica of Saint-Sernin. CHEST offers
teachers a series of suggestions (Fig. 1b), based on LOD from DBpedia informa-
tion via CRAFTS [7], to facilitate this annotation. LOD dataset sources are pre-
configured to CH and cannot be edited by teachers in this version. If a suggestion
is used, as in the case of the Listing 1.1, an attempt is made to retrieve the infor-
mation in multiple languages so that CHEST can be used by as many people as
possible. In 1.1(1) a unique identifier is defined for the resource to be added, in
addition to providing a label (1.1[3–5]), a short description (1.1[6–8]), the loca-
tion (1.1[9–10]) and the POI categories (1.1[11–12]).

Listing 1.1. Example of stored POI data based on DBpedia’s information

1 cd:Basilica_of_Saint -Sernin ,_(Toulouse)

2 a co:POI ;

3 rdfs:label "Basilica of Saint -Sernin , Toulouse"@en ,

4 "Bas ı́lica de San Sern ı́n"@es ,

5 "Basilique Saint -Sernin"@fr ;

6 rdfs:comment "The Basilica of Saint -Sernin [...]"@en ,

7 "La bas ı́lica de San Sern ı́n (en franc és, [...]"@es ,

8 "La basilique Saint -Sernin est le plus [...]"@fr ;

9 geo:lat 43.608398 ;

10 geo:long 1.442000 ;

11 co:hasCategory dbc:Romanesque_architecture_in_France ,

12 dbc:Roman_Catholic_churches_in_Toulouse .

Learning tasks added by teachers will also be stored as LOD (Fig. 1c). The
Listing 1.2 shows the data that is saved in the triple store when the teacher add
a learning task to the POI of Saint-Sernin. Unlike Listing 1.1, in this case the
data to be stored will only be available in the language in which the teacher adds
it. In 1.2(2) relationship between the LearningTask and the POI is found. Also,
in 1.2(6) the type of response the student is expected to provide to the question
is indicated and in 1.2(7) where the educational task can be carried out.

Listing 1.2. Example of annotation of stored task information

1 cd:abcdef09_87ghijkl -654

2 a co:LearningTask ;

3 co:hasContext cd:Basilica_of_Saint -Sernin ,_(Toulouse) ;
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4 rdfs:label "Similarities"@en ;

5 rdfs:comment "Can you photograph any features that this

cathedral has in common with buildings in Zamora?

Indicate building name."@en ;

6 co:answerType co:multiplePhotosAndText ;

7 co:inSpace co:PhysicalSpace ;

8 dct:creator cd:teacherVa .

4 CHEST Application

4.1 Architecture

CHEST has been designed following the classic client-server architectural model.
The server oversees converting the information annotated by the teachers into
LOD following the ontology previously indicated. For this purpose, the server
keeps control over which users have the role of students and which have the role
of teacher. This is important to determine which users are allowed to annotate.
This type of data is stored in a private database to which only the server has
access, clearly determining which CHEST data is public and which is not. For
example, tasks annotated by teachers are public (being accessible from the same
public endpoint as Casual Learn data), but students’ answers to these learning
tasks are private.

CHEST client provides an interface that is adapted to the device where it
is executed. This interface is based on interactive maps with which the user
visualises where the educational tasks are located (which will always be linked
to a POI). The information of the learning tasks, the POIs and, in the future,
the itineraries, is obtained from CHEST server (which will later consult the
public repository). Teachers can record the data through a series of forms in an
equivalent way to how students complete the proposed tasks.

4.2 Prototype

A preliminary version of CHEST7 was used by two secondary school teachers to
prepare an educational activity. The teachers encountered no technical problems
using this version. We interviewed them after they used the system and they pro-
posed some new requirements, such as itineraries (to control the path of their
students), which we are going to design and develop for new versions of CHEST.
Tasks and POIs were added as LOD to the public repository using SPARQL
UPDATE, since an open version of Virtuoso8 is used in this repository. CHEST
server that carries out these inserts (and queries using SPARQL) is being devel-
oped using the Node.js9 JavaScript runtime environment and multiple libraries

7 https://chest.gsic.uva.es.
8 https://github.com/openlink/virtuoso-opensource.
9 https://nodejs.org.

https://chest.gsic.uva.es
https://github.com/openlink/virtuoso-opensource
https://nodejs.org
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to facilitate its implementation (such as Express10 to develop the RESTful API
that queries the client). Private data is stored in a MongoDB database.

CHEST client (Fig. 1) is being deployed using Flutter11 so that a single devel-
opment can be used to create both a web application (like the one used by the
teachers) and mobile applications that can be installed on iOS and Android
mobiles. This decision has been taken so that users are provided with a solution
that is as standard as possible, so that they are comfortable using it. In addition,
the mobile applications make it easier to temporarily store POI information and
learning tasks on users’ devices in case students do not have a data plan that
allows them to connect to the Internet from anywhere. It also facilitates the
implementation of other functionalities such as being able to send notifications
to users based on their location. As with the previous client, different libraries
(or packages) are being used to facilitate its implementation. One of the most
relevant is flutter map12, which allows the map interface to be managed in a
similar way to Leafleft13.
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Abstract. Adaptive learning is increasingly gaining ground thanks to the rise of
digital tools which are becoming more accessible to teachers. Indeed, the possi-
bilities of adaptive learning are growing and can now vary according to the imple-
mented digital tools and (most importantly) the needs of teachers and the often-
heterogeneous profiles of students. This article presents the interactive platform
GamesHUB, designed to promote Universal Design Learning (UDL) in Swiss
French-speaking classrooms. GamesHUB is a full Web platform that allows the
customization of teaching pathways depending on didactic goals and the needs
of teachers and students. As part of the European “PEAPL” project, GamesHUB
aims to assist teachers in pathways customization through an automation of this
process, in partnership with the LIRIS computer science laboratory (France). This
automation will be relying on a suggestion system based on the calculation of
competency profiles from the learning tracks analytics. The article will describe
the current functioning of GamesHUB, namely the adaptable pathways. In a sec-
ond step, we introduce the principle of automation while mentioning the problem
of trust and the need for transparency when it comes to artificial intelligence.
Therefore, we present the learner and domain modeling underlying to the profile
of competences.

Keywords: Adaptive learning · Inclusive learning · Gamification authoring
tool · Learning pathways

1 Introduction

1.1 The Adaptive Issue in Technology Enhanced Learning

The issue of adaptive learning environments has been addressed fromdifferent angles and
in different educational contexts. It concerns face-to-face or distant learning, academic
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or vocational training, and has been implemented in environments as varied as Intelligent
Tutors, Serious Games, Adaptive Hypermedia, MOOCs and other online courses [1, 2].
It is aimed at “classical” or special needs learners, at a learnerworking alone or at learners
working in groups, and has multiple pedagogical objectives, including the promotion of
autonomy and self-regulation of learning.

In this paper, we address adaptive learning of the schooling language for learnerswith
or without learning disabilities (L2 speakers, dyslexic learners, students with language
impairment…) through personalized learning pathways.

Indeed, in order to facilitate the adaptation of technology-enhanced learning (TEL)
to the learner, many artificial intelligence techniques have been used [3]. These different
techniques make it possible to better identify the learner’s characteristics and needs to
improve the personalization provided. They can also help to enable learners to carry out
a reflective activity on their learning, when it comes to adaptable learning pathways with
personalized activities, trying to change the role of the learner from a passive receiver
of information to a collaborator in the educational process.

Personalization can be desired by several actors (the learners themselves, the edu-
cational teams), and the approaches proposed may vary, leaving the control of person-
alization sometimes to the learner, sometimes to the educational teams, sometimes to
artificial intelligence techniques [4, 5]. Personalization can include contextual recom-
mendation of resources, the use of adapted materials or taking into account the affective
and cognitive state of the learners [6].

1.2 Paper’s Structure

In the above-described context, we introduce the European Platform for Personalized
Language Learning (PEAPL). Project PEAPL is funded by the European Erasmus
fund within the online platform GamesHUB, maintained by the University for Teacher
Education of Fribourg (HEP) in partnership with the Fribourg Vocational School (EMF).

Therefore, in this paper, we firstly present the GamesHUB platform and its features.
Secondly, we describe how the PEAPL project outcomes take place on GamesHUB
platform.

2 GamesHUB Platform with Adaptive Learning

2.1 Purpose

GamesHUB1 is designed for students aged 6–12 inFrench-speakingSwiss schools, using
game-based learning and customized learning pathways. Its purpose is to allow every
student, including those with learning disabilites, to develop skills if they can interact
with the computer. The platform provides learning games related to various learning
areas within the framework of the Plan d’Études Romand2 (PER) which is the official
competency framework in the context of GamesHUB implementation. It also supports
the teacher in the continuous improvement of teaching and learning by recording tracks

1 https://hep3.emf-infopro.ch/
2 https://www.plandetudes.ch.

https://hep3.emf-infopro.ch/
https://www.plandetudes.ch
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of students’ activities in compliance with the European GDPR (General Data Protection
Rules). The data of each learning game played is recorded and can then be visualized
and analyzed by the teacher to identify difficulties of students.

2.2 Features

Customized Pathways. Currently, the GamesHUB platform provides access to learn-
ing games on various themes, mainly learning French as the schooling language. This
access is possible in a “self-play” mode and in the “custom pathway” mode. Indeed,
the “self-play” mode provides game sessions for exploration, training, evaluation, and
content creation, each time for a single learning game. However, the “custom pathway”
mode allows to have specific sequences of different game levels and to track the overall
progression of a student through these pathways.

As mentioned in our related work [7], the concept is to create a learning pathway
targeting some specific skills and pieces of knowledge (from the PER, for example).
Then, it requires to access all the learning games corresponding to these target pieces
of knowledge and skills with different levels of difficulty. The principle also consists
in creating mandatory steps in the scenario and optional steps (that we call remediation
steps) from these different levels of difficulty (see Fig. 1). The remediation steps will
only be triggered when the student has failed certain mandatory steps.

Fig. 1. A pathway being created, combining mandatory and remediation steps
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Once the pathway has been created, it can be assigned to one or more students or
directly to one or more classes as shown in Fig. 2.

Fig. 2. Assigning a learning pathway to a group of students on GamesHUB

2.3 Automating the Generation of Personalized Pathways

The operations described above certainly allow a better adaptation of each student’s path
according to his/her needs and to the teacher’s estimation. However, this process can be
tedious if the teacher must target each task or each pathway to every pupil in the class.

Indeed, when the hand is given to teachers to implement adaptive learning, two
approaches are possible: (1) to let teachers describe the sequenceof activities and learning
sequences provided to learners, by providing themwith authoring tools, or (2) to acquire
their knowledge as experts and teachers to help them via more automated processes. For
example, the PERSUA2model [8] allows a pedagogical team to express a personalization
strategy describing which activity could be proposed to the learner according to the
content of his profile. This strategy, expressed in the form of rules, can then be exploited
by a process that adapts to each learner.

The aim of the PEAPL project is to use artificial intelligence to assist teachers in this
tedious process by generating personalized pathways for students based on an automated
calculation of their competency profile. However, we believe that, in these approaches
including automatic processes that take decisions in place of human actors, the latter
do not have sufficient knowledge of AI techniques to understand and trust the recom-
mendations coming from these systems. Therefore, the acceptability and appropriation
of these systems necessarily require more transparent processes, in which the user can
understand the knowledge and reasoning implemented by the system, with the aim of
obtaining an explanation of the decisions suggested [9]. We explain in the following
section the learner modeling principle used to calculate the competency profile.
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2.4 Modeling the Domain to Model the Learner

When the aim of personalization is to propose resources or activities on concepts adapted
to the learner’s pieces of knowledge/skills and the teacher’s pedagogical objectives, the
competency-based approachmakes it possible tomodel the subject area [10, 11].Model-
ing the learner then consists in determining the pieces of knowledge and skills acquired
by the learner, based on the analysis of the marks and data of his/her activity. The person-
alization strategy implemented by the system can then be based on a double modeling of
the domain and the learner. Modeling a domain according to the competency-based app-
roach consists in defining a set of competencies for this domain, this set of competencies
being proposed by researchers in didactics or by teaching teams. In these competency
frameworks, a competency is defined by a set of pieces of knowledge and skills that can
be linked altogether by different kinds of relationships (for example, requires/is required
by), leading to an ontology modeling.

For example, a first competency framework used in GamesHUB is the Plan d’Études
Romand (PER) as already stated (Sect. 2.2). It allows to choose the general objective
of the pathway through the general competences expected in the national program for
French-speaking Switzerland. The second competency framework is the PEAPL compe-
tency framework which models skills and pieces of knowledge involved in the reading-
comprehension in primary school. It has been developed using the COMPER project
meta-model of framework3. It is used to guide the teacher in his or her choice of pro-
gression and articulation of specific objectives within the pathway. The pedagogical
resources (games and levels of games) are associated with skills and/or pieces of knowl-
edge (specific objectives) constituting the target competence (general objective). The
PEAPL competency framework4 has been published5, as well as an excerpt from the
praxeological organization that underpins this framework6.

Technically speaking, this step relies on sendingdata fromGamesHUB to the external
Learning Record System of the LIRIS (Lyon Computer Science Laboratory). The data
sent is in xApi format. It mainly contains information about the actor, the activity, the
submitted answers, and a score between 0 and 1. The latter defines a percentage of
success which will also be used for the calculation of the competence profile.

3 Future Work

As mentioned in Sect. 2.3, teachers must understand AI techniques used by their TEL
environments so that they can trust the recommendations coming from these systems.
Therefore, our future work will be focused on two main research questions:

(1) How do teachers understand, adapt, and perceive the adaptable pathways based on
their knowledge of their students’ needs and their use of the platform?

3 https://comper.fr/en/productions/wp1.
4 https://traffic.irit.fr/comper/repository/viewframework_public?name=92.
5 https://zenodo.org/record/4462850#.YmEik9PP2Uk.
6 https://zenodo.org/record/4001381#.YmEi7NPP2Uk.

https://comper.fr/en/productions/wp1
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(2) How can we implement system-generated explanations that allow teachers to take
ownership of the adaptive system and its settings?

Thus, our future work consists in starting a series of experiments with teachers to
have elements of answers to the two questions above. In addition, this would be our
opportunity to understand how teachers perceive the adaptive features.

For all these assessments, we will use semi-structured interviews, participant obser-
vations and the tracks collected on GamesHUB, during gameplay within the learning
pathways sessions and during the processes of pathways adaptation.

4 Conclusion

In this paper, we presented the GamesHUB platform designed with adapting learning
paradigm, toward a universal design for learning thanks to TEL, and intended to learners
with or without learning disabilities. We introduced the manual personalized learning
pathways allowing the setup of a personalization adapted to the teachers’ different objec-
tives and the students heterogenous profiles. Then, we presented the automation concept
of personalized pathways, within the PEAPL project. Our future work consists in experi-
menting theGamesHUBplatformwith all these features to gather feedback from teachers
and students on both manual and automated personalized learning pathways.
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Abstract. Learning Analytics (LA) aims to understand and optimize the learning
process in the environments in which they occur. It also offers opportunities for
teachers to understand students’ behavior and promote the use of effective strate-
gies that allow them to achieve their goals. Most of current solutions proposed
in the literature for supporting students’ SRL are based on dashboards. However,
if students do not interact with them, it becomes difficult to understand whether
they have an impact in their self-regulated behavior. This demonstration, presents
Miranda: A Chatbot that acts as a conversational agent to recommend and make
suggestions on SRL strategies based on students’ the behavior. The first version
of Miranda has been developed for Moodle, but it could be adapted to any other
Learning Management System.

Keywords: Learning Analytics · Recommender system · Chatbot ·
Self-regulated learning · Conversational agent

1 Pedagogical Background

Self-regulated learning (SRL) is defined as the ability that students have to initiate
metacognitive, cognitive, motivational and behavioral processes in order to take actions
to achieve their learning goals and persevere until they succeed [1]. SRL is a crucial skill
to adapt to the constant changes inherent to the twenty-first century. This has become
specially in the past’s years with the COVID-19 pandemic, where teaching-learning
modalities have passed from face-to-face to online or hybrid, mediated by technology.
This change in modalities has forced both students and teachers to rethink the way
they address their teaching and learning experiences and, for students, their ability to
self-regulate has become more important than ever.

Different studies have shown the positive relationship that exists between the use
of SRL strategies and academic achievement (i.e., Goal Setting; Strategic Planning;
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Time Management; Self-evaluation; and Monitoring) [2, 3]. However, this prior work
also shows that students face difficulties when planning, executing and monitoring their
learning process [4], especially in hybrid and online settings. From the teachers’ per-
spective, monitoring and tracking students in these types of settings is complex and
time-consuming, especially in large scale courses. In these contexts, LA solutions could
provide them with mechanisms to follow-up and monitor students to better understand
how they progress and make timely interventions to help them deploy the adequate SRL
strategies.

So far most of the LA solutions proposed for supporting SRL in online and hybrid
learning settings are based on the use of dashboards [5, 6].However, one of the limitations
of these proposals is that students should actively access these dashboards to see how
they progress, which is not always the case. New solutions, fostering students’ more
proactive behavior regarding their strategies are required.

To address this challenge, we propose a conversational agent designed taking into
consideration SRL theories for recommending students actions to support them along
the course. In this paper we present a chatbot implemented as a plugin for Moodle
designed to support students’ SRL strategies. Through this chatbot, students can get
information about their progress in the course and receive personalized notifications and
recommendations to improve their learning processes by supporting SRL strategies.

2 Technological Background

Chatbots, also known as conversional agents, are technologies that have a great inter-
est due to advances in Artificial Intelligence and Machine Learning. They are com-
puter applications that simulate conversations with a person for providing, for example,
answers to questions automatically [7, 8]. So far, the chatbots proposed use third-party
Application Programming Interface (API) such as Facebook, DialogFlow, IBMWatson,
or Alexa Lex in order to control and generate the conversational flow of chatbots through
technologies such as Natural Language Processing (NLP) [9].

Some researchers have already proposed solutions based on chatbots, however, as
far as we know, none of them have focus on supporting SRL strategies, or any other type
of message that can improve the students’ learning process [10]. In the case of the LMS
Moodle, Souali [8] proposed a chatbot developed in PHP language integrated to the
platform. However, we didn’t find no more information about the integration of this tool
withMoodle interface.Moreover, as far as we know, there are not prior studies proposing
conversational agents specifically to support SRL strategies. This work will contribute
to expand current studies on the use of chatbots in education with two purposes: (1) to
explore the use of this technologies in online and hybrid contexts; and (2), to show how
these technologies could be used to support SRL.

Specifically, we propose the chatbot named Miranda, in honor of Juana Miranda
(1842–1914)whowas thefirst university professor inEcuador. “Miranda”was developed
as a plugin for Moodle. The visualizations proposed as well as the analytics in which
their recommendations are based, use as a reference the work in [5], which propose
a plugin for Moodle based on dashboards for supporting the SRL processes of Goal
Setting, Strategic Planning, Time management, and Self-evaluation.



Miranda: A Chatbot for Supporting Self-regulated Learning 457

3 Description of the Prototype

3.1 Chatbot Architecture

The plugin architecture has a Backend and a Frontend (Fig. 1). Both modules commu-
nicate synchronously and bidirectionally, which offers a greater flexibility for interacting
with the chatbot. The Backend is responsible for collecting and analyzing the data to
provide general information or recommendations. The data sources used in the plugin
are the Moodle database. The Frontend is intended to be the point of user interaction
with the entire system. TheMiranda iconwill be displayed on each page of the courses in
which the student is enrolled andwill allow you to receive and request recommendations,
rate resources and display information.

Fig. 1. Miranda plugin architecture

The plugin is divided into 3 sub-modules (see Fig. 1): (1) recommendation sub-
module that is responsible for providing recommendations of session time and student
behavior within the course; (2) collaborative filter submodule that is responsible for
giving recommendations of the resources scored by other students of the course; and (3)
general information submodule that provides general dashboards for student and course
information.

The chatbot integrates a rules-based approach, as this is the one that best adapts to the
development environment inMoodle, as well as the one that allows us to deploy a chatbot
without the need to have specialized libraries in AI andML, which are not easily adapted
to the language with whichMoodle was built (PHP). As for the recommendation system,
the chatbot implements a hybrid recommendation system based on the parallel design
that mainly uses two algorithms: a proprietary cluster-based comparison algorithm to
recommend actions within the platform and slope One [11] to predict resource ratings.

Obtaining the recommendations for students is the result of a process based on the
clustering and comparison of groups of students, as shown in Fig. 2. Thus, the first type
of recommendations are suggestions of actions within the platform. These recommen-
dations are the result of a process that consist of: (1) identify groups of students, using a
set of indicators related to the student’s interactions with the platform (i.e., the number
of active days, total time on the platform in minutes, the number of sessions, the average
time of sessions inminutes, the total number of interactions on the platform) and an aver-
age of Moodle LA indicators (i.e., cognitive depth with 5 levels, social breadth with 2
levels). Cognitive Depth is defined as “the extent to which participants in any particular
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configuration of a research community are able to construct meaning through sustained
communication” [12]. While Social Breadth is defined as “the ability of participants to
identify with the group or course of study” [13], among others. (2) Once the students
have been grouped, we proceed to categorize them into students who need help and those
who do not need help, for this purpose we compare the means of the input characteristics
of the K-means algorithm.

Fig. 2. Clusterization process to recommend to students

If a student classified in the group of those who need help, a comparison of the
interactions of this student versus the group of students who do not need help is made.
By analyzing the level of cognitive depth and social breadth of an activity, it is possible
to generate recommendations, based on the level a student is at and should be according
to their similar peers, thus generating recommendations such as: “There are Forums that
your classmates usually check, you should check them”.

Another types of recommendations can be provided and are related to: (1) resources
(employing collaborative filters, which use user ratings on certain items and predict
ratings on the remaining items and recommend those with the highest predicted rating);
(2) study sessions (the chatbot will analyze the student’s participation within the course
and defined by the teacher and will recommend both, the time that should be invested
and the resources that have not been seen in the current week).

3.2 Message Chatbot Architecture

The plugin has a client server architecture, this leads to each click in the chatbot options
sending a request to the server, it returns a message in JSON format with the response
to the request adding the reference to a new request, as indicated in Fig. 3. The mes-
sage architecture has 4 properties: (1) Text: the response message of each request; (2)
MessageType: type of answer. The MessageTye can be (a) Question: Answer to type
question, which requires an extra answer interaction; (b) Text: Plain text response, shows
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the result; (3) NextMessage: Validation if a response contains more than 2 messages;
and (4) Option: Response options if the message is of type Question.

Fig. 3. Architecture to answer the messages sent by the chatbot

The architecture of the options has the following properties: (1) Text: Text of the
response to the request; (2) Url: Used in case of redirection to various resources; (3)
Type: Type of answer option, this can be (a) Menu: Returns to the menu when pressed;
(b) Gretting: Returns to interaction initiation options when pressed; (c) Rating: Returns
the options to rank a resource; (d) Resource: Returns options for obtaining recom-
mended resources; (e) Week: Returns options to check weekly recommendations; (f)
Student/ StudentSession:Returns display information options; (g)Alert: Returns random
recommendation options; and (h) End: Ends interaction with the chatbot.

3.3 Miranda’s Characteristics

When interacting with students, Miranda shows a welcome message (Fig. 4a). This
message is shown every time the student enters a course, when clicking on it, all the
available options of the chatbot will be displayed (Fig. 4b).

Table 1. Mirandas’ options menu

Main options Sub options Description

Courses and events View courses Option that allows you to see the
different courses where the student
is enrolled

Upcoming events Option that allows the student to
verify event, tasks close to being
solved

(continued)
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Table 1. (continued)

Main options Sub options Description

New resources Option that allows the student to
verify new resources added to the
system that the student has not yet
seen

Tasks and recommendations See recommendations Options that allow the student to
verify the recommendations
provided by the system

Most viewed resources Option that allows to verify which
were the resources most viewed by
the other student

Weekly recommendations Option that allows the student to
check how much time the teacher
expects the student to devote time to
a course

Recommended Resources Option that allows students to
receive resource recommendations,
using collaborative filters

Show dashboards General indicators Show visualizations presented in the
NMP plugin to check general
student indicators

Study sessions Show visualizations presented in the
NMP plugin to check study sessions
progress

Then when selecting “Task and Recommendations” the chatbot shows a recommen-
dation (Fig. 4b). Table 1 shows the message options that can be sent to the student and
is presented by the chatbot.
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Fig. 4. (a) Welcome message / (b) Recommendation presented by Miranda

4 Conclusions and Future Work

This work in progress presents the design and implementation of a Miranda, a chatbot
implemented forMoodle to support students’ self-regulated learning in hybrid and online
courses.Miranda recommendations are based on prescriptive learning analytics using the
students’ logfile data collected and processed by the LMS Moodle. Miranda offers time
and session recommendations, the most visited resources of the course, make time sug-
gestions, what missing tasks and resources to check, and provide additional information
in form of visualizations.

The main contribution of this work lies not only in the creation of the chatbot, but
also in the development of the recommender system behind that. However, the current
version of the tool entails several limitations that should be explored in futurework. First,
some of the recommendations use data from different students for comparison. However,
during the first weeks of the course not enough data is available to group students and
compare their behavior. Second, in the weekly recommendations, it is necessary for
the teacher to allocate a dedication time for each module and week. In case this is not
done, recommendations related with time-management SRL processes are limited. And
third, resource recommendations are also limited by student ratings, which means that
if students do not value resources no recommendations will be provided. Explained the
above, finally, as future work it is expected to improve the recommendation system, and
we plan to validate the chatbot testing it in an actual learning environment for analyzing
students’ and teachers’ perceptions about these types of tools, as well as their potential
effects on their behavior.
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Abstract. In e-learning, collaborative online whiteboards have become
a popular choice for implementing collaborative learning. However, exist-
ing solutions fail to deliver data in a way that allows for the application of
learning analytics in this field. While the market offers several solutions,
most of them cannot be integrated with existing learning management
systems and do not provide data that can be used for learning analytics.
To overcome this, we implement a digital collaborative whiteboard based
on the open source Excalidraw and a custom back-end. The whiteboard
can be self-hosted, it collects rich log data appropriate for learning ana-
lytics purposes and it integrates with learning management systems –
such as Moodle – using the LTI 1.3 Advantage standard.

Keywords: Online whiteboard · Collaborative learning · Learning
analytics · Learning tools interoperability

1 Introduction

In schools and universities, blackboards – and later whiteboards – have been used
as tools for thinking and teaching for hundreds of years [1] . They are admired for
their simplicity and the relative freedom that their users have in laying out what
they want to teach and think about [11,18]. But this paper is not meant to be
solely an ode to the blackboard. In this digital era, we increasingly shift towards
remote and blended learning. Therefore, teaching now relies on a variety of online
tools. These tools are ideally as simple and effective as the classic blackboard
while they can incorporate the advantages of digitality into educational work.

One such advantage is their potential ability to enable learning analytics
(LA). Through collecting rich data about learning processes and deriving indi-
cators from that, students and educators can be provided with meaningful insight
into their learning and teaching [5].
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Utilizing the open source component Excalidraw [4], we implemented a col-
laborative online whiteboard to implement collaborative learning tasks. To fur-
ther support the use of our solution in teaching, it can be integrated with estab-
lished learning management systems (LMS) via the LTI 1.3 Advantage standard
[7]. Furthermore, we discuss how our whiteboard implementation enables data
collection in an ethical and privacy-sensitive manner to support research efforts
in the field of LA in line with the Trusted LA Approach [2].

2 Collaborative Online Whiteboards

Collaborative online whiteboards have already been used to enhance and also—
especially during the COVID-19 period—to enable learning through implement-
ing a collaborative drawing environment [12,14]. This section will shed light on
the possibilities and constraints on their usage and their enhancement through
learning analytics.

2.1 Possibilities

Carefully designed collaborative learning assignments allow students to collec-
tively grasp a topic by building a collective working memory [9]. Online white-
boards are one method to provide an environment in which students can learn
collaboratively. As they offer a high degree of freedom of expression, they also
allow for numerous possibilities on how to use them in education. They could,
for example, be used as a digitally enhanced derivative of classic collaborative
learning tasks like the making of posters. Online drawing assignments for single
students are possible as well.

Because online whiteboards are digital, they can collect data, which
researchers can use to conduct LA. It is important to note that different types of
collaborative assignments require different LA indicators [13]. Developing an
application for new collaborative tasks thus poses research opportunities to
implement known indicators using the application’s data and to provide new
learning indicators that may be tailored specifically to be used on online white-
boards.

2.2 Constraints

Collaborative whiteboards are a very visual class of tools. They are therefore
hardly accessible to people with severe visual impairments, even when they use
assistive technology [10]. As for now, if there are visually impaired students
included in the classroom, educators should reach for a different set of tools
in most cases. These tools should be more text-based and linear so that those
students can have a first-class learning experience instead of only being “enabled”
as an afterthought [15].

There is usually some loose visual structure to the content created using
digital whiteboards when used for learning purposes. Still, digital whiteboards
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lack structured data about this content, while the information they contain has
more structure than is easily derivable from the data. Complex methods like
machine learning would have to be employed to retrieve that data. Thus, using
such software in education imposes a higher need for qualitative assessment of
the students’ work and constrains possibilities for quantitative evaluations.

3 Related Work

There are a plethora of collaborative online tools which allow for some form of
more or less structured drawing and ordering of items. Especially in the com-
mercial field, many solutions exist which are directed at a more general audience
and thus only have minimal support for the needs of LA, if any.

Prototypical solutions in the field, such as Miro – a popular solution with a
broad feature set that has already been used in educational scenarios [12] – lack
support for data extraction which is crucial for LA. The same goes for Flinga,
another popular solution within education, which has LTI support and where
the vendor provides guides for its deployment in pedagogical contexts. We also
considered other solutions as well. During our search for solutions, it became
clear that there was yet no open source solution to support the kind of data
collection that is needed to implement LA. Hosted commercial solutions as well
as the available commercial on-premise solutions we found also do not enable the
degree of hands-on customization that is needed for our LA research. We thus
opted to implement a new solution and used Excalidraw as its base component.

Excalidraw is an open source online whiteboard solution which runs in the
browser. It has a simple set of operations and tools that allow filling the board
with content: within this set are basic shapes like rectangles and ellipses, lines,
arrows, a text tool, and a free-hand drawing tool, as well as the ability to add
images to the scene. Excalidraw also has a library feature that allows reusing
collections of elements as components on different boards than the ones they
stem from. These components can also be shared with others, whether as a file
or via the public Excalidraw library.

The Excalidraw front-end is available in the form of a React component
to supply its functionality to any website. This component supports adding a
custom collaboration layer by exposing collaborator-aware APIs to update the
scene and to register event handlers for scene updates.

We deem Excalidraw’s feature set, usability, aesthetics, and – very impor-
tantly – its integration possibilities very fitting for teaching purposes. We thus
chose to use Excalidraw as the basis for our application to implement an LTI-
compatible, LA-ready collaborative online whiteboard.

4 Hyperchalk

Hyperchalk is constructed to support studying collaborative learning through
LA. This is made possible by combining multiple techniques to provide a real-
time collaborative experience as well as features and data collection for qualita-

https://miro.com
https://flinga.fi
https://excalidraw.com/
https://reactjs.org/
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tive and quantitative research about the learning process of Hyperchalk’s users
(Fig. 1).

Fig. 1. Screenshot of hyperchalk’s excalidraw client

4.1 Assignment Types And Modes

Hyperchalk provides several assignment types. When creating an assignment
via an LMS over LTI, a teacher can choose between three assignment types:
In “Single Person Assignments”, each student is given their own whiteboard.
In “Group Assignments”, the teacher can create an arbitrary number of white-
boards for groups of students to work on. Finally, for “Classroom Assignments”,
exactly one whiteboard is created per assignment.

The default mode in which each board will open is the collaboration mode. In
this mode, everyone connected to the whiteboard will be able to make changes
to it. People connected to the whiteboard will be able to collaborate in real-time.
The second mode is the replay mode. Whiteboards opened in replay mode are
read-only. Everyone connected to the whiteboard in replay mode will be able to
replay all changes made to the whiteboard from its creation to the moment the
user presses the play/replay button. The replay can also be paused and resumed
later in time.

Use cases for the replay mode are to be expected for both teachers and
researchers. Not only does it allow teachers to qualitatively comprehend how
students developed their solution to the given assignment. It also allows LA
researchers to devise theories about student behavior, leading to the development
of better indicators.

4.2 Data Collection And Privacy

The learning progress of a person is by any means personal data. LA is thus a
field where secrecy and trusted environments have to play a large role [2]. This
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also aligns with the findings of Scheffel et al. [16], who found that privacy is one
of the highest-rated issues among students using applications that provide LA.
Hyperchalk was developed with this in mind, adhering to the Codex for Trusted
Learning Analytics for Universities in Hesse [6].

Hyperchalk is a self-hosted application. This gives the institution using the
application complete control over the application’s stored data. That being said,
LA, of course, requires the collection of data to analyze. Hyperchalk tracks col-
laborators’ cursor movements, every change to the elements on the board, as well
as information on connections and disconnections. All those data points carry
timestamps. It also has a user database, where a user record is automatically
created from the information supplied by the LMS when a user logs in via an
LTI Deep Link [8]. This record contains a username, the user’s real name, the
user ID and the LMS instance that the user came from.

However, Hyperchalk does not link its users to the stored actions directly.
Instead, it creates a hash from the room ID and the user ID and uses that as
the user pseudonym. This pseudonym is then stored in an association table that
administrators can delete to restore anonymity. This table is needed to assign
users to their pre- and post-tests during learning indicator evaluation (Fig. 2).

Fig. 2. Structure of the application implementation

5 Conclusion and Outlook

Online whiteboards allow their users to express their thoughts with a high degree
of freedom in their structuring and visualization. We see massive potential for
utilizing such tools in general and Hyperchalk specifically for allowing learning
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analytics studies on computer supported collaborative learning. With its various
modes and by embracing privacy within learning analytics, we aim to make
Hyperchalk a provider of responsibly collected data for researchers in the field,
and a tool that both teachers and learners find helpful and enjoyable to support
their education.

We plan to deploy Hyperchalk in the future for several scenarios, includ-
ing, e.g., in chemistry lessons, where students will collaboratively draw struc-
tural formulas. As a start, we may search for indicators to assess the quality of
the collaboration between students. Such indicators have proven useful in other
assignment types before [17] which is why we deem them to be promising as
a start. In addition to the assessment of collaboration quality, the indicators
we search for shall also help us to assess the sufficiency of the application for
assignments, as well as the adequacy of the assignments themselves. In the long
term, to evaluate the learning progress of students, we plan to conduct studies
combining the data which Hyperchalk delivers with pre- and post-tests.

Moreover, by utilizing the replay mode, we could conduct case studies on
student behavior to build further theoretical understanding [3] of how learners
approach tasks using Hyperchalk, and what makes them successful at solving
those. Enhanced by such methods as thinking-alouds, this theory could then
help us to generate LA indicator candidates that are to be tested in larger
experiments.
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Abstract. Large-scale learning scenarios as well as the ongoing pan-
demic situation underline the importance of educational technology in
order to support scalability and spatial as well as temporal flexibility in
all kinds of learning and teaching settings. Educational conversational
agents build on a long research tradition in intelligent tutoring systems
and other adaptive learning technologies but build for interaction on the
more recent interaction paradigm of conversational interaction. In this
paper, we describe a tutorial conversational agent, called GDPRAgent,
which teaches a lesson on the European General Data Protection Regula-
tion (GDPR). This regulation governs how personal data must be treated
in Europe. Instructionally, the agent’s dialogue structure follows a basic
GDPR curriculum and uses Bloom’s revised taxonomy of learning objec-
tives in order to teach GDPR topics. This overall design of the dialogue
structure allows inserting more specific adaptive tutorial strategies. From
a learner perspective, the learners experience a completely one-on-one
tutorial session in which they receive relevant content (is “being taught”)
as well as experiences active learning parts such as doing quizzes or sum-
marising content. Our prototype, therefore, illustrates a move away from
the dichotomy between content and the activity of teaching/learning in
educational technology.

Keywords: Educational conversational agent · Intelligent tutoring ·
General data protection regulation · Learning by argumentation ·
Bloom’s taxonomy

1 Pedagogical and Technological Background

Lifelong learning is necessary for an individual, organisational and societal suc-
cess and well-being. At the same time, increasing numbers of students in educa-
tion or employees in workplaces in parallel to always seemingly too few resources
make it challenging to provide a good level of individualised and interactive
teaching. This, however, is desirable in order for teaching and learning to be of
satisfactory quality [6,13]. Educational technology has long been investigated as
a means to address this insight.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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In this paper, we are particularly interested in the promise of conversational
agents that act as tutors. Conversational agents constitute a human-computer
interaction paradigm in which people can interact - so the ideal - in a relatively
natural (for humans) way in natural language with technology. Ideally, with
conversational agents, a learner can discuss concepts in a learning domain, move
from talking about basics toward core complex definitions, do a self-assessment
by answering questions, and receive feedback. This is what good educators do,
given sufficient resources to interact bilaterally or with small groups of learners.

Much research in artificial intelligence for education has gone into developing
computational systems that are able to, at least partially, fulfil some of these
functions that (good) human tutors take on. Such systems are typically called
intelligent tutoring systems [9,14]. More recently, researchers have investigated
tutorial conversational agents, e.g., for question answering [7], helping students to
efficiently use a large body of content [3], helping learners in assessing their own
abilities [8], and providing administrative services such as answering students’
questions on behalf of the academic faculty [10]. Many conversational agents
that focus on teaching a topic are of course domain-specific, and by now research
efforts span a plethora of subjects such as mathematics [2], medicine [11], com-
puter science [16], physics and chemistry [17]. Typical research questions in these
works are about the agents’ architecture, how to model learners, different com-
munication methods such as text or voice, or the impact of the appearance of
agents on learners. Complementing such works, our research emphasis is on how
to systematically design tutorial dialogues - which we propose to do by following
Bloom’s revised taxonomy of learning objectives [5] - and how to insert different
teaching strategies into this overall structure.

This demo paper presents a conversational agent, named GDPRAgent, that
carries out a complete tutorial conversation. The agent covers the complete con-
tent of a lesson step by step, asks questions after each step and gives feedback on
learners’ answers, and summarises content at the end of the lesson. GDPRAgent
thereby simulates a whole learning session in a one-to-one situation between a
teacher and a learner. The learning session is about the General Data Protection
Regulation (GDPR), which is the European regulation that governs how personal
data must be treated. The GDPR brings some new definitions and structures for
data handling and management, as a result, individuals and organisations need
to be adapted to the GDPR concepts. Therefore, it is a typical topic of MOOCs
as it is relevant, at an introductory level, to a broad range of professions.

2 Description of the Prototype

GDPRAgent conveys the basic knowledge about the GDPR. The conversation
contains four parts, which, topic-wise, we created to represent a typical intro-
ductory GDPR curriculum. First, it starts with a greeting and shows the agenda
(Fig. 1). Second, the agent talks about what is the GDPR and where and when it
should be applied. Third, the definition of personal data and sensitive data, and
their differences are covered. Finally, the seven data protection principles of the
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Fig. 1. The responsive web page in which the greeting section of the conversation and
the agenda are shown.

Table 1. The flow of the conversation. It includes four subsections: greeting, the GDPR
and its scope, personal and sensitive data, and seven data protection principles.

ID Subsection

1.1 Greeting and agenda
2.1 What is the GDPR?
2.2 Where and when should it be applied?
3.1 What is personal data?
3.2 What is sensitive data?
3.3 What are the differences?
3.4 Asking relevant questions
3.5 Summarising information
4.1 Seven data protection principles
4.2 Asking relevant questions
4.3 Summarising information

GDPR are presented. Table 1 shows the order of the content in the whole dia-
logue. The GDPR content has been synthesised based on several online resources
including the authoritative GDPR information1. Especially, we have benefited
from FutureLearn2, based on the open content license for non-commercial pur-
poses, for the question parts of the dialogue, Parts 3.4 and 4.2.

Different teaching strategies are embedded into the conversation. In this pro-
totype agent, we followed the revised Bloom’s revised taxonomy of learning
objectives [5]. For instance, in the third part of the conversation which is about
personal and sensitive data (See Table 1), the agent first covers the “remem-

1 https://eur-lex.europa.eu/homepage.html.
2 https://www.futurelearn.com/courses/general-data-protection-regulation.

https://eur-lex.europa.eu/homepage.html
https://www.futurelearn.com/courses/general-data-protection-regulation
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Fig. 2. The agent asks argumentative follow-up questions before showing the answer.

bering” and “understanding” levels of Bloom’s taxonomy by talking about the
definitions of personal and sensitive data. Second, by focusing on the differences
between these two types of data and asking learners some questions in which
the learners need to apply the information in various scenarios, the agent covers
“applying” and “analysing”. Finally, the agent addresses the “evaluating” level by
having an argumentative conversation in which the learners are asked to justify
their answers. At this point, we therefore also followed the teaching strategy
of learning through argumentation [12]. Learning through argumentation guides
learners to analyse a problem from various perspectives and also to distinguish
what is correct and incorrect. Figure 2 shows how the agent asked follow-up
questions in order to guide the learner to find out why the selected option was
incorrect. Here the agent asked the user to justify his answer and then the agent
explained a situation in which the user’s answer is not valid. In general, the agent
adapts to learners’ responses. Based on each response, the agent asks the learner
to think again about their own response and justify it and then, in case of select-
ing a wrong answer, the agent explains a situation in which the user’s argument
is not valid anymore. This part of the dialogue uses learning by argumentation.

The example of the “learning through argumentation” teaching strategy
above already shows, how an overall instructional design following Bloom’s
revised taxonomy of learning objectives allows and actually needs the insertion
of more specific teaching strategies. Note that from an instructional perspective
“teaching strategies” are inserted, whilst this means that from a technical per-
spective “adaptation mechanisms” need to be inserted. Here, the full spectrum
of intelligent tutoring and adaptive teaching systems [4] is available to conver-
sational agent designers.
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Fig. 3. The agent asks for the learner’s idea about the GDPR’s scope before teaching
it. The agent is also adapted to the learner’s responses

In the current prototype, we have inserted two more adaptation strategies.
The first is to adapt to learner knowledge (cp. [4]’ taxonomy of adaptation
strategies), and to exercise what a learner does not know. We did this in Parts
3.4 and 4,2 (See Table 1), such that when the agent asks questions about the
different type of data (Part 3.4) and about data protection principles (Part
4.2), the number of questions for each learner depends on the number of his
or her correct answers. We defined five different questions for Part 3.4 and six
questions for Part 4.2, but the agent first asks three questions. In each part, if a
learner answers at least two questions, the agent asks the learner for answering
more questions. In case of agreement, the agent asks the rest of the questions.
Otherwise, the conversation is continued. The second adaptation strategy could
be understood as an adaptation that targets learners’ affect. At the beginning
of a new topic, the agent asks what the learner already knows about this. In
Fig. 3 for instance, the agent asks the learner, about the GDPR’s scope before
giving the information. The agent is to some extent adaptive to the learner’s
responses. The agent uses keyword matching in order to understand the learners’
responses. For each topic, a set of keywords are defined which helps the agent to
have an adaptive reaction. For instance, in Fig. 3, since the user did not know the
answer, the agent gave encouraging feedback in order to motivate the learner.
In general, if the agent does not understand the user’s responses, it will try to
keep the conversation coherent and meaningful by giving a proper reply.

Technically, we have implemented GDPRAgent based on the open-source
Bazaar framework [1] as back-end3, and as an HTML/JS responsive web page
for the front-end. This framework allows both rule-based and machine-learning-
based classifiers to decide between dialogue branches. GDPRAgent is ready to
use and publicity available4.

3 https://github.com/DANCEcollaborative/.
4 http://chatbot.know-center.tugraz.at/bazaar/landing_page/chatbot_landing_

page.

https://github.com/DANCEcollaborative/
http://chatbot.know-center.tugraz.at/bazaar/landing_page/chatbot_landing_page
http://chatbot.know-center.tugraz.at/bazaar/landing_page/chatbot_landing_page
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3 Future Work and Vision

In ongoing work, we are working on assessing the agent’s usability, which is an
important baseline that educational technology needs to meet. We are further
working on investigating what qualities of the learning process and learning out-
comes change as the interaction paradigm is more conversational when compared
to other interactive digital content formats.

We see the main contribution of our research to existing research on con-
versational agents in education in the systematic instructional dialogue design,
based on Bloom’s revised taxonomy of learning objectives. We aim to show that
this structure can also be used in other domains than the GDPR. Further, above
we have explained already a few teaching (instructional perspective) and adap-
tation (technical perspective) strategies. A systematic guideline for educational
conversational agent developers would be helpful that summarises which teach-
ing strategies can be inserted in a single conversational agent lesson. Finally, we
have been working on natural language processing capabilities that allow process-
ing and feedbacking more open-ended questions of a particular argumentative
form [15] and think that there is overall still room for improvement in research
on being able to accommodate more complex question types and feedbacking
them in intelligent tutoring systems.

Overall, we see the promise of such fully conversational intelligent tutoring
systems as moving beyond the content/learning dichotomy, that separates the
provision of content with the support for active learning activities in computa-
tional environments for learning. GDPRAgent can demonstrate what such an
educational technology could look like in the future. As a note of caution: We
are thereby not supporting the stance that human teachers can or should be
replaced. Readers will note that our agent teaches the basics of GDPR. Given
the instructional and content design effort that goes into creating a conversa-
tional agent such as ours, which ultimately covers just a single tutorial unit, we
foresee that such agents will rather replace, or become the norm in, learning
content management systems and MOOCs, which already step ahead of very
traditional content-focused computational environments for learning.
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Abstract. The provision of personalized and timely feedback can
become challenging when shifting from face-to-face to online learning.
Feedback is not only about providing support to students, but also about
identifying when and which students need what kind of support. Usually,
educators carry out such activities manually. However, the manual iden-
tification, personalization and provision of feedback might turn unman-
ageable, especially in large-scale environments. Previous works proposed
the use of data-driven tools to automate the feedback provision with the
active involvement of human agents in its design. Nevertheless, to the
best of our knowledge, these tools do not guide instructors in the pro-
cess of feedback design and sense-making of the data-driven information.
This paper presents e-FeeD4Mi, a web-based tool developed to support
instructors in the design and automatic enactment of feedback in multi-
ple virtual learning environments. We developed e-FeeD4Mi following a
Design-Based Research approach and its potential for adoption has been
evaluated in two evaluation studies.

Keywords: Feedback · Learning analytics · Learning design ·
Instructors · Virtual learning environments · e-FeeD4Mi

1 Introduction

Feedback is one of the most important features in learning, influencing posi-
tively both the feedback provider and the feedback receiver [2,3,9]. Hattie &
Timperley (2007, p. 8 ) [3] define feedback as “the information provided by an
agent (e.g., teacher, peer, book, etc.) regarding aspects of one’s performance or
understanding”. Effective feedback interventions involve timeliness and personal-
ization as two core aspects to keep students engaged and to benefit the learning
process [3,6,9]. Thus, feedback is not only about providing support, but also
about identifying when and which students need what kind of support.

Usually, instructors1 are responsible for performing all these feedback-
related tasks that require additional effort and can become time-consuming.
1 For simplicity, we refer to instructors as any person involved in the design and provi-

sion of feedback, including instructional designers, teachers and teaching assistants.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Nevertheless, the manual identification, personalization, and provision of feed-
back can turn unmanageable when scaling up the learning situation (e.g., many
activities, many students). To this end, several tools have been developed to
automate the detection of students who need support and to deliver feedback
reactions in online environments. For instance, previous works, such as those by
Kochmar et al. (2020) [4] and Lafifi et al. (2020) [5] suggested the use of intelli-
gent tutoring systems as an alternative to human tutoring to achieve students’
real-time tracking and provide timely and personalized data-driven feedback.

However, literature reports that many of the data-driven tools do not con-
sider the course context (e.g., the difficulty of the activities, the relation among
course components) [7,15]. The consideration of the course context could be
achieved by involving instructors in the design of feedback strategies [14,18].
To that end, many researchers propose conceptual and technological tools that
actively involve the course instructors in fine-tuning the metrics, permitting
them to detect learners who would need further support and provide feedback
accordingly.

For instance, Pardo (2018) [10] proposed a data-driven feedback model, in
which the feedback providers (e.g., instructors, peers) make the associations
between the Learning Analytics (LA) and the course context. The author imple-
mented this model into a digital tool, OnTask [11], enabling instructors to select
different student cohorts by choosing data-driven metrics, and to deliver person-
alized feedback through email messages. Similarly, Liu et al., (2017) [7] presented
a LA tool named Student Relationship Engagement System (SRES) to promote
teacher agency by permitting the decision-making of informative features based
on learners’ activity and the provision of personalized teacher-led feedback. Also,
Reza et al. (2021) [13] developed a framework where course instructors create
if-then rules to provide feedback in form of recommendations to MOOC learners
based on their course engagement and behavior.

However, to the best of our knowledge, these tools do not guide instructors
in the design of feedback (e.g., feedback suggestions based on the learning design
or on the expected problems). Indeed, as Mangaroska & Giannakos (2019) [8]
reported, course instructors often need further guidance on their sense-making
and use of data-driven information to result in actionable feedback (i.e., feed-
back grounded on the course design and pedagogical theories, and informed by
learners’ actions). Another significant limitation of existing LA-informed feed-
back tools is that the connections needed between learning design and learning
analytics is limited to specific Learning Management Systems (LMSs), and do
not consider analytics from third-party general-purpose tools (e.g., Google Docs,
Slack), frequently used in technological-enhanced learning situations. This tech-
nological shortcoming reduces the applicability of existing research proposals.

To satisfy the above-mentioned limitations (i.e., lack of human involvement
in the provision of personalized feedback, lack of guidance during the feedback
design process, and lack of feedback tools connecting LMSs and external tools),
we propose e-FeeD4Mi, a web-based tool developed by the authors to support
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the design and automatic enactment of feedback in multiple virtual learning
environments. Thus, the overarching research question guiding this study is:

– “To what extent does e-FeeD4Mi support instructors in the design and enact-
ment of tailored data-driven feedback?”.

2 e-FeeD4Mi Overview

e-FeeD4Mi is a web-based tool that guides instructors through a five-dimension
process to design and automate personalized data-driven feedback in learning
management systems (e.g., Canvas, Moodle) and external tools (e.g., Slack,
Google Docs). The tool includes a set of catalogues of potential problems, indica-
tors and reactions, and associated recommendations for the configuration of the
most appropriate decisions to give feedback to students. e-FeeD4Mi is based on
a conceptual framework [16,17] that involves the aforementioned process, cata-
logues and recommendations. Thus, its implementation in a digital tool enables
the configuration of computer-interpretable feedback designs and the automa-
tion of the whole feedback procedure (i.e., student identification and feedback
provision) during course runtime. The five-dimension process involves:

1. Import the learning design. e-FeeD4Mi is able to automatically retrieve
learning designs, including title, modules, types of configured activities
(e.g., quizzes, discussion forums, peer reviews) and their temporal sequence,
from mainstream learning management systems. Instructors just need to
provide the LMS type (e.g., Moodle), the location of the course (i.e., URL)
and their authentication bearer for external integration (i.e., credentials).

2. Identify inherent features of the learning design. This step aims at
reflecting about the critical points of the learning design where students can
potentially experience learning issues that might require instructor feed-
back. To this end, e-FeeD4Mi provides instructors with a set of tools (i.e.,
visual labels and colors) that can be used to tag the resources and activ-
ities of the learning design (see Fig. 1 - top). For instance, instructors can
tag the difficulty of the quizzes, the connections between resources, course
milestones, etc.

3. Select potential student problems. In this phase, and considering the
reflection from the previous phase, instructors can select from a list of
student problems (obtained from the literature and from evaluation stud-
ies [16]) which of them can apply to instructors’ course in general, or to
concrete activities of the learning design (see Fig. 1 - middle).

4–5. Configure indicators and reactions for the selected problems
(Fig. 1d). For each selected problem, e-FeeD4Mi recommends a set of indi-
cators that can potentially identify students experiencing such problems
(see Fig. 1 - bottom). Instructors can choose between monitored indica-
tors within the learning resources (e.g., low score in peer reviews) or self-
reported problems. Similarly, e-FeeD4Mi recommends a set of useful feed-
back reactions for each configured problem, considering the classification
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Fig. 1. e-FeeD4Mi interfaces: (top) annotate learning design page; (middle) identify
potential problems page, selecting a content-understanding issue; (bottom) feedback
overview page where indicators and reactions for each problem can be configured.
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made by Hattie & Timperley (2007) [3]: task-related (e.g., predefined mes-
sage, badges), process-related (e.g., learning design modifications, student
mentoring), and self-regulation (e.g., enable learner statistics) feedback.

Finally, instructors may deploy their feedback design by clicking the ‘deploy’
button. This automatic deployment involves the insertion of a LTI tool page in
the course VLE (using the same instructor credentials as used for importing the
LD). The LTI standard2 avoids the need of students to authenticate again in
this tool, and distinguishes between instructors and students, so that different
interfaces can be provided according to users’ role. In the instructor interface,
instructors can monitor and manage the configured feedback strategies (e.g.,
number of students identified with a problem, manual feedback reactions). On
the other hand, in the student interface, learners can report those problems that
were configured as self-reported and they are also notified with the different
feedback reactions applied.

The adapter-based architecture of e-FeeD4Mi enables the connection of the
tool with multiple VLE and external tools through pre-established contracts.
Such adapters permit the automatic retrieval of learning designs, learners’ behav-
ior tracking, and feedback delivery, all of them aiming to decrease the associated
workload of the tool installation and to foster its adoption.

3 Preliminary Results

The development of e-FeeD4Mi followed a Design-based Research (DBR) app-
roach [1]. DBR aims to tackle actual problems employing a set of iterative cycles,
in a close collaboration between researchers and practitioners [1]. Likewise, we
employed two cycles of inquiry for tool development, involving stakeholders in
the evaluation of aspects related to the e-FeeD4Mi tool. The first evaluation
took place in a 3-hour workshop with MOOC experts (N=11), who designed
and implemented feedback strategies for given learning designs with e-FeeD4Mi.
The second evaluation targeted instructors with previous experience delivering
online courses (N=6). In this evaluation, the instructors designed and imple-
mented feedback strategies for their own courses.

As stated in the Introduction, the underlying goal of e-FeeD4Mi is to support
instructors in the design and enactment of tailored data-driven feedback. In this
regard, the authors already performed an evaluation to understand the support
of e-FeeD4Mi towards such an aim [16]. Nonetheless, we also considered it rele-
vant to measure its potential for adoption, i.e., to understand if it can be used
recurrently in real contexts. To measure e-FeeD4Mi potential adoption, we used
the Net Promoter Score [12] together with some open-ended questions in both
evaluations. The Net Promoter Score is calculated as the percentage of tool pro-
moters (i.e., participants selecting 9 or 10 in the likelihood-to-recommend item)
minus the percentage of tool detractors (i.e., participants selecting 0 to 6).

2 IMS Global. Learning Tools Interoperability (LTI): https://www.imsglobal.org/
activity/learning-tools-interoperability, last access: June, 2022.
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The score obtained in the first evaluation (which involved a tool version prior
to the one presented in this article) was -18. This negative score together with
some qualitative self-reported perceptions collected from participants revealed
some usability problems that led to one single promoter and three detractors.
Most of the improvements pointed out by participants served for enhancing the
next version of the tool (e.g., “I think there should be an adaptive connection
between the module type, potential problems and proper solution (feedback)”).

In the second evaluation, and after applying most usability improvements, the
obtained score was 67 (4 promoters, 0 detractors). For comparison, in Reichheld
(2003) [12], 400 enterprise tools were evaluated using the same instrument and
they obtained a median score of 16. Therefore, the obtained high score together
with the fact that e-FeeD4Mi evaluation was carried out with real instructors,
suggest that e-FeeD4Mi can potentially be adopted in the regular practice of
instructors. Nevertheless, instructors also reported some usability issues and sug-
gested potential improvements, which will help us to enhance the next version of
the tool. For instance, regarding the cognitive load, some participants proposed
the use of predefined feedback templates that could reduce the temporal load of
using e-FeeD4Mi, and some more options to be used as indicators and reactions.

4 Conclusions and Future Work

This paper presents e-FeeD4Mi, a web-based tool developed by the authors to
support the design and automatic enactment of feedback strategies in multiple
virtual learning environments. Following the DBR research approach we con-
ducted two iterative cycles involving course stakeholders in the design of data-
driven feedback, exploring the participants’ potential adoption of the tool.

The results obtained in the most recent evaluation of e-FeeD4Mi shows the
potential of the tool. However, the performed evaluations came along with several
limitations, mainly related to the small number of participants and the short time
using the tool. As a future work, we plan to use e-FeeD4Mi for designing and
providing feedback in a real course, thus enabling us to study its impact during
the whole life-cycle of an online course. This evaluation will help understand,
for example, the orchestration workload of feedback strategies during course
enactment and the tool perceptions from learners.
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Abstract. “Digital? Sicher!” is a free educational game designed to build stu-
dents’ digital competences in cybersecurity, privacy, tracking and datafication.
The target group are students aged 14–16, although the educational game can
be used by younger or older students. The game was co-designed in Austria by
an interdisciplinary team together with 18 industry representatives, 157 school
students and 11 teachers. To embed the game in teaching practices we also co-
designed a pedagogical concept for teachers on how to integrate the game. Our
evaluation showed that the game is functional, relevant and in combinationwith the
pedagogical concept ready for implementation in classrooms. The game supports
building young people’s digital competences to operate safely in the digital spaces.
The development of critical digital skills at school is urgently needed which was
the aim of the learn-app. Consulting with industry representatives and including
relevant examples ensures also the importance of safe cyber skills for a future
work life. The storyline of the game includes that players have to make decisions
through interactive elements. They playfully experience real-life examples expos-
ing risks and dangers the internet entails. We share design recommendations and
an outlook based on evaluation results.

Keywords: Serious gaming · Cybersecurity · Co-creation

1 Introduction

The goal of “Digital? Sicher!” an educational cybersecurity game, is to build the data
handling awareness of grade 9–11 students (age group 14–16). The learning game was
developed forAustrian secondary school students towork through selected cybersecurity
topics. The intention was that the game should prepare them for their future lives where
they should avoid ICT security incidents caused by human error. In this regard we also
stressed the professional perspective by involving industry representatives in our co-
creation efforts. The game follows the concept of serious gaming [1, 15] implying that
players are asked to play through scenarios that have learning objectives underpinned
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by entertainment principles. The serious gaming aspects include narratives that support
players engage with an immersive environment. For this game it means that they have
to solve challenges connected to e.g. privacy attacks, the nature of algorithms or safety
issues related to social networks, etc.

2 Pedagogical/Technological Background

Serious games typically involve that players immerse themselves in a game world envi-
ronment where they have to apply domain knowledge to solve complex challenges. This
should support players in internalising the subject matter embedded in the game [9]. The
topic of cybersecurity should be introduced early on in education, and the literature sug-
gests that data handling concepts should be introduced gradually already during school
years so young people are better prepared and operate safely on the internet [9].

While policy makers globally push for digital competency development [7], it has
been argued that game-based approaches align with the interests of youth who often play
with a variety of online games [14]. However, designing serious games for young people,
and making them appealing, engaging and educational is a difficult task, compared to
the commercial games young people play that are often visually highly attractive and
include sophisticated levels of interactivity [2].

In preparation for the development of the educational cybersecurity game, we inves-
tigated existing gamified approaches for digital competence development. Our research
identified the following formats: quiz-based knowledge building (like the Safer Internet
Digital CompetenceQuiz and the “SurfscheinQuiz” of Internet ABC), resourcemanage-
ment simulations (like “Data Dealer” from Cracked Labs) and scenario-based interac-
tive games (like CyberCIEGE), as well as roleplay-based games (like the “Cyber Threat
Defender”). We reviewed the strengths and weaknesses of these existing approaches
for digital competence development and decided to develop a scenario-based game that
incorporates effective elements of other approaches like quizzes and roleplays [16].

The aim was to design a game that included the following key components: clearly
stated rules; clearly stated goals; timely feedback on performance; interaction (clear dis-
tinction between student-to-computer and student-to-student interactions); and clearly
stated subject or topic of the game [9].

3 The Co-creation Approach

In participatory design-based approaches it is important to focus on understanding sit-
uated practices and change [6]. For that reason, we collaborated with a diverse set of
stakeholders early on to design the technology and engaged in collaborative practices
together with designers and developers [10]. We applied a co-creation approach in order
to ensure that the developed technology and surrounding practices would fit into the
larger ecosystems and to create a meaningful game for the target group [5]. This process
is presented in Fig. 1.

We started the co-creation with an initial concept developed based on relevant liter-
ature as well as a survey involving 219 business and company representatives. Focusing
on the storyline in the first cycle, we identified relevant trends in cyber-crime and -safety
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requirements that enterprises place on their workforce [13]. In our industry workshops
we checked for the topics and collected content ideas and examples to highlight rel-
evance and make connections to regional companies and future professional careers.
Next, we asked school graduates in online focus group interviews how they evaluate the
digital education they received at school and propose potential improvements. Finally,
we worked closely with students representing the target group of this learning game.
The format we used in this collaboration was that of co-creation, that is, the collabo-
rative and joint work to produce a product that fulfilled the aims of both groups [17].
We collaborated in video recorded workshops. These sessions included practical test
runs of the learning app during school time. As a final result of the first design cycle we
established the main storyline. The second design cycle focused on the interface of the
learning app. Again, we engaged with industry and students in video recorded work-
shops to co-create a suitable interface. In our third design cycle, we focused on school
integration and the development of the pedagogical concept for teaching. In addition to
the interaction with students, we engaged with teachers in interviews to ensure a fitting
integration into classroom teaching. Finally, we assessed the impact of the learning app
through a qualitative inquiry and learning analytics.

Fig. 1. Summary of co-creation cycles during the project.

The co-creation activities with our stakeholders produced a number of improve-
ments, including: the shortening of text passages, accompanying explanatory videos,
the integration of social media and entertaining online content focusing on smartphone
use. In the storyline, we strengthened the focus on experiences in real scenarios and
examples from young people’s everyday online life combined with the focus on digital
careers. A specific wish from the students was to make the game visually more appealing
by using more colours, images and improving the visual layout. As a result of this input
we collaborated with a design class from a local high school, who developed the graphic
design for the learning app based on common social media platforms.
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4 Description of the Prototype and Use Case

The storyline of the game places the student at the start of a digital career. The student has
to choose a digital profession consistent with current trends, such as influencer, blogger,
digital designer, or social media manager. An avatar, Goosy the goose, acts as a guide
and explains relevant functions in the game. During the course of the story, the players
also interact with other characters. The storyline places the player in diverse life-like
situations (botched job interviews, public confessions of love or family issues) where
they have to make decisions about their digital behaviour. Their decisions affect their
popularity showed with followers and the guidance offered by the avatar Goosy.

The game interface is divided into three areas: On the left side are chat conversations
with the avatars. In the middle section is the newsfeed with information, tasks and
exercises. On the right side is the profile bar with scores and an individual nickname. A
screenshot of the game is presented in Fig. 2.

Fig. 2. Screenshot of the game “Digital? Sicher!”.

Guidance through the avatar is designed to make players reflect on what has been
learned and how it relates to real-life. The reflection concept was built in the form of
prompts after each module, structured in such ways to focus students’ attention on the
relevant concepts and on what is important and interesting for them [4]. Two weeks after
students piloted the game we invited them to a second reflection session to promote a
long-term effect of learning contents. The concept aims to support the transfer of the
learning content to the students’ engagement with computer technologies as part of their
daily lives.

We used the learningmanagement systemMoodle as software platform for the game.
Since Moodle is a free, adaptive and easy-to-use platform, it provides for sustainability
of the project and can continue to be used after completion of the project. We were
able to divide tasks in the project team to create and upload content due to the intuitive
operation of Moodle. Another advantage of Moodle includes also that its responsive
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design allows the application to be operated from a computer, tablet or smartphone. In
order to make the learning game as easy to access as possible, we set up a landing page1,
which leads directly to the game on Moodle after logging in. In addition, we set up a
project website2, to provide information for interested stakeholders already during the
development phase.

The game was designed to be integrated into classroom activities on the subject of
cybersecurity, i.e. it was not developed to be used as a stand-alone game outside an
educational context. However, the game is now freely available and could be used in this
manner.

The playful approach (through serious gaming) and concrete case studies from the
business community were intended to support the development and increase the overall
attractiveness of the game [8]. The development and evaluation for the use in schools
focused on central guidelines such as EU values, conformity with fundamental rights,
consideration of technical and human factors, orientation towards learning goals, gami-
fication, social inclusion and freely accessible software. The “Digital? Sicher!” game is
fully functional and openly available online as an open educational resource (OER).

5 Results and Outcomes Achieved

The workshops we conducted in schools showed that students were interested in cyber-
security topics and that they wanted to learn about those at school. However, we found
large differences in prior knowledge amongst the 13 to 18-year-olds students we worked
with, and therefore we narrowed the band of target age group down to 14 to 16-year-olds
to optimally adjust the level of difficulty and topics. Feedback from the students also
suggested that they liked the storyline of the game. The degree of difficulty was rated
very differently amongst the age groups and depended on prior knowledge.

We conducted quantitative analysis in order to evaluate the game. We compared and
analysed the interactions of a subsample of 40 students. This way we examined student
activities in regard to the goals of the game and the learning effectiveness of the game.
While the game utilises a cyclic structure allowing students to return to previous stages,
we found that the number of interactions across the different modules remained stable.
Hence, the game appears to have a stable structure. Analysing responses to reflection
questions we found that they align with the learning goals in terms of content. The
students’ reflections seem to confirm that key concepts were learned. We found no note-
worthy differences in the interactions between the number of male and female students.
It can therefore be assumed that the basic structure of the learning game does not show
any gender-specific interaction differences. The analysis also showed no indication that
students with non-German language background were disadvantaged, quite the oppo-
site: students identifying themselves with a mother tongue other than German showed
particularly high interaction counts. We detected however, that male students seemed to
have greater awareness of the need for secure login information, while female students
appeared significantly more aware when dealing with potentially threatening content.

1 https://digital-sicher.at/
2 https://digitalsicher.uni-graz.at/

https://digital-sicher.at/
https://digitalsicher.uni-graz.at/
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6 Future Perspective

Through the co-creation process and the testing of the final game we found that the
students played the game because they seemed to be motivated to do so. Their engage-
ment with the game was goal oriented and this means they had to understand the game’s
functionality and stay enthusiastic to play it [3, 12]. The design recommendations and
feedback received from students, teachers, business community and the analysis of our
interaction data resulting from the project include: a promotion of the use of the game in
the lessons of young people in secondary school (for instance through pre- or in-service
training workshops), continuation of the modules with new and more difficult content
levels for the age group 16+, and a possible expansion of the target groups of the proto-
type also for adults, senior citizens or people with disabilities. Future topic areas could
include e.g., disinformation, bullying, sexting/grooming. The game could also expand
to topics with more relevance for professionals, alongside training workshops for pro-
fessionals. Regarding the reflection concept, students mentioned that they are not used
to reflecting as part of their learning activities. However, they found the questions useful
and helpful for their learning. In the future, we intend to develop a continuous reflection
concept and investigate the effect of reflections on retaining learned concepts. Finally,
also internationalisation of the game through translations (e.g. European languages)
would be a useful expansion for the game in the future.

Our stakeholder groups emphasised the important role teachers play in this process.
Future activities will need to look into the successful integration of digital games into
different subject settings [11]. The feedback from the teachers in this project was that
they appreciated and needed the suggestions provided in the pedagogical guidelines and
similar games should include this as part of the game development process. Finally, the
co-creation process increased creativity and produced positive dynamics in this project.
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Abstract. Many researchers consider that blended or hybrid learning implies a
meaningful combination of online and face-to-face activities. Before the COVID-
19 pandemic, studies had shown promising results of blended learning to improve
student performance. However, the design and implementation of effective combi-
nations is far from trivial, considering students’ differences regarding their demo-
graphics and self-regulatory capacities. This paper presents a survey study devel-
oped in an Engineering school of a Latin American university that transitioned
from online learning to a hybrid format in mid-2021. Quantitative data was col-
lected throughout an online questionnaire applied to a convenience sample of
1,124 students. Subgroup differences were identified by means of exploratory
factor analysis and clustering. Two different subgroups emerged from the data:
those who prefer online learning and those who prefer face-to-face activities. This
difference is particularly observed in students from different cohorts and regions
of origin: students who are closer to graduation preferred online activities, as well
as students who come from regions outside the campus location. Students’ pref-
erences varied regarding feedback delivery and collaboration with peers, which
are usually synchronous activities. Further implications are discussed to inform
instructional design of blended and hybrid approaches beyond COVID-19.

Keywords: Blended learning · Hybrid learning · Higher education · Student
experience · Survey study

1 Introduction

Since the outbreak of the COVID-19 pandemic, most higher education institutions
invested significant efforts to continue its activities throughout different learning modal-
ities. According to the findings of a survey conducted by the International Association
of Universities during 2020 [1], 67% of higher education institutions implemented dis-
tance learning strategies, particularly in Europe (85%), the Americas (72%), and the
Asia-Pacific (60%). Among these regions, the majority implemented ‘emergency online
education’ or ‘emergency remote teaching’ [2]. This new learning modality implies the
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use of different types of synchronous and asynchronous strategies, expanding the ways
in which teachers and students can interact [1].

When the spread of COVID-19 seemed under control, many universities rapidly
resumed some face-to-face activities. This effort to reincorporate face-to-face compo-
nents gave rise to different hybrid formats combining physical classrooms with online
environments. Unfortunately, the instructional design of these new combinations did not
necessarily follow existing learning theories, pedagogical models, or empirical research.
Most changes were influenced by administrative decisions concerning practical issues,
such as the availability of infrastructure or technical equipment [3]. Consequently,
emergency educational practices extended the traditional classroom model through lec-
tures delivered both virtually and face-to-face, without necessarily having designed a
blended approach thatmeaningfully combined synchronous and asynchronous strategies
in different formats [3].

Different combinations of face-to-face and online deliverymethods had already been
documented before the pandemic [4].A commonblended learning approach is theflipped
classroom [4, 5], where synchronous work time is freed up for in-depth discussions
and feedback, while asynchronous work is reserved for self-paced online activities [6].
Studies have reported mixed preferences towards different blended learning approaches
from students’ perspectives [7, 8]. For example, some students have perceived face-to-
face lectures to bemore beneficial for interactingwith the lecturer and their peers face-to-
face, whereas others might prefer online lessons due to their flexibility [7]. However, the
design of these approaches is usually common to all students, so the learning preferences
of different student subgroups between the online and face-to-face components has
remained unknown.

In order to explore the student’s preferences for online and face-to-face components
since the outbreak of the pandemic, this work describes a survey study developed in an
Engineering school at a Latin American university transitioning from online to hybrid
format in mid-2021. During the transition, students could choose whether they could
attend online vs. face-to-face. Quantitative data was collected through an online survey
completed by a convenience sample of 926 students. Prior research concerning blended
learning is used to discuss the emergent combinations that resulted beneficial for specific
student subgroups, along with extrapolating implications for future curriculum design
and improvement.

2 Methodology

2.1 Research Design and Context

In this work, we addressed the following research question: How do higher education
students differ in their preferences for online and face-to-face learning activities since
the onset of the COVID-19 pandemic? To answer this question, a survey study was
conducted in mid-2021. This study analyzed the experience of undergraduate students
in an engineering school founded in 1892, which is part of a non-profit private university
that has become one of the flagship higher education institutions at a regional level. Every
academic period, this school offers over 300 courses that typically last 18 weeks.
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Between March 2020 and June 2021, all undergraduate and graduate courses were
carried out through synchronous and asynchronous online activities. In July 2021, the
university leadership decided to partially resume face-to-face activities in four differ-
ent modalities: 1) fully online, 2) online with face-to-face activities, 3) hybrid courses
with classes taught simultaneously face-to-face and online, and 4) face-to-face courses.
Among these courses, students could choose to attend face-to-face classes or online. In
this context, this study focuses on the implementation of different blended and hybrid
strategies sinceAugust 2021, and student preferences concerning face-to-face and online
course components.

2.2 Study Participants and Sample

The school’s enrollment is about 5,300 students (4,600 undergraduates and 700 gradu-
ates). Its student body is composed of high-achieving students, i.e., who perform out-
standingly in pre-university examinations. Each admission cohort consists of 800–850
students of which approximately 35% are female and about 23% come from regions
outside the campus location.

The survey was applied in October 2021, and 926 students answered the entire ques-
tionnaire. Different student subgroups are represented in this sample, including students
from different engineering majors: Operations Research, Software Engineering, Electri-
cal Engineering, Mechanical Engineering, among others. 22% of students come from a
region other than that of campus location (22.68%). There is a slight overrepresentation
of first year students and students identified as female (39.84%).

2.3 Data Gathering Techniques and Analysis

As aforementioned, the main objective of our survey was to measure students’ pref-
erences concerning face-to-face and online componentes. To meet this objective, the
survey included two 5-point Likert scales whose creation was based on prior literature
about blended learning. The first scale aimed to assess the online learning elements that
were implemented since the lockdown in March 2020; while the second scale had the
goal of measuring students’ perceptions regarding the contribution of the newly incor-
porated face-to-face elements to their learning. Both scales were revised by an expert
in survey development, and cognitive interviews were held with students to improve
language usage.

The survey was applied online and survey results were analyzed in R. In order to
validate the two Likert scales, an exploratory factor analysis was carried out using the
psych R package [9]. Polychoric correlations were calculated following Rdz-Navarro &
Asun [10] recommendations for ordinal items. Maximum Likelihood was used as the
extraction procedure. Assuming the factors were not independent but correlated with
each other, we decided to use a rotation oblimin.

Once the scales were already statistically validated by using the exploratory factor
analysis, a cluster analysis was implemented using k-means, aiming to identify two stu-
dent subgroups whomaximized their differences according to their level of agreement or
disagreement concerning different statements regarding online and face-to-face learning
activities. In order to characterize the resulting clusters, we each cluster in relation to



Towards Effective Blended Learning Through the Eyes of Students 495

the factors that emerged from the exploratory factor analysis, and we performed Chi-2
tests to assess whether there was an association with sociodemographic variables such
as gender, admission cohort, and region of origin.

3 Results

3.1 Student Preferences Regarding Online and Face-to-Face Learning Activities

Table 1 shows statistics for responses to the items about online learning activities. The
activities that were better evaluated (4 or higher in the scale) were the use of support
resources, the possibility of asking questions in class held through video conference
calls, and the possibility of clarifying doubts by watching class recordings.

Table 1. Statistics for responses to items associated with online learning activities

Item Mean Sd 1. Qu 3. Qu

Support resources, such as videos or readings, that are available on
virtual platforms have contributed to my learning

4.13 0.92 4 5

In classes through videoconferences, I have been able to ask
questions when I have not understood something

4.09 0.99 4 5

In the class recordings, I have been able to clarify doubts about
concepts or explanations seen during class

4.00 1.04 4 5

In general, I believe that I have been able to learn the most
important contents of each course in activities carried out virtually

3.69 1.14 3 5

Classes through video conferences were essential to learn 3.56 1.14 3 4

Table 2 shows statistics for responses to items about face-to-face activities. Scores
are slightly lower than those of online learning activities. The items with highest scores
were associated with the desirability of having face-to-face activities, the perceived
contribution of face-to-face activities to learning, and the possibilities of collaborating
with peers (3.5 or higher in 5-point agreement Likert scale).

3.2 Exploratory Factor Analysis

We identified three factors that we named face-to-face learning, online learning, and
online deepening. Detailed loadings are shown in Table 3.

3.3 Results of the Cluster Analysis

We found two clusters with systematically heterogeneous patterns between themselves
(and entirely homogeneous within themselves): one with favorable attitudes towards
face-to-face activities (named pro face-to-face) and another one with favorable towards
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Table 2. Statistics concerning students’ responses to items associated with face-to-face activities

Item Mean Sd 1. Qu 3. Qu

I was pleased to have face-to-face activities again 3.88 1.19 3 5

The face-to-face activities have contributed significantly to my
learning

3.59 1.16 3 5

In the face-to-face activities I was able to talk with my peers about
the difficulties we have with the content

3.53 1.24 3 5

The face-to-face activities have favored the feedback provided by
the teachers

3.40 1.23 3 4

Table 3. Standardized loadings for an exploratory factor analysis a, b, c

Item Face-to-
face learning
factor

Online learning
factor

Online deepening
factor

I was pleased to have face-to-face activities
again

0.86

The face-to-face activities have favored the
feedback provided by the teachers

0.82

The face-to-face activities have contributed
significantly to my learning

0.81

In the face-to-face activities I was able to
talk with my peers about the difficulties we
have with the content

0.74

Classes through videoconferences were
essential to learn

0.83

In general, I believe that I have been able to
learn the most important contents of each
course in activities carried out virtually

0.67

In classes through videoconferences, I
have been able to ask questions when I
have not understood something

0.34 0.33

In the recorded classes, I have been able to
clarify doubts about concepts or
explanations seen in classes

0.71

(continued)
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Table 3. (continued)

Item Face-to-
face learning
factor

Online learning
factor

Online deepening
factor

Support resources that are available on
virtual platforms have contributed to my
learning

0.65

a SS loadings: Face-to face learning = 2.67; Online learning = 1.39; Online deepening = 1.17
b Proportion Var: Face-to face learning = .30; Online learning = .15; Online deepening = .13.
c Ordinal Alpha: Face-to face learning = .88; Online learning = .77; Online deepening = .67.

online learning activities (named pro online). Both present similar proportions: 48.38%
in pro face-to-face (n = 448) and 51.62% in pro online (n = 478).

Both clusters exhibited statistically significant differences for the three latent dimen-
sions of the factorial analysis. Coherently, pro face-to-face showed high factorial scores
for the face-to-face learning factor (mean = 0.74), and low scores for online learning
(mean=−0.36) and online deepening factors (mean=−0.19). The other cluster exhib-
ited exactly the opposite behavior: low factorial scores in the face-to-face learning factor
(mean = −.87), and high factorial scores in online learning (mean = 0.42) and online
deepening (mean = 0.22). According to ANOVA analysis, the clusters showed statisti-
cally significant differences concerning the three factors (Face-to-face learning factor: F
= 1711.90, p-value< 0.01; Online learning factor: F= 225.47, p-value< 0.01; Online
deepening factor: F = 68.39; p-value < 0.01).

A Chi-squared test showed a statistically significant association between the clusters
and some demographics variables. We found a significant association between clusters
and the admission cohort: students closer to graduating (cohorts 2015–2017) seem to
prefer online learning (54.84% in cohort 2017 to 71.11% cohort 2015 or earlier), while
cohorts who began their studies during confinement or shortly after (cohorts 2019–
2021) prefer face-to-face learning activities (65.31% cohort 2019 to 57.37% cohort
2021; Chi-squared = 31.25, p-value < 0.01, Df = 6).

Finally, Chi-squared test revealed an association between clusters and region of
origin: 53.71% of students who live in the same region where the university campus is
located prefer face-to-face learning, while 67.39% of students who live in a different
region prefer online learning activities (Chi-squared = 13.92, p-value < 0.01, Df = 1).

4 Discussion and Limitations

This study shows how students differ in their preferences for online and face-to-face
learning activities since the gradual return to face-to-face activities. We identified two
different clusters which exhibited statistically significant differences concerning three
latent dimensions: face-to-face learning, online learning, and online deepening. Within
the face-to-face learning dimension, the most noteworthy items account for different
preferences regarding the delivery of synchronous strategies, such as opportunities to
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interactwith peers and to receive feedback from teaching staff.Within the online learning
dimension, item differences are also associated with synchronous activities, such as
class delivery through video conference calls and other types of activities that could
be carried out online. Finally, the online deepening dimension accounts for differences
concerning asynchronous learning activities, such as the review of support materials and
class recordings.

In the light of prior literature, this study confirms that students have different prefer-
ences for face-to-face and online learning components. Previous studies have reported
student mixed preferences towards different blended learning approaches [7, 8]. In this
context, our findings suggest that not all students perceive those face-to-face synchronous
interactions the most beneficial for their learning.

This study contributes to expanding the knowledge about student preferences in
blended and hybrid learning settings by revealing the role played by demographics. In
this particular context, findings show that students who are closer to their graduation
prefer online learning activities. Although we did not collect information concerning
student self-regulatory capacities, this result may be partly explained by students’ career
interests and higher self-regulatory skills. Our findings also show that students who come
from regions outside the campus location preferred online learning activities. This result
might be associated with socio-affective dimensions of learning as well as cost-benefit
factors related to the fact that students who are not from the region must afford a place
to live on their own.

This study has some limitations. First, the use of a convenience sampling method
could imply biases in student survey responses, limiting the generalization of the findings
of this study. Moreover, the sample represents engineering students in a Latin Ameri-
can university. It is not clear to what extent the interaction between the type of content
and teaching methods influences the results obtained. Third, there is a lack of empirical
research to contrast findings concerning the transition into hybrid and blended learning
formats. Finally, there might be limitations concerning the measurements used to assess
student perceptions. Self-regulation capacities were notmeasured, sowe cannot evaluate
the relationship between student preferences and their self-regulatory skills. Along those
lines, future work will focus on understanding preferences for different types of learn-
ing environments in the light of self-regulation capacities and student learning results.
Further qualitative research will also be used to triangulate quantitative findings.
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Abstract. Flipping the classroom requires from students some self-
regulated learning skills, as they must have engaged in learning activities
prior to attending classes. The study we describe in this paper was done
in the context of a 15-week flipped course delivered online to a large
class of undergraduate students. We collected various time-stamped dig-
ital traces generated by the students’ engagement in the required weekly
learning activities (H5P interactive videos, quizzes and worksheets). The
collected data allowed the generation of visual learning pathways, from
which several types of learning profiles emerged. A distance measure
between the students’ learning pathways and the instructor’s recom-
mended pathway was found to be negatively correlated with exam per-
formance. The results from a survey collecting students’ perceptions of
their engagement with the learning activities are also presented.

Keywords: Flipped classroom · Self-regulated learning · Learning
analytics · Learning pathways · Distance measure

1 Introduction

Over the past 10 to 15 years, there has been a significant increase in adop-
tion of the flipped classroom model. Flipping the classroom requires from stu-
dents some self-regulated learning (SRL) skills, as they must have engaged in
learning activities prior to attending classes. According to Zimmerman [1], stu-
dents can be described as self-regulated learners when they are metacognitively,
motivationally, and behaviourally active participants in their own learning. The
instructor or facilitator may provide initial instructions and expectations, but
the self-regulated learners are responsible for planning and timing their learning
engagement. Some of the responsibility to learn is thus shifted from an exter-
nal source (typically a teacher) to the individual learner. Students’ SRL skills
needed for a successful flipped course delivery primarily include organisation,
time management, and effort regulation [2].

More and more educational institutions are turning to asynchronous or hybrid
teaching, increasingly relying on students’ SRL. These delivery modes are ben-
efiting students with different paces and learning strategies [3], however, stu-
dents often report difficulties sustaining commitment to their studies. Recently,
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researchers have been recognising the potential advantages of learning analytics
as a means of capturing and understanding different patterns of students with
different SRL profiles [4,5], aiming to provide better support for individual stu-
dents [6]. In [7] for example, the analysis of weekly logs and digital traces revealed
that the profiles of the non self-regulated students were characterised by less study
regularity, and their low academic achievement was found to be aligned with
empirical evidence reported in prior studies (e.g., [8]) that regularity is one of the
strong indicators of academic achievement. In [9] an analysis of MOOC (Massive
Open Online Courses) learners’ engagement with summative continuous assess-
ment activities and built-in and external social tools served to detect seven learn-
ers’ profiles, including observers, drop-ins, engaged and non-engaged learners.

In the study described in this paper, we investigate the use of students’
“learning pathways” as a measure of the SRL skills needed for flipped learn-
ing. We define a learning pathway as a student’s chosen route through a range
of available learning activities. The central assumption behind the study is that
students with learning pathways that match closely the instructor-recommended
pathway are demonstrating good SRL and time management skills, which should
then be reflected in their course performance. The instructor-recommended path-
way is a pathway that shows study regularity and timely engagement with the
learning activities required to be completed prior to attending a class.

2 Context of the Study

2.1 Course and Participants

The context of the study is a 15-week flipped course on Multimedia Fundamen-
tals, delivered online during the Autumn 2021 to a rather large class of 234 3rd
year undergraduate students on a 4-year UK-China transnational program on
Telecommunication Engineering. The students are all Chinese nationals, between
20- and 21-year-old. About 40% of the students are female. For the duration of
the course, the students were physically on campus in Beijing, while the instruc-
tor was in another country.

The digital learning activities made available on the Learning Management
System (LMS) consisted in reading materials, short interactive videos (H5P tech-
nology), quizzes and worksheets. A total of 65 digital learning activities were pro-
posed for which time-stamped digital traces could be collected. At the end of the
course, the number of completed activities were consolidated into a completion
score (C).

In each interactive video, various exercises were embedded, which encouraged
active learning and served as formative assessment: multiple choice questions,
drag and drop exercises, etc. Each week, further formative assessment was pro-
vided in the form of a 5-question quiz, randomly generated from a question bank.
Students were encouraged to attempt the quizzes several times to be exposed to
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a greater variety of questions. Marks gained from the video embedded exercises
and the quizzes were aggregated into a total activity score (S) at the end of the
course.

Each week, prior to attending an online synchronous tutorial, students
were asked to have completed all exercises embedded in the interactive videos,
attempted the quiz and completed the worksheet covering the topic of the tuto-
rial. The tutorial itself was used to answer students’ questions and to discuss the
quiz and worksheet exercises. The digital learning activities were released on a
weekly basis, the week before the corresponding tutorial. An activity released on
the LMS would then remain available until the end of the course and could be
attempted as many times as desired until the final examination in week 15. The
instructor recommended to engage in learning activities weekly, prior to attend-
ing the tutorials. However, the learning was mostly self-regulated as students
could choose when to engage in the learning activities, or even not to engage at
all. The responsibility given to the students for their own learning led to various
strategies.

2.2 Digital Traces

Each week and for each student the following data were collected: date of the
latest engagement in each available learning activity, and latest video and quiz
scores. The data were then anonymised, only student enrolment numbers were
preserved to be able to track a student’s level of engagement across the duration
of the course. We collected data the day before each weekly tutorial, when the
material related to that tutorial had already been available on the LMS for a
week. That way, we could capture whether a student had engaged in the learning
activities before (as recommended) or after the corresponding tutorial. Data were
collected weekly until the date of the final examination in week 15.

3 Analytics Results

3.1 Learning Pathways

Visualisation. Figure 1 shows several examples of learning pathways. On the
horizontal axis, the 65 learning activities are plotted in chronological order (i.e.,
in the order in which they should be completed). The vertical axis shows all
the weeks of the semester, including the last 3 weeks dedicated to revisions and
leading to the final examination in week 15. The gaps between weeks 3 and 4
and between weeks 5 and 6 correspond to weeks with no scheduled tutorial. The
graphs indicate when a learning activity has been completed for the first time.
The recommended pathway shows that each learning activity should be com-
pleted by the time of the corresponding tutorial. It resembles a step function of
varying step length as for each weekly tutorial the preparatory material contains
a varying number of activities (from 3 to 7 short videos, 1 quiz and 1 worksheet).
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Several patterns emerged. Regular learners are students who followed the
lecturer’s recommendations. Their pathway is typically just below the recom-
mended one, showing that they have engaged in the learning activities within
the week preceding the tutorial. Irregular or selective learners tended to choose
the type of activities they engaged in (e.g., some students used only the videos,
others only the quizzes) and often did this irrespectively of the timing of the
tutorials. Finally, the late learners are students who seldom engaged during the
semester and typically used the learning activities at the end of the course to
prepare for the final exam (i.e., combining massing and procrastination).

Fig. 1. Various learning pathways.

Distance Measure. We have formulated a distance measure (D) between a
student’s and the recommended learning pathways. It is calculated by adding
together all the differences (in number of days) between when an activity was
due and when it has been completed for the first time (see Eq. (1)). When an
activity has not been completed, the maximum distance between the expected
day and the end of the course (date of the examination in week 15), plus one day,
is added to the sum. The sum is then normalised, dividing it by the maximum
distance value (corresponding to a student who has not completed any of the
activities) and multiplying by 100 (see Eq. (2)). D ranges from 2.38 (minimum
distance found) to 96.9 (maximum distance found). The mean value of D is 31.61
(std = 25.95).
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Distance =
65∑

k=1

|expectedDay − completedDay| (1)

D = Distance/(MaxDistance) ∗ 100 (2)

Learner Profiles. Using K-means clustering (k = 3), the pathways were then
grouped into three clusters.

The first (low distance) cluster represents 20% of the students. These students
can be classified as regular learners. The maximum value of D in this cluster is
25.5, which can be used as a threshold value to qualify as a regular learner.

The second (middle distance) and largest cluster represents 55% of the stu-
dents. The value of D in this cluster ranges between 25.5 and 56.8.

Finally, the third (high distance) cluster represents 25% of the students. In
this cluster, the students adopted either a selective or a late learning strategy
from the start of the course.

3.2 Correlation with Grade

Learning Pathway. We hypothesised that students would do well in their
final exam when their learning pathway is close to the recommended learning
pathway, i.e., when the distance measure D is low. We indeed found D to have a
moderate but significant negative correlation (r = −0.6087) with the students’
final examination marks. The negative correlation between exam performance
and the distance to the recommended learning pathway confirms that regular
learning is conducive to deeper learning.

Completion Score (C) and Activity Score (S). Although neither C or S
reflect study regularity but rather the students’ successful engagement with the
learning and formative continuous assessment activities by the end of the course,
we found both C and S to have a moderate but significant positive correlation
(r = 0.5320 for C, and r = 0.5683 for S) with the students’ final examination
marks.

4 Student Perceptions

We have started to survey student perceptions of their level of engagement in the
course, at the same time probing the reasons behind their chosen SRL strategies.
Currently, 42 students have responded (18% of the class).

From the 28 respondents stating that they generally engaged in the learn-
ing activities before the synchronous tutorials (i.e., the regular learners), the
majority agrees with the following statements: I did this because I followed
the lecturer’s instructions (82.2%); Doing the activities in advance helped me
understand the tutorials (89.3%); Doing the activities in advance allowed me to
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participate more actively in the tutorials (82.1%); Doing the activities in advance
allowed me to prepare questions for the tutorials (92.8%).

From the 7 respondents stating that they did most of the learning activities
after the synchronous tutorials (i.e., the irregular learners), the majority agrees
with the following statements: I preferred doing the activities after the tutorial to
check my understanding of it (100%); I did the activities after the tutorial because
I thought I would get better grades in the videos and quizzes (71.5%); I felt I was
not able to do the activities correctly before the tutorial (71.5%). The majority
disagrees with the following statements: I was not aware that the lecturer rec-
ommended to do the activities before the tutorial (71.5%); I didn’t think it would
help my understanding of the tutorial if I did the activities before (57.2%). There
is no clear agreement or disagreement with the following statement: I didn’t have
time to do the activities before the tutorial.

From the 7 respondents stating that they did most of the learning activi-
ties well after the synchronous tutorials (i.e., the late learners), the majority
disagrees with the following statements: I was not aware that the lecturer rec-
ommended to do the activities regularly and before the tutorials (71.5%); I didn’t
have time to do the activities during the semester (57.2%); I didn’t think doing
the activities would help me understand the course (85.7%); I felt I was not
able to do the activities correctly during the semester (57.2%). There is no clear
agreement or disagreement with the following statements: I preferred doing the
activities at the end of the course, for my revisions; I preferred doing the activ-
ities at the end of the course because I thought I would get better grades in the
videos and quizzes.

5 Conclusion

Although the level of responses to the student perceptions survey is still low, it
is clear from the responses that the regular learners are aware of the benefits
of regularity, and that engaging in the learning activities prior to attending
the tutorials was part of their strategy. Concerning the irregular learners, it
appears that delaying their engagement in the learning activities was also a
strategic decision, but this time to avoid getting low scores in the activities,
although these were used for formative assessment only. This demonstrates a
need for reassurance about one’s abilities. No clear reason for not engaging in
the activities during the semester emerge from the responses of the late learners,
which appears to be a more heterogeneous group. Lack of time is not recognised
as an issue by any of the learners’ groups.

Next academic year, we are planning to use the learning pathways com-
bined with the distance measure to raise the students’ awareness of their lack of
self-regulation skills, and nudge them through regular, timely, and personalised
feedback. At course level, we anticipate that the distance measure will be use-
ful to alert the instructor about a worrying students’ disengagement trend. A
constantly high distance value could be indicative of a flaw in the course design,
and a sudden increase of D could be indicative of a particularly challenging topic
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which causes disengagement from the students. It could also indicate that the
students are too busy and forced to make undesirable choices concerning their
time and effort allocation.

References

1. Zimmerman, B.J.: A social cognitive view of self-regulated academic learning. J.
Educ. Psychol. 81, 329–339 (1989)

2. Broadbent, J., Poon, W.L.: Self-regulated learning strategies and academic achieve-
ment in online higher education learning environments: a systematic review. Internet
High. Educ. 27, 1–13 (2015)

3. Van Rooij, S.W., Zirkle, K.: Balancing pedagogy, student readiness and accessibility:
a case study in collaborative online course development. Internet High. Educ. 28,
1–7 (2016)

4. Srivastava, N., Fan, Y., Rakovic, M., et al.: Effects of internal and external con-
ditions on strategies of self-regulated learning: a learning analytics Study. In: 12th
International Learning Analytics and Knowledge Conference (LAK22), pp. 392–403.
ACM (2022)

5. Zhang, T., Taub, M., Chen, Z.: A multi-level trace clustering analysis scheme for
measuring students’ self-regulated learning behavior in a mastery-based online learn-
ing environment. In: 12th International Learning Analytics and Knowledge Confer-
ence (LAK22), pp. 197–207. ACM (2022)

6. Lahza, H., Khosravi, H., Demartini, G., Gasevic, D.: Effects of technological inter-
ventions for self-regulation: a control experiment in learnersourcing. In: 12th Interna-
tional Learning Analytics and Knowledge Conference (LAK22), ACM, pp. 542–548
(2022)

7. Kim, D., Yoon, M., Jo, I., Branch, R.M.: Learning analytics to support self-regulated
learning in asynchronous online courses: a case study at a women’s university in
South Korea. Comput. Educ. 127, 233–251 (2018)

8. Effeney, G., Carroll, A., Bahr, N.: Self-regulated learning: key strategies and their
sources in a sample of adolescent males. Aust. J. Educ. Dev. Psychol. 13, 58–74
(2013)
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Abstract. The Covid-19 pandemic unexpectedly led school teachers to exclu-
sively using digital technologies. Few insights exist so far on how teachers choose,
in such situations, digitally supported teaching strategies to actively engage their
students in the learning process. We explored these choices by conducting semi-
structured interviews with eight secondary school teachers from a large city in
southern Germany during school closures. Relaying on the ICAP framework, we
found that, for instance, teachers used websites with hypertexts to engage students
actively, playful programming platforms to engage them constructively, or online
group discussions to engage them interactively. Teachers’ choice had to take tech-
nical constrains into account, such as the limits of available mobile data volumes,
students’ digital literacy, and the purpose for which new material was presented.
Our findings suggest that categorizing learning activities according to students’
ICAP levels of cognitive engagement can help teachers make decisions about their
use of educational technologies.
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1 Introduction

Instructional researchers have identified the ubiquitous problem that no guidelines are
available on how to engage students in intensive interactions with the learning materials
[2, 3]. This instructional design challenge was even bigger during the Covid-19 lock-
down, when no face-to-face teaching was possible [6]. Increasingly, research was also
concerned with learning loss caused, for example, by school closures [9]. Consequently,
the question arose as to how teaching with digital media can be designed to avoid learn-
ing loss among students despite the pandemic. In this vein, we explored school teachers’
choice of teaching strategies with digital media during lockdown, focusing on various
levels of active engagement the teachers aimed at.
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The ICAP framework [1, 2] specifies four modes of cognitive engagement in the
learning process. In the passive (P) mode, students only receive information without
performing any other visible learning activities. An example of passive engagement
during learningwith digital media is watching a PowerPoint presentation [6]. In contrast,
students in active (A)mode not only receive information, but alsomanipulate the learning
material. This means that they actively engage with the material physically or mentally.
For example, highlighting text fragments from online documents that are most relevant
for a specific task can be regarded as active engagement [6].Constructive (C) engagement
comprises students generating ideas that go beyond the learningmaterial. An assignment
may ask students learning with a simulation to generate hypotheses that they would test
in a next step [6]. In the interactive (I) mode, students interact with peers, parents, or
teachers while learning. This can occur, for example, when students create tutorials on
a given topic [6].

Research has demonstrated that the mode of engagement impacts both the learning
process and the academic achievement. The higher the mode of engagement, ascending
frompassive to active, constructive, and interactive, the higher the academic achievement
[2, 8]. Moreover, the use of digital media has a significant, low to medium positive effect
on academic achievement – again increasing from the passive to the interactive mode of
engagement [6]. Contextual factors generally influence the actual use of digital media, as
Sailer, Schultz-Pernice, and Fischer [6] propose in their C�model. Accordingly, teachers
are influenced by their qualifications, their media-related competencies (knowledge,
skills, attitudes), and by various characteristics of the school where they work. The
technological equipment can also have a moderating influence on the use of digital
media. Finally, students’ knowledge, skills, and attitudes, can influence teachers’ choice
of teaching strategies by affecting how students engage with learning materials [6]. In
this sense, the C� model integrates the ICAP framework such that all factors impact the
nature of cognitive engagement.

In addition, the stages of instructional models are decisive for the choice of teaching
goals and strategies. One way to do this is through Slavin’s [7] description of the direct
instruction stages. Accordingly, the first stage is stating learning objectives and orienting
students to the lesson. The teacher describes what the students will be learning and
stimulates their interest for the lesson topic. Review prerequisitesmeans that the teacher
gets an overview of the students’ prior knowledge and activates it. In the next step, the
teacher presents new material to the students in different ways (e.g., links to websites).
The stage of providing independent practice builds upon the newmaterial of the previous
stage and involves students completing tasks related to the content. Finally, the teacher
assesses student performance, and provides feedback. The definition of these stages
implicitly specifies teaching goals for the learning activity, which can be, for example,
the activation of prior knowledge while prerequisites are reviewed. Findings imply that,
during the pandemic, teachers were less likely to use digital media as a learning tool to
support student learning and more likely to use it to present information to them [5].

While contextual and individual factors, and the stages of instructional models may
determine teaching goals at specific moments of teaching and learning, we still lack an
overarching understanding and practical guidelines for the choice of teaching strategies
throughout the teaching and learning process [3]. This gap in practice is even deeperwhen
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teaching at a distance with digital media, as required during the pandemic lockdown,
and when we emphasize the importance of active learning engagement in the sense of
ICAP.

2 Research Question

Addressing the gap in practice identified above, we examined the following research
question: How did teachers choose teaching strategies to support active, constructive
and interactive and therefore a higher level of student engagement during the Covid-19
pandemic?

3 Methods

Eight teachers (N = 8, 4 female and 4 male) from different types of secondary schools
from a large German city participated in the study. Two of them taught STEM subjects
(science, technology, engineering, mathematics) and three of them taught non-STEM
subjects, such as German, foreign languages, social sciences, arts, religion, philoso-
phy, and ethics. In addition, three teachers from general secondary schools participated
who often taught all subjects. The teachers had varying levels of experience with using
digital media in the classroom (2 to 14 years), mostly explained by varying lengths of
teaching tenure. Semi-structured interviews were conducted via video chat. The inter-
views started with a description of the ICAP framework so that it could be addressed
in the discussions during the interview. Afterwards, the teachers were asked how they
had chosen their teaching strategies for each mode of engagement (active, constructive
and interactive) in both face-to-face and online teaching. After teachers described their
teaching strategies, the interview was concluded with general closing and organizational
questions about the interview topic. The interviews took between 62 min and 112 min.
The interview transcriptions were analyzed using thematic content analysis applying
Mayring’s [4] specifications on content structuring, which enabled assigning the teach-
ing strategies choice criteria at one of the ICAP levels. During the data analysis using
deductive category application, inductive categories were formed if the developed cate-
gories were not sufficient to explain thematerial [4]. This resulted in a total number of 19
categories. Data analysis was performed by two researchers. For this purpose, training
was conductedwith a transcript, then discrepancieswere discussed and the description of
the category scheme was adjusted. The inter-rater reliability was not calculated because
the assigned categories were subsequently discussed for the entire data analysis.

4 Results

4.1 Teaching Strategies to Support Active Engagement

The majority of the interviewed teachers used internet-based apps and websites to pro-
vide independent practice, assess performance and provide feedback. They regarded
the available technical equipment as an important criterion for this choice, both in the
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classroom and online. Further criteria were the usability of the used tools, apps’ data
protection compliance, and teachers’ effort to install the apps before the class. Five
teachers used websites with hypertext and tutorials. A teacher explained that, due to
her design, one computer was sufficient. For bring-your-own-device (BYOD) scenarios,
two requirements were described as essential: students’ computers needed enough data
capacity to display images, and students’ research on the internet to appear responsible.
To present new material to the students, mainly video tutorials with follow up taskswere
used, which were available online or created by the teachers themselves. One teacher felt
that simple language was important to convey the learning material in an understand-
able way. Also, students’ current knowledge was essential when creating more detailed
work assignments. All teachers described the possibility of using videos not only to
present new material to the students, but also to state learning objectives and provide
students with orientation aids within the lesson. Online quiz tools were used in a vari-
ety of stages in online as well as in classroom teaching to state learning objectives and
support students’ orientation within the lesson, to review prerequisites, to provide inde-
pendent practice, to assess performance, and to provide feedback. It was important that
the student’s devices had sufficient mobile data limits. Thus, the teacher conducted these
at the beginning of a month. Two teachers used digital dictionaries (e.g., Latein.me; the
iOS app “Lexicon” or “Dictionary” preinstalled on iOS systems) in assignments so that
students could look up the meaning of required words. In BYOD scenarios, in the expe-
rience of only one of the two teachers, the use was in principle possible for all students
due to the small amount of data transferred. Two teachers used augmented reality apps
(e.g., JigSpace, GeoGebra Augmented Reality) to present new material to the students
and for providing independent practice. This allowed students to explore the individual
parts of a skeleton projected into a room and how a microphone works, but also to lay
out planes in geometry in the classroom.

4.2 Teaching Strategies to Support Constructive Engagement

Four teachers indicated that video tutorials with follow up tasks created by themselves or
available online supported not only active engagement but also constructive engagement
through appropriate tasks. This strategy was mainly used to present new material to
students so that they could work out differences between two versions of the Macarena
song, for example. However, this type of taskwas also described as suitable for providing
independent practice, for example by transferring the knowledge conveyed in the video
to answer questions about an interactive city tour. Two teachers indicated presentation
programs as a way for students to prepare visual content. One teacher stated she used
presentation programs and comic apps for providing independent practice, while the
second teacher considered this task suitable for iPad classes in which enough iPads
were available. Wikis and the design of a book cover with information from a book
were each described as further possibilities that could be used for providing independent
practice. Playful programming platforms (e.g., Scratch) were described as possible tools
that introduce students to programming languages, and therefore provide independent
practice, as well. According to a teacher, students’ diverse cognitive requirements could
be addressed using additional tasks for skilled students. Instead of merely playing a
quiz with the students, two teachers had the students create a quiz. The task to create
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videos could be used to provide independent practice so that students could, for instance,
analyze the purchasing behavior of consumers through video interviews in a shopping
mall. Students’ technical equipment in online classes needed to be available for them
so that they were able to create videos. The tasks also needed to be adapted to the
technical equipment of the students, some of whom had to use the small display of
the smartphone. One teacher mentioned students’ creating podcasts, raps, and songs
as independent practice, such as practicing a foreign language or summarizing learning
material. One teacher mentioned that the students need to have the knowledge of how
to use these tools.

4.3 Teaching Strategies to Support Interactive Engagement

Of the total of five teachers who conducted group discussions via video chat, three stated
that they used them to provide independent practice so that students could interactively
discuss learning content. Partially, it was necessary for the students to have technical
equipment at home that allowed them to participate in videoconferences. In addition, in
one case, this type of learning was prevented by the limitations of the Microsoft Teams
platform used, which did not yet allow breakout sessions at the time of the survey.
School conditions played a role as use of Zoom was not supported, hence there were
no breakout sessions to use. In particular, students in the lower grades did not yet have
the skills necessary to participate in group discussions independently. Four teachers
regarded video creation was seen as a learning activity that could be done in groups,
especially as independent practice. In addition, the technical equipment in the classroom
(e.g., presence of a sufficient number of iPads which were used to create the videos)
and the students’ knowledge of how to use the software must be given. Collaborative
writing tools (e.g., Etherpad) were used in that students worked together to create a text
document related to the lesson content as independent practice. One influencing factor
was the school subject, as for examplemathematical aspects could not be elaborated well
with collaborative writing tools. Possible tasks depended on the cognitive prerequisites
of the students, because they primarily needed to be able to handle the application for
the learning activity to be successful, but differentiation tasks could also be set.

5 Discussion and Conclusions

In this studywe investigated school teachers’ choice teaching strategies to support active,
constructive and interactive student engagement. Several theories describe influential
factors, like media-related competencies (knowledge, skills, attitudes) [6] or the stages
of instruction, like providing independent practice or present new material [7]. The
teacherswe interviewed described some of their strategies to support student engagement
in education with digital media.

The use of apps in which tasks could be completed, quizzes could be worked on, or
research could be conducted, was a representative example how active student engage-
ment could be generated. Active engagement was used for several stages described by
Slavin [7]. Prerequisites, such as the technical equipment availability (including the
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availability of mobile data) of the students and the teachers required for implementa-
tion, played a central role [6]. The interviews showed that, in principle, one device per
classroom can be sufficient to implement digital teaching strategies. It can be deduced
from this that the teaching strategies can be adapted to the available resources.

As Sailer, Schultz-Pernice, and Fischer [6] explained, digital media can be used
well for students’ creative work for a constructive mode of engagement. This picture
was also evident in the teachers’ responses, who mentioned, for example, digital text
editing, work with programming platforms, creation of videos or audios by the students
for constructive engagement. Constructive engagement was reported by teachers to be
used primarily to provide independent practice and to present new material. Similar to
active engagement, the technical equipment of the students and teachers, but also the
cognitive preconditions, of the students were most often seen as crucial for the planning
of the learning activities.

Some learning activities with a constructive mode of engagement can be transferred
to the interactive level by creating videos in groups. In addition, already highlighted
possibilities in the literature, such as online discussions or collaborative text processing
[6], are also used for (online) teaching. In the descriptions on interactive learning, it was
noticeable that creative work with media, as for constructive engagement, was mostly
used to provide independent practice. But here, too, other factors played a role, such as
the school conditions or the school subject, which entails certain restrictions.

In addition to the overview of media-based teaching strategies, it could be concluded
from the results that the ICAP framework is suitable as a lesson planning tool for teachers.
First, there is a rough idea of a method on one of the ICAP levels. Considering different
prerequisites or criteria, this can be concretized by choosing a learning activity and
technology. Whether such an approach can be used successfully, will be established in
future studies.

The ICAP framework can also be used to classify educational technologies according
to the highest possible level of learning activity that can be achieved with a particular
technology or in a particular learning environment [1, 2]. For media education purposes,
this would provide a more detailed taxonomy – for example more detailed than the
C� model, where the ICAP framework was included but the functions of media in the
classroom were not included [6]. If their model, especially the distinction of the four
modes of engagement defined in the ICAP framework, was complemented by functions
of media derived from [7], like providing independent practice or present new material
it could be a step forward for media didactics (easier and more precise design of media-
based instruction and corresponding learning environments. For example, collaborative
writing tools could be categorized on amatrix as interactive and as providing independent
practice. Instead of a specific guideline such a matrix could be used as an aid in deciding
for or against certain digital equipment or teaching strategies.

A limiting factor of the present study is that all the interviewed teachers were unfa-
miliarwith the ICAP framework. The beginning of each interviewwas a short description
of the ICAP framework with the aim of being able to refer to it directly in the inter-
view, but due to the lack of internalization of this knowledge, the teachers could not
always refer specifically to the respective level and often jumped between them. This
made it difficult to clearly assign the individual activities mentioned to the stages of the
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ICAP framework, which is why individual decisions were discussed at length during
the evaluation. Further research may be able to directly address the ICAP framework in
interviews, when teachers already know about it and used it for their teaching. Because
teachers did not refer specifically to the respective level, it appears that the choice of
these different types of engagement were not intentional. Rather, it seemed to be the
conditional or target factors that influenced the type of digital media used and thus the
stage of the ICAP framework. Nevertheless, this work provides some suggestions for
future uses of digital media and how high-quality instruction can be conducted with
them.
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Abstract. This paper investigates how to provide novice programmers
with feedback about their learning process including hints and expla-
nations to improve their learning. The aim is to improve the feedback
effectiveness and perceived utility by making it more meaningful through
the use of explanations. Our proposals were implemented in the context
of computer science education and an experiment was conducted to eval-
uate the effect of explainable feedback on changes in learners’ strategies,
performance and perceptions. The first results of this experiment show
no significant effect of process and self-regulation feedback (explained or
not) on students’ strategies or learning outcomes. Also, we conducted a
qualitative analysis that allowed us to propose a series of recommenda-
tions for stakeholders exploring feedback explainability.

Keywords: Feedback · Explainability · Computer science education

1 Introduction

Technology-Enhanced Learning (TEL) environments offer the opportunity to
provide learners with automated feedback on the basis of the data collected by
these environments. However, prior works showed that designing feedback is very
complex, as the best type of feedback to provide to students depends on many
variables including their age, ability and the learning environment [12]. When
addressing computer science education, most of the work studying automated
feedback focuses on the task level [8] even if feedback on learning strategies is
one of the most effective type of feedback [13]. Moreover, the way in which data
is used to design the feedback is not explained to the end-user [5].

In this paper we are interested in the possibility of introducing the notion
of explainability into automatically generated feedback. We believe that the
models used for feedback generation can be exploited to provide personalised
explanations that will promote the acceptability of the virtual environment.
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The next section presents a state of the art on feedback in (computer) educa-
tion, and introduces the notion of explainable feedback. Section 3 and 4 respec-
tively describe and evaluate our proposal for a process and self-regulation feed-
back enhanced by explanations. We then discuss the results in Sect. 5 before
concluding and exposing future directions for explainable feedback.

2 State of the Art

2.1 Feedback in Education and Computer Science Education

In 2007, Hattie and Timperley defined feedback as “information provided by an
agent (e.g., teacher, parent, peer) about an individual’s performance or under-
standing” [6, p. 102]. According to their model, the purpose of feedback is to
“reduce discrepancies between current understandings and performance and a
goal” [6, p. 86]. Thus, they classify feedback into several levels: Task level
feedback indicates whether a specific task has been well accomplished or under-
stood; Process level feedback gives feedback on the resolution strategies that
have been used by the learner; Self-regulation level feedback focuses on learn-
ers’ regulation of their strategies; Self level feedback consists of feedback on the
learner but not on the task itself.

The results of Hattie and Timperley, revised by a meta-analysis in 2020 [13],
highlighted that feedback should contain high-level explanations, i.e., why errors
were made and how to avoid them, rather than simply stating that errors were
made. It is also desirable to provide learners with personalised feedback. TEL
environments offer interesting perspectives on this issue, with the possibility to
exploit learning analytics to automate and personalise the feedback provided to
learners [11]. In 2018, Keuning et al. used a framework by Narciss [10] to propose
a literature review on automated feedback for computer science education [7].
This review compared the types of feedback provided by 101 tools supporting
novice programmers. The results showed that most of the tools consider the task
level (i.e. feedback on “Knowledge about Mistakes”). Out of the 101 tools, only
one offered “Knowledge about Meta-Cognition” type feedback.

2.2 Feedback and Explainability

The recent development of artificial intelligence and machine learning raised the
need for explainability. The aim of eXplainable Artificial Intelligence (xAI) is to
increase the transparency of a system as well as the confidence of users in this
system [9]. Research on explainability has until now mostly targeted experts in
artificial intelligence, and studies exploring explanations intended for education
stakeholders are scarce [5]. Conati et al. offer explanations on suggestions given
by an ITS about how and why the AI reached that suggestion [5]. A recent paper
from Afzaal et al. also presented an explainable ML approach for generating
explanations [1], using a predictive model for students’ academic performance
on the basis of some student features collected in a learning management system.
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Limitations of Sect. 2.1, combined with the recent advances in the field of explain-
ability, motivate our overall objective to advance the field of explainable feedback
for computer science education. The two following research questions will guide
the remaining of the document: RQ1: How to design explainable process and
self-regulation feedback for novice programmers that can be automatically gener-
ated? RQ2: What is the impact of this type of feedback on students’ behaviour,
performance, and perception of the feedback?

3 Design of High-Level Explainable Feedback

This section tries to bring an answer to RQ1 by proposing an elaborated feedback
in the context of learning programming. Before developing our proposals, we
present the learning platform from which the feedback is generated.

Lab4CE. Our proposals are based on a virtual and remote laboratory called
Lab4CE [4]. Lab4CE is a web-based environment that uses virtualisation tech-
nologies to provide each learner with virtual machines. Students can log into
the platform and enter commands via a web terminal to propose solutions to
the given problems. As each interaction between learners and the platform is
recorded as an xAPI statement, automatic analysis of the tasks performed by
learners can be designed to provide them with additional intelligent features.

Proposals for Explainable Feedback. On the basis of the data collected on
Lab4CE, we proposed in prior works an unsupervised machine learning approach
to automatically classify students into different programming profiles based on
features describing their programming activity [3]. The features used by the
clustering algorithm include the number of code submissions, the average time
between two submissions, the average number of changes within the source code
between two submissions and the percentage of submissions with syntactical
errors. As a result, learners’ behaviours are classified in one of the three clusters
identified by the algorithm. The best academic performance are achieved for
students in Cluster 3, then Cluster 2, and finally Cluster 1. The objective of our
explainable feedback is to provide learners with the diagnosis of the clustering
algorithm so that they can be aware of the programming strategies they adopted
and guide them towards better learning strategies. To achieve this objective,
we focused on the process and self-regulation levels of feedback and combined
Afzaal’s approach [1] to expose learners to some features of the clustering algo-
rithm, with Conati’s approach to provide hints and advice to help improve the
exposed features.

Explainable Feedback Content. The personalised explainable feedback is
composed of three main parts: a process level diagnosis about how students
behaved during past sessions; an explanation on why they were diagnosed with
this behaviour; a self-regulation hint to improve the learning strategy. Figure 1
illustrates an example of feedback provided to a student during the experiment.



Explainable Feedback for Novice Programmers 517

Fig. 1. Example of an explainable feedback provided to a student

4 Methods

We present in this section the experiment we set up to answer RQ2. Especially,
the experiment was designed to assess the impact of feedback with explana-
tions about the diagnosis versus feedback without explanations, on students’
behaviour, performance, and perception of feedback.

4.1 Tools and Experimental Setting

The experiment took place in higher education for 5 weeks, in a Shell pro-
gramming course, with 155 first-year students. They had a weekly 90-minutes
face-to-face lab session on Lab4CE with one teacher, and the platform was also
accessible online throughout the experiment. From the second week onwards,
logs from Lab4CE were extracted the day before each lab session so that stu-
dents were classified in one of the clusters 1, 2 or 3 (see Sect. 3). The profiles were
then used to provide students with feedback. To study the impact of explana-
tions, we created three comparable groups of students in terms of programming
level. The group with explanations was provided with a feedback comprising
the diagnosis, the explanations, and the hints. The group without explanations
received the diagnosis and the hints only. The control group was exposed to a
short text about the topics studied during the coming lab session.

4.2 Data Analysis

Our second research question is interested in the impact of the feedback on
students’ behaviour, performance, and perception of the feedback.
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The behavioural perspective was assessed using the data from Lab4CE. We
studied students’ behavioural trajectories over the weeks by analysing their
moves from one cluster to another, and we analysed the evolution of the features
composing the clusters (see Sect. 3). For each feature (the dependent variable),
we applied a mixed ANOVA for each type of feedback (the factor) and repeated
the measures each week.

To evaluate the impact of the different types of feedback on students’ per-
formance, we collected grades obtained by students at the practical exam after
the experiment, and we performed a one-way ANOVA with the grades as the
dependent variable, and the type of feedback as the factor.

The perception of the feedback was evaluated with the questionnaire deliv-
ered to the students. It consisted of 7-level Likert items and open-ended ques-
tions. The items were about the students’ satisfaction, understanding and per-
ceived utility of the feedback, and the open-ended question asked students for
suggestions or comments regarding the explanations. We collected 138 answers.
One-way ANOVA was applied to compare the answers between the three exper-
imental groups. Two months after the experiment, we also set up and recorded
a 60-minutes focus group with 10 students involved in the experiment, in order
to collect students’ opinions and ideas about the form of the feedback and the
content of the explanations. The focus group recording was analysed along with
the answers to the open-ended question to help interpreting the quantitative
data, but also to identify new avenues for feedback improvements in Lab4CE.

5 Results and Discussion

5.1 Results

The analysis were conducted on students who attended all face-to-face lab ses-
sions, as we considered that missing data for a week or more would lead to
unreliable results. The data set thus comprises data from 29 students of the
control group, 26 students of the group without explanations, and 29 students
of the group with explanations.

The statistics about students’ changes of behaviour (i.e. evolution of the
features composing the clusters) and performance at the final practical exam
were not significant as the p-value was greater than .05 for all post-hoc tests.
The 3 experimental groups also did not answer significantly differently to the
Likert-scale evaluations of feedback and to the questionnaire, for either perceived
usefulness or satisfaction with feedback. Regarding students’ understanding of
the feedback, results showed that the group without explanations reported a
greater understanding of feedback (Mean = 5.17, SD = 1.40) than the group
with explanations (Mean = 4.24, SD = 1.71) and the control group (Mean =
4.85, SD = 1.44).

The open-ended questions in the questionnaire and the focus group provided
interesting insights from the students on different topics. Regarding the feedback
design, students were not bothered by the fact that the feedback was in the form
of a popup. Inputs from students about the feedback content can be grouped
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into two main areas: the need for a baseline, and the need for greater precision.
They would have liked the statistics to be presented together with a reference
to allow them to better make sense of the figures provided. They also felt that
the advice given was “too broad” and therefore too difficult to apply. Regarding
the timing, students liked the fact that the feedback was given at the beginning
of each session, because it “helped to set a goal for the session”.

5.2 Discussion and Implications

Discussion. Regarding RQ2, our results show no impact of our high-level feed-
back on students’ programming behaviour and performance. The lower students’
perceived understanding of feedback with explanations might be due to the
higher cognitive load required by explanations to fully read and understand
the whole feedback. This hypothesis is confirmed by the focus group, where
some students stated that when the explanations are “too long”, they become
“tiring to read”. Additionally, some students said that receiving statistics of dif-
ferent types was confusing, and were not sure how to interpret the features. For
instance, those who did not read carefully the hint thought that they had to
decrease the time between submissions.

Implications for Research. Our works allow for recommendations about
the process of designing explainable feedback intended for novice programmers.
First, explanations should include small pieces of information that are similar
in terms of semantics and should not comprise words or sentences with opposite
meaning in order to ease their understanding by students. Second, explanations
should be provided with other information such as baselines regarding the fea-
tures from the intelligent mechanism. Third, the diagnosis and hints should be
displayed at first sight, whereas the explanations should be hidden but quickly
accessible. Fourth, in order to avoid persistent epistemic emotions such as con-
fusion promoting learner frustration or boredom [2], some features should not be
presented to learners or they should be presented in a positive fashion. Despite
these recommendations, other aspects of explainable feedback still have to be
investigated. More empirical studies are required to find a balance between util-
ity and ease of understanding of explanations.

6 Conclusion and Future Directions

The work presented in this paper is, according to our knowledge, one of the
first contributions that attempt to provide process and self-regulation feedback
to novice programmers. Results do not show a significant positive impact of
(explainable) feedback on students’ learning behaviour or performance, but do
not reveal any negative impact either. The mixed methods we used to assess
our proposals, and especially the qualitative analysis, resulted in a series of
recommendations for research exploring feedback explainability.
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Providing learners with explainable feedback at the resolution strategy level
is much more complex than designing task level interventions. The outcomes of
the focus group emphasised the need for consideration of inter-individual differ-
ences at the cognitive level (e.g., knowledge, skills) when designing explanations.
Also, the intra-individual level that influences the subjective cognitive effort [14]
could be another avenue for research. These point to the need for further joined
research efforts exploring what information can be used to automatically gen-
erate explainable feedback that is fully responsive to the needs of learners, and
emphasises the call for interdisciplinary research with social sciences already
expressed by the research community.
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Abstract. Teacher orchestration of technology-enhanced learning has received
increasing attention as a factor for enhancing students’ learning gains. However,
a limited number of studies have investigated the impact of learning settings on
teachers’ orchestration actions. In this paper, we considered two different settings
of computer-supported collaborative learning (CSCL) activities, namely online
and in-class, and studied their influence on teachers’ orchestration actions. Data
was collected fromfive sessions for each setting. The findings indicated that during
the in-class sessions there were more teacher-individual interactions, announce-
ments, checking participation/responses tabs, and dashboard interventions con-
ducted by the teacher. In the online setting, however, more teacher-class inter-
actions occurred when compared to the in-class setting. The implications of this
study and its continuation are related to the consideration of the learning setting
in the design, redesign, and evaluation processes of orchestration technologies.

Keywords: Computer-supported collaborative learning · Orchestration ·
Dashboards · Teacher support tools

1 Introduction

The term “orchestration” has been used in Education to describe the real-time manage-
ment ofmultiple classroomactivities, various learning processes and involving numerous
teaching actions [1]. In technology-enhanced learning, orchestration technologies are the
digital tools that support teachers in the orchestration of complex learning activities [2].
Such tools have been especially proposed to support teachers in orchestrating student
collaboration across learning flows, in the sense of guiding, the managing and coordi-
nating, activity sequences, group formation, resource distribution, etc. [3]. In alignment
with the concept of orchestration technologies, the field of Computer-Supported Collab-
orative Learning (CSCL) studies the use digital tools to design and deploy collaborative
learning activities [4]. In this context, teacher orchestration refers to three dimensions of
a distributed CSCL environment: cognitive (e.g., regulating individual, small-group and
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class-wide interactions), pedagogical (e.g., real-time adaptation of the designed activ-
ities to the classroom needs), and technological (e.g., management of the transactions
between software components) [5].

Orchestration technologies are being mostly designed for classroom, with the most
salient part of the scenario occurring face-to-face [1]. Thus, the implementation of CSCL
activities in fully online environments can be challenging for teachers and students
at both levels, educationally and technologically. Several studies have discussed the
difficulties the students face when performing online collaborative activities [e.g., 6, 7].
Major challenges include ineffective communication, conflict among group members,
and negative behavior toward group work [6]. Less attention has been paid to understand
how teachers’ orchestration actions differ across different learning settings, e.g., in-class
and online setting.

Therefore, in this paper we explore the teacher’s orchestration actions in two settings
namely in-class and online in the use of PyramidApp [8], a web-based tool that allows
teachers to deploy Pyramid collaborative learning flow pattern based scripted collabo-
rative learning activities. PyramidApp consists of an authoring space which facilitates
activity authoring, activity enactment space for students and a teacher-facing dashboard
that provides orchestration support, e.g., information about students’ activity participa-
tion as well as functionalities to adapt the flow of script in real-time. The activity flow
is as follows: First students require to provide an individual option to a given task. Then
they join in small groups and later in larger groups to discuss and improve individual
options and to reach a consensus at the end of the activity.

We analyzed data collected from a single teacher across ten sessions, five of which
were online andfive in-class.Weused amixed-methods approach to answer the following
research question:Towhat extent do the teacher orchestration actions differ in online ses-
sions when compared to in-class sessions of computer-supported-collaborative-learning
activities?

We posit that the contribution of this study, as a work in progress, to the field of
technology-enhanced learning would advance the examination of how different learning
settings, i.e., online and in-class, influence teachers’ orchestration actions which could
also help us to explain better the orchestration load experienced by the teachers in future
studies.

The rest of the paper is structured as follows. In Sect. 2, describes the provides
methodology followed to answer the research question. In Sect. 3, presents study findings
and lastly Sect. 4, discuss the results, limitations, and future work.

2 Method

2.1 Data Collection

A female teacher from a public university in Spain has participated in this study. She
had over 17 years of teaching experience and had previous experience in authoring and
orchestrating CSCL activities. The main criteria for selecting the participant were the
existence of teaching experience, prior knowledge, and experience in using PyramidApp
in both online and in-class settings. The teacher conducted ten Pyramid activities five of
which were online and the other five were in-class sessions.
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Fig. 1. Teacher-facing dashboard used by the teacher.

Datawas collected through capturing audio data from each session, screen- recording
the teacher-facing dashboard (see Fig. 1) and taking observation notes while the teacher
was orchestrating the activity. Moreover, the log data that indicated the relevant details
were extracted from the PyramidApp database (e.g., the number of students participated
in the activity, duration of the task, the task given for each session and the actions taken
by the teacher in the dashboard). The screen and audio recordings, the observations
notes, and the log data were analyzed to explore how teacher’s orchestration actions
differ in two settings (i.e., Online and In-class) using PyramidApp tool.

The tasks for the five online sessions were the same as those for the five in-class.
However, the design of each collaborative learning activity differed depending on the
teacher’s requirements for conducting CSCL activities in each session. Table 1 presents
the tasks given by the teacher and the number of students who participated in each
session. In addition, tasks A and B were conducted in an undergraduate class and tasks
C andDwere conducted in amaster class. TaskBwas used in four sessions (i.e., Online1,
In-class1, Online2 and In-class2), while each of the other three tasks were used in two
sessions (i.e., Online1 and In-class1). Each activity lasted around 9 to 19 min.

Table 1. A Summary of Collaborative-Learning Activities Conducted".

Task given to students Sessions by condition and number of
students

Online1 Online2 In-class1 In-class2

Task A. Identify and explain three errors in the
shown servlet, which aims to implement a change in
its behavior depending on the web page from which it
is linked to:

15 – 8 –

Task B. Analyze a scenario to identify
non-functional requirements

15 16 8 11

Task C. Which factors should be considered when
considering the implementation of learning analytics?

16 – 14 –

Task D. List differences between a LMS and MOOC
platform

15 – 15 –
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2.2 Coding Teacher’s Orchestration Actions

To be able to answer the research question, we analyzed orchestration actions of the
teacher across the ten sessions. Teacher’s orchestration actions were coded following
a coding scheme defined in [9]. This coding scheme includes six codes as follows: 1)
Teacher-individual interaction 2) Teacher class interaction 3) Announcements to class
4)Check responses tab 5)Check participation tab and 6)Dashboard interventions.More
details about the codes are presented in Table 2.

Table 2. Codes defined to describe teacher’s actions.

Codes Actions

Teacher-individual interaction Teacher responds to specific questions asked by individual
students

Teacher class interaction Interactions between teachers and the whole class (i.e., teacher
requests information from the class, debriefs the final answers,
provides directions to the class about how to use the tool and
perform the given task)

Announcements to class Teacher makes announcements to the class (i.e., time
remaining for the activity and phase transitions of the script)

Check responses tab This code describes actions of the teacher in the dashboard
(i.e., scrolling answers received from individual students and
the highly rated answers at the group level)

Check participation tab This code describes actions of the teacher in the dashboard
(i.e., checking information related to satisfactory and
unsatisfactory voting participation of groups, opening a group
box, and scrolling the chat messages posted by the students
and the new option formulated)

Dashboard interventions Summarizes dashboard interventions by the teacher (i.e., use
of Next Level, Increase Time, End and Pause buttons in the
dashboard)

3 Findings

This section presents the results obtained after the analysis of ten sessions distributed to
four collaborative learning tasks. We compare the number of teacher’s actions in each
task of both settings (i.e., Online and In-class). Figure 2 shows two graphs, one for
the actions taken during the online sessions and one for the actions taken during the
in-class sessions. Then we present and compare the aggregated actions for all the tasks
in different settings. (Table 3).

As shown in Fig. 2, in all tasks there were differences in the teacher-individual inter-
action. The individual students interacted more with the teacher in the in-class sessions
when compared to the online sessions. In tasks A and D, the teacher conducted more
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Fig. 2. Teacher’s actions in both online and in-class settings.

class interactions in the online sessions.Moreover, actions from announcements to class,
check responses tab, check participation tab and dashboard interventions occurred more
in the in-class sessions than in the online. Task B was used in two different sessions.
The first one (i.e., Online1 and In-class1), actions such as teacher class interaction,
announcements to class, check responses tab and dashboard interventions occurred
more in online sessions. However, check participation tab actions occur more in in-class
sessions. The second session (i.e., Online2 and In-class2), the teachers conducted more
class interactions and checked the responses tab in the online session. The number of
announcements to the class were the same in the online and in-class sessions. In addi-
tion, the teacher conducted more dashboard interventions during in-class sessions when
compared to the online sessions. In task C, the teacher interacted with the class andmade
more announcements in online sessions when compared to the in-class sessions, while
actions from check response/participation tabs and dashboard intervention happened
more in in-class sessions.

Table 3 shows the difference between aggregated actions of each code in the two
settings. The findings show that during the in-class setting there were more teacher-
individual interactions, announcements, check responses tab, check participation tab
and dashboard interventions. In the online setting, however, the teachers conducted
more class interactions and fewer individual interactions when compared to the in-class
context (Table 3). It is also interesting that the teacher was not using less the monitoring
features of the classroom in the In-class condition, but the contrary. Differences in the
number of times that the teacher decided to check student participation are substantial.
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Table 3. Teacher’s actions in all online sessions and all in-class sessions.

Actions Online In-class

Teacher-individual interaction 0 15

Teacher class interaction 45 23

Announcements to class 21 25

Check responses tab 22 29

Check participation tab 21 49

Dashboard interventions 12 21

Total 121 162

Average 20 27

4 Discussion and Future Work

Teacher-individual interactions occurred less often in the online sessions, even though
there were more participants in this setting (n = 77) than in the in-class sessions (n
= 56). The lack of interactions with individual students might indicate less workload
to the teacher. This might be due to a communication issue connected to the students’
willingness to raise questions during online sessions, which is consistent with the lit-
erature suggesting that communication has shown to be the biggest challenge in online
collaboration. [6]. Also, we assume that the number of teacher-class interactions in the
online setting indicates the need for more explanations about how to use the facilitating
CSCL tool when compared to the same interactions in the in-class setting. Most of the
actions in this category (31 out of 45 in the online setting, and 20 out of 23 in the in-class)
were technology-related, i.e., the teacher is giving directions to the students about the
use of the facilitating tool. To further investigate such assumptions in the future, we
are working on analyzing the students’ performance during online and in-class sessions
(e.g., the total number of students who completed the task in each session, quality of
their outcomes).

The data collected for this study is limited due to the criteria of data collection, and
the differences between learning designs across sessions. More data will be collected in
the future from other teachers who taught the same course to enable for more in-depth
analysis and generalizable findings.

The implications of this study and its continuation are related to the consideration of
the learning environment in the design, redesign, and evaluation processes of orchestra-
tion technologies, and how they can impact the teacher orchestration load as well as the
student learning and collaboration. This ongoing research would also further the inves-
tigation of how orchestration tools could facilitate teachers to regulated CSCL activities
in different settings. It can be of interest to practitioners who teach in distance, online
and hybrid settings and other stakeholders in the wider TEL field.
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Abstract. The COVID-19 pandemic substantively impacted educa-
tional processes and posed urgent questions regarding how teachers can
adapt their practices to create supportive learning communities in online
environments. The purpose of this study was to understand how teach-
ers provided dialogic feedback using technologies to create learning com-
munities despite the unexpected switch to online learning during the
COVID-19 lockdowns. Ten pre-service teachers and six in-service teach-
ers were interviewed to understand their experiences using technology-
assisted feedback during the COVID-19 lockdowns. Our findings show
that the focus of feedback shifted during the pandemic. Over time, both
teachers and students became more comfortable navigating online envi-
ronments, going from self-level feedback that provided little support for
learning to using technologies in innovative ways to create opportuni-
ties for dialogue around feedback and learning. We provide directions
for future research and suggestions on how these findings can inform the
creation of teacher training opportunities.

Keywords: Dialogic feedback · Technology-enhanced feedback ·
Learning communities · COVID-19

1 Introduction

The COVID-19 pandemic disrupted educational activities around the world,
forcing educational institutions to adopt online learning and posing urgent ques-
tions regarding how teachers can adapt their practice to online environments
and support students during this rapid change to teaching and learning. The
lockdowns associated with the pandemic forced teachers to re-imagine how they
related to students, including how they used feedback to establish dialogue about
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learning with their students and provide them with support to engage with their
learning process and adapt to the new online learning environments. One of the
ways in which teachers can do this is through dialogic feedback, which helps stu-
dents develop feedback literacy - the practices, skills and attributes that allow
students to understand and use the feedback they receive [8].

This type of literacy needs to be cultivated and developed, which means
that teachers need to develop their own feedback literacy to nurture the skills
needed to design and manage environments that enable students to develop feed-
back literacy and create the conditions for dialogue around feedback [3]. They
can achieve this by incorporating feedback literacy into their class design and
by using dialogue to clarify feedback and set expectations for students [2]. Dia-
logue also fosters interactions and helps build relationships between students and
teachers, and is an essential factor in creating a sense of psychological closeness
in online environments, where there are limited opportunities for students and
teachers to interact with each other [9]. This is especially important in the con-
text of the COVID-19 lockdowns, when opportunities for in-person interaction
were virtually nonexistent.

Research has found that the creative use of technologies also helps develop a
sense of closeness between teachers and students and foster relationships between
them. Ryan et al. [7], for example, found multimedia feedback much more effec-
tive than text-only, with video feedback and screencasts being better than audio
feedback because they conveyed richer information and non-verbal cues to help
students understand feedback.

However, teacher training has not kept up with the use of new technologies,
and teachers are seldom trained in the pedagogy of applying technologies to
provide feedback and create learning communities [6]. This became particularly
evident during the pandemic, as teachers struggled to move their classes and
materials online with little preparation or training [4].

The purpose of this study was therefore to understand in-service and pre-
service teachers’ experiences with using technology-enhanced feedback to create
learning communities and support their students during the COVID-19 lock-
downs. This will allow us to draw lessons from practices teachers employed dur-
ing the pandemic which could help inform future teacher training programs.

2 Methodology

Six in-service teachers were recruited through professional networks and ten pre-
service teachers were recruited from universities in Scotland and Australia known
for their teacher training programmes. The in-service teachers had an average
of 12 years’ experience, and the pre-service teachers had their first experiential
placement during the lockdowns.

Data was collected through interviews with in-service teachers and focus
groups with pre-service teachers. Given the busy schedule of in-service teachers,
one to one interviews were chosen for flexibility. Focus groups were chosen for
pre-service teachers because this format allowed them to support each other’s
responses given their shared experiences.
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Interview questions focused on how their feedback-giving practices changed
during the pandemic, the responses they received from students to the feedback
they had provided, their use of technology to provide students with feedback,
and the pros and cons of using technology-assisted feedback to connect with
students.

The interviews and focus groups were transcribed and coded using thematic
analysis. We identified two major themes related to teachers’ use of feedback
during the pandemic: the purpose of the feedback teachers gave to their students,
and the medium through which feedback was delivered.

The purposes of feedback were encouragement, engagement and feedback for
learning and revision. In our sample, feedback was delivered through multimedia,
written means, or verbally. An elaboration of these codes can be found in Table 1.

Table 1. Coding scheme.

Code Subcode Definition

Purpose of feedback Encouragement Feedback meant to motivate or
encourage students regardless of
performance

Engagement Feedback meant to elicit
engagement with students, not
necessarily task-related

Learning and revisions Feedback to help students monitor
their progress in relation to their
goals

Mode of feedback Multimedia feedback Using audio, video or other
multimedia to deliver feedback

Written feedback Feedback given through written
means

Verbal feedback Feedback given verbally in-person
or in synchronous virtual
environments

3 Results

Our results showed a shift in the mode and purpose of feedback during the pan-
demic. At the beginning of the pandemic, several participants reported providing
mostly encouraging feedback, which consisted of phrases such as ‘good job!’, ‘well
done!’ and ‘thank you!’ because they lacked experience with online teaching and
wanted to support student well-being by being encouraging. As one participant
put it: “even if it wasn’t maybe the best work or they hadn’t gotten that much
right on the answers, you didn’t say oh, try again, you’d just be like thanks for
engaging, like have a good weekend”. Pre-service teachers mentioned giving this
type of feedback more than in-service teachers (40% of their total utterances
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as opposed to 20% for in-service teachers), and mentioned lacked confidence in
their authority to provide feedback as one of the reasons: “I didn’t feel confident
giving them anything too super formal, but it was a lot of just like, just trying
to generally be encouraging”.

This ‘self-level feedback’ gives little or no information about the task [5], and
has been found to be detrimental to learning [1] because it takes away atten-
tion from the task. Participants reported wanting to learn skills to provide more
constructive feedback, pointing out that, despite their best intentions, encourag-
ing feedback did little to help with learning and students rarely participated in
online lessons in response to this type of feedback. One teacher specifically men-
tioned that “there’s nothing there for them to respond, there’s no expectation.
I mean I had to train them to look for the feedback for a start”.

As teachers began receiving training in using technologies and got more com-
fortable with online teaching, they started giving students feedback designed to
enhance learning and revision. One initial challenge was that teachers predom-
inantly used comment boxes on the learning management platforms to provide
feedback, a medium which has been found to be ineffective in helping students
understand and act on feedback [7]. Our participants remarked students did not
find these comments helpful and rarely took action based on them. One par-
ticipant even noted many students were not aware they had received feedback
or did not know how to find it on the learning platforms. This seems to indi-
cate students did not have sufficient feedback literacy to seek feedback, did not
have enough knowledge of the learning platforms to use them effectively, and/or
teachers did not have enough online feedback literacy to create an environment
where students would know where to find this feedback and how to use it. Pre-
service teachers especially struggled with this, as they received little training
and lacked confidence in their skills to experiment.

However, most participants did not limit themselves to giving feedback
through text boxes, especially during subsequent lockdowns when they’d had
an opportunity to upskill in the use of different technologies through training
offered by their institutions and through resource-sharing within their profes-
sional networks. Synchronous feedback delivered using videoconferencing soft-
ware was one of the tools teachers used to get students involved in their own
learning. Some teachers set up one-to-one sessions with their students or used
breakout rooms to divide their students into smaller groups so feedback could
be manageable and personalized. One in-service teacher mentioned that setting
one-to-one meetings using videoconferencing software meant that students “felt
valued, and I think that helped the engagement as well because they weren’t left
behind”. Another in-service teacher mentioned using the ‘share screen’ function
of the videoconferencing software to annotate and discuss students’ work. The
participant reported that this method of delivering feedback, also called screen-
casting, was very well-received by students, who began sharing their screens
without being prompted so they could receive feedback.

In-service teachers also turned to multimedia asynchronous feedback, record-
ing audio clips to give students specific feedback on their work. Multimedia feed-
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back tends to be considered more personal and more useful by students, given
that it can provide them with more verbal and non-verbal cues than written
feedback [7], and reduces the feeling of psychological distance between teachers
and students [9]. Our participants reported their students appreciated the verbal
and multimedia feedback, and it elicited a higher rate of responses from students
than feedback given through comment boxes. One participant mentioned that
the students thanked them for providing audio feedback, as “it was very per-
sonalised and they were able to work on, like again, how do they improve it”.
Another participant mentioned that their students specifically requested more
video feedback, as “being able to do something like that for their learning, for
feedback, especially the personalised ones, they were just really good” because
“they could pause, rewind and just go through at their own pace”.

It is interesting to note that only in-service teachers mentioned taking advan-
tage of multimedia to provide students with feedback. This might be due to two
reasons: first, pre-service teachers mentioned feeling like they did not have the
authority to provide students with comprehensive feedback, and so might have
been less inclined to experiment with different modes of feedback. Second, their
placements lasted only a few weeks, so they did not have the same opportunities
as in-service teachers to experiment and upskill.

4 Conclusions

The training teachers received during the pandemic helped them move from
feedback that encouraged students without giving them actionable information
on their learning, to learning and revision feedback given through comment
boxes that did not necessarily encourage them to take action, to more useful
multimedia feedback that helped students engage more with their learning.

Three main lessons can be gleaned from these results to aid in teacher train-
ing. First, one struggle mentioned by the teachers was that students rarely used
the feedback they received and, in some cases, were not even aware they had
received feedback. Given that students do not inherently have feedback literacy,
teachers need to support them by integrating feedback into their course design
[3]. Therefore, teachers should be taught how to integrate feedback loops into
their online course design so students are incentivised to find and use feedback.
This includes creating opportunities to seek out and apply feedback to their
work as part of the class design.

Second, the overwhelming use of comment boxes to provide feedback at the
beginning of the pandemic might have been another cause for lack of engagement,
given that written feedback has been found to be lacking in guidance and more
impersonal when compared to multimedia feedback [7], especially in online con-
texts where there opportunities for student-teacher interaction are more limited
and the lack of face-to-face interactions makes it harder to build relationships [9].
Teachers should be taught different options in multimedia technologies to pro-
vide dialogic feedback that can foster learning, such as audio and video feedback,
and screencasts, which our participants reported were much more effective.
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Third, one of the main struggles our teachers faced was lack of experience in
online environments, so providing teachers with experiences teaching online is
key in helping teachers bridge the gap between theoretical knowledge about the
use of technologies and implementing them in an online classroom setting.

Future research should investigate what specific skills should be developed by
teachers to help them promote feedback literacy skills in online environments and
create the conditions for dialogue around feedback with their students. Research
should also focus on how teacher training and experiential learning can help
teachers develop these skills and acquire the experience they need to support
students in online or hybrid environments.
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Abstract. We develop indicators for teachers to monitor and regulate students’
collaborativewriting on aweb-based science learning environment. Visualizations
of carefully selected indicators are proposed to teachers in order to facilitate the
tracking, analysis and management of the students’ collaborative work process
over time. Our research method is based on a user-centered approach. Via focus
groups and interviews, teachers have participated in the design of the indicators
and visualizations. This communication presents (a) the mapping from collected
data to educational constructs underlying our analytical approach for collaborative
writing, (b) indicators and visualizations produced to provide actionable insights
to teachers, and (c) lessons learned from our iterative human-centered design
process. The results are transferable to other learning environments and design
processes.

Keywords: Collaborative learning · Collaborative writing · Learning analytics
dashboards · User centered design

1 Introduction and Motivation

Supported by online learning environments (OLE), collaborative writing (CW) of sci-
entific texts is nowadays a frequent task asked to students at high school and university
level. The aim of our work, falling within the field of educational collaboration analytics,
is to deliver actionable insights [1] to teachers via a learning analytics dashboard (LAD)
[2], i.e. figures and visualizations that allow tracking and regulating students’ group
writing in order to improve collaboration and group learning. Many research papers in
the field of computer supported collaborative writing (CSCW), e.g. [3–5], are situated in
the context of well-defined collaboration scripts allowing the collection and combined
analysis of various data (data traces, chat messages, in class observations, etc.). By col-
laboration script we mean here the specification of a sequence of activities structuring
the interaction between learners [6]. We address in this paper a more general case: auto-
mated characterization of CW based solely on data traces, designated to OLEs that can
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support a wide variety of collaboration scripts of which little is known when designing
the analytics on the platform.

Starting from the general problematic dealing with how to improve students’ CW
of scientific documents on OLEs, we investigate in this communication the follow-
ing research question: how to measure the degree of collaboration and communicate it
effectively to teachers in a LAD?

2 Theoretical Framework

Collaborative Writing
Several authors tried to categorize CW establishing taxonomies of writing strategies and
student roles [7, 8]. Onrubia et al. [4] observed five different strategies, differentiating
in particular between summative text construction, i.e. each student adds his text without
modifying the text of the others, the result being a juxtaposition of the individual contri-
butions and an integrative text construction, i.e. one student proposes an initial version
and the other students contribute successivelymakingmodifications on the existing. This
joins the distinction between cooperative and collaborative work organization. The first
is characterized by an explicit division of work between the team members, i.e. each
student writes a part of the text, the second by a co-construction of the text, i.e. all team
members take responsibility of the whole text aligning their viewpoints. Students do not
necessarily follow one well defined strategy but often a mix of them [9].

Collaboration Analytics for LADs
The challenge for designers of LADs is to provide teacherswith actionable group insights
defined by Jorno & Gynther [1] as “data that allows a corrective procedure, or feedback
loop, established for a set of actions”. Martinez-Maldonado et al. [10] elaborated a
conceptual model of collaboration analytics where these actionable insights are the main
output. They emphasize the role of a clear “mapping from low-level data to higher-order
constructs that are educationally meaningful, and that can be understood by educators
and learners” for the assessment of the validity of collaboration analytics. They proposed
a generic five-steps mapping scheme: Data → Derived features → Behavioral markers
→ Sub-constructs → Higher order constructs.

In order to characterize students’ writing strategies (an example of an educational
higher order construct), the CSCW literature suggests different concepts. We outline
here two of them that we mobilize in our analytics: symmetry of action and territorial
functioning. “Symmetry of action is the extent to which the same range of actions is
allowed to each agent” [11]. This is usually guaranteed in educational OLEs designed
for students, but the question remains to what extent users really use their capabilities
and are actually symmetric in their action. The second construct we mobilize, territorial
functioning, that indicates if the authors write in separate document spaces or revisit the
text written by others, was discussed in the context of CSCW of academic documents by
Larsen-Ledet&Korsgaard [12]. In addition to the chronology of the text’s revisions, they
paid particular attention to their spatial position in the document. Territorial behaviors
of authors have multiple origins, as for example affective and cultural aspects, social
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norms, but depends also strongly on the particular task design and work organization in
the group.

3 Design and Research Method

We work according to the Design Based Research framework following the properties:
“anchored in the field, pragmatic, collaborative, integrative, iterative, flexible, traceabil-
ity and generalization” [13]. Indeed, our research is anchored in a real-life context: (i) we
develop a web-based learning environment, called LabNbook, designed for supporting
learners in the collaborative writing of scientific documents, which is used by more than
3500 students every year [14]; (ii) we work with all the stakeholders for designing the
platform and evaluating it. We proceed in an iterative way so that the produced tools
evolve throughout the implementation in the platform. The experimental process is fully
documented [15].

To construct and evaluate our contributions,wepursue the following research agenda:
a) define the indicators and visualizations allowing to characterize CWactivities in terms
of educational constructs, involving LAD experts and teachers, b) validate the produced
artifacts with the users (acceptability, utility, usability) and c) evaluate the impact of the
actual use of the artifacts. In this paper, we report results after going through the stages
a) and b) several times in an iterative five step process:

Step 1: Construction of indicators and first visualization mockups by the designers of
LabNbook who use it themselves in their teaching in experimental sciences.
Step 2: Semi-directive 40 to 60-min interviews with three teachers (two experienced
users of LabNbook and one novice). The exchanges covered (i) teachers’ concerns when
monitoring the collaborative work of their students, (ii) the usability of the indicators
and their understanding, and (iii) the potential utility of the mockups.
Step 3: Production of a second version of the indicators and mockups by researchers.
Step 4: Two focus groups with developers of LADs and teachers using LabNbook. The
first focus group (8 participants) was centered on the usability of the indicators, the
second (4 participants) on the design and utility of the visualizations.
Step 5: New iteration regarding indicators and mockups. We present in Sect. 4 and 5 the
resulting versions at this stage.

4 Analyzing Sequential Collaborative Writing of Scientific Texts

The Field Context: A Web-Based Science Learning Environment
On the LabNbook environment, the teacher can structure the workspace shared by a
team of learners according to his learning objectives, e.g. the writing of lab notebooks
or scientific reports during laboratories, problem-based learning sessions or long-term
projects. The scientific output produced by the team of learners, called “report”, is an
ensemble of different documents, following the structure provided by the teacher. LabN-
book operates in a “locked co-editing” mode [16], i.e. students can work simultaneously
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in the shared workspace but each document composing it can be edited only by one stu-
dent at the time. Teachers can access learners’ productions at any time to be informed of
their progress and to send them feedback. For facilitating the monitoring of the learners,
the environment provides a LAD for each report. The present work aims at enhancing
the existing LAD with a visualization that help teachers to situate students’ writing
strategies, e.g. to distinguish summative from integrative text construction [4].

Mapping “From Clicks to Constructs”
In Fig. 1,we present amapping scheme, inspired fromMartinez-Maldonado et al. [11], in
order to explain our CW analytics on LabNbook. We split the one-dimensional diagram
used in [11] into two parts to bring to light two main processes involved in educational
collaboration analytics: (i) teachers’ diagnosis and (ii) design choices.

Fig. 1. Mapping of the implemented collaboration analytics

(i) Consistentwith the goal of addressingOLEs that support a variety of collaboration
scripts, we limit the analysis on LabNbook to the descriptive level and leave the diagnosis
to teachers. They can most of the time combine their interpretation of the information
given in the LAD with additional information e.g. in class observations, exchanges with
students, etc., in order to evaluate the ongoing collaboration process in terms of relevant
educational constructs. (ii) During the design process, choices are made about which
data to collect in order to describe the human behavior, which necessarily leads to an
approximate representation.

The lower part of Fig. 1 traces the computer treatment from the collected data via
the calculated indicators to the visualizations and figures communicated in the LAD.
To capture students’ behavior, we collect the following data: who edits a document
(authorship), when (timestamp) and a version of the document each time the student
validates his contribution.

Indicators to Characterize Collaborative Writing of Scientific Texts
Our analytics are based on the educational sub-constructs described in Sect. 2, symmetry
in action and territorial functioning, for which we had to find a translation in terms of
computationally calculable indicators.

To evaluate the symmetry in action we construct three indicators, calculated at the
level of each document composing a report: (i) turn taking, (ii) writing time and (iii)
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contribution scores. (i) Turn taking is the number of editor changes. Each time the
contributor to the document changes, the indicator is incremented by one. (ii) Writing
time is an approximation for the time spent by a student in modifying the document.
The system checks for modifications every 30 s, so only 30 s periods when changes are
actuallymade are added up. Thewriting time is thereforemore significative as the usually
measured connection time (timespan between login and logout) which contains a larger
fraction of inactivity time. (iii) To convert the iterative text modifications in contribution
scores for each student, we use the python library ‘difflib’: the score corresponds to the
number of words that the student wrote.

Consistentwith automated analytics at a descriptive level, our evaluation of territorial
functioning is limited to the observation of the successive authors contributions to the
shared document. To this end,we construct a cowriting indicator. The cowritingmeasures
to what extend changes are made by one (or more) author(s) on a text passage produced
by another author. The choice of the size of the text passage to consider is not evident. In
the actual implementation, we chose to detect cowriting at the level of sentences because
we consider them as semantic units where a joint intervention indicates the negotiation
of ideas, characteristic of collaboration, in contrast to cooperation. Extending the size of
the relevant text passages to paragraphs could be another sound choice. The cowriting
score of a document is expressed as a percentage: 0%means that all sentences have been
written by a single author; 100% means that all sentences of the document have been
written collaboratively.

5 Visualization of the Collaborative Writing Process

Figure 2 shows the visualization that we designed to track the CW on LabNbook. In the
example, a team of 3 students produced a report composed of 8 different documents.

Fig. 2. Mockup for the visualization of CW processes

Each line corresponds to a document with its name in the first column. The x-axis is
the timeline and each bubble represents the saving of a new version of the document. We
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have chosen an equal distance layout (same space between two savings) not a continuous
time axis. Three elements of information are given directly in the timeline for each
document version: who worked on the document (a different color per student), when it
was edited (axis) and the writing time (area of the bubble). With a click on a bubble, the
teacher can display additional information in a panel (A to D in Fig. 2) that can be pinned
under the timeline: the number of turn takings up to the date, the length of the document
(in # of words), the individual contributions (visualized by a stacked bar chart) and the
Cowriting score of the document.

Visualization as in Fig. 2 allows a teacher to get a wealth of information about how
the report was co-constructed, among others: work duration, work phases, student roles
and type of collaboration. We discuss here only the latter, based on the two couples of
example panels A/B and C/D. The construction of the “Protocol” (2nd line) is summative:
student “blue” wrote the beginning (panel A), then student “yellow” added a second part,
without revisiting the existing text (Cowriting stays at 0 in panel B). On the contrary,
for the “Results” (5th line): student “blue” initiated the document, student “yellow”
completed editing some of the existing text (Cowriting at 31% in panel C) and finally
student “green” revisited the text, barely adding words (Cowriting increases to 53% in
panel D). An integrative text construction seems to characterize the writing process of
the “Results” document.

6 Lessons Learned

Here we report briefly 4 lessons learned from our human centered design process:

1) Take time for iterations: the first mockupwas created almost a year ago and 3major
iterations have been necessary so far to stabilize the indicators and visualizations.
The design process requires time.

2) Understanding precedes action: ensure that teachers understand the indicators so
that they can take appropriate action. Our experience suggests that teachers need
a brief definition and the properties of each indicator while giving the detailed
calculation is not necessary.

3) Be careful with aggregation: several complementary indicators describing the sit-
uation are more appreciated by the teachers than aggregated indicators, which are
more difficult to interpret and may prevent action.

4) Prefer simple visualizations and options: the teachers in our interviews and
focus groups preferred usual at-a-glance visualizations to more sophisticated rep-
resentations. They asked for opportunities to obtain additional information on
demand.

Lessons 3 and 4 confirm similar observations made by Gibson & Martinez-
Maldonado [17] and Michos et al. [18].

7 Conclusion and Future Work

We propose indicators and visualizations that allow teachers to diagnose the CW activ-
ities of their students, adapted to all OLEs offering collaborative sequential editing of
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texts. Theymake it possible to distinguish different strategies, such as the following com-
mon examples in higher education: task sharing when writing team reports on a project
(summative text construction); co-construction of a scientific argument (integrative text
construction). Future research can concern semantic analysis of the produced texts in
order to examine what kind of integrative writing is ongoing. We are also working on
a LAD designated for students. Students should have access to information about their
CW process, to enhance awareness, reflection and self-regulation.
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Abstract. Although prior studies have shown the benefits of using
learning analytics dashboards (LADs) in non-gamified contexts in higher
education, few have focused on pre-college users and gamified learning
environments. In this paper, we present the design of Gwynnette Dash-
board, an interactive student-facing LAD for secondary school learners
that aims at promoting mastery learning in a gamified intelligent tutor-
ing system. It contains three main components: a planet chart with
two control buttons, a connected skill progress bar with a skill mas-
tery growth line, and an overall mastery progress bar. We also report
two user-centered design changes after validating our design with 18 stu-
dents iteratively. Our preliminary evaluation of a fully-developed version
with 2 students revealed that this dashboard with linked representations
of skill mastery status and skill growth was easy for learners to under-
stand and motivated learners to use it to regulate learning. Our future
work will focus on broader classroom studies to experimentally investi-
gate the effectiveness of this dashboard to foster mastery learning and
growth mindset.

Keywords: Learning analytics dashboards · Gamification ·
Visualization

1 Introduction

Learning analytics dashboards (LADs) are visualization tools that provide learn-
ers with information regarding their own learning to help spur and support self-
reflection [1]. LADs benefit learners in a variety of areas and domains, and they
have been extensively researched in different teaching and learning settings [1].
While LADs for teaching and learning in higher education and non-game con-
texts have been extensively researched [13], designing LADs for pre-university
learner groups in more gamified environments is still under-explored, with the
exception of a small number of studies (e.g., [5,7]). One of the earliest stud-
ies in this area was carried out by Muldner and colleagues [10], who applied a
dashboard as an affective intervention for students in Grade 7. Students could
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evaluate their effort, consider mastery level, and decide whether to challenge
themselves with more difficult tasks with this dashboard. Results from this study
indicated that the dashboard led to improvements in students’ attitudes and
enthusiasm, but it was less successful in encouraging interest.

In this paper, we present Gwynnette Dashboard, a learner-facing LAD that is
designed to promote secondary school learners’ learning engagement and mastery
learning in a gamified intelligent tutoring system. Instead of comparing with
others, mastery learning focuses on improving one’s own talents and attempting
to comprehend learning materials themselves [9]. We also report two main design
changes based on design idea validation data. Then we display our preliminary
evaluation findings with two students. We conclude the paper by discussing
future evaluation plans.

2 Context

The dashboard is meant to be used in conjunction with Gwynette, a gamified
intelligent tutoring system for secondary school algebra learning [11]. The algebra
problems that students practice with Gwynette are divided into eight difficulty
levels based on the number and difficulty of steps required to solve a prob-
lem. Gwynette has several playful gamification features, including a space travel
theme and an alien character who guides student learning in the system. These
features were designed to help students engaged with their learning experience.

The Gwynnette Dashboard we designed and built, described in this paper,
is used as both the home screen and LAD for Gwynette (Fig. 1). Learners can
enter the practice environment directly from the dashboard page by clicking the
yellow “Practice” button on the screen (F1 in Fig. 1), and exit the practice page
to check the information on the dashboard whenever they want. In this design,
students can start from any planet (i.e., any level) and it is not required to
finish one to move on to the next. The data shown on Gwynnette Dashboard
are powered by user-generated data logged in Gwynette (Fig. 2). As the student
works through the algebra problems, the dashboard will update its estimate of
the probability that the student masters each skill using Bayesian Knowledge
Tracing (BKT) model in real-time [2]. Students’ goal is to practice until they
master each of the skills in a level.

3 Dashboard Overview

Gwynnette Dashboard, a student-facing interactive learning dashboard, provides
three types of information in one screen view: (1) Top area: a planet chart with
a progress button and a practice button for each level (F1 in Fig. 1), (2) Middle
area: mastery celebration message (F2 in Fig. 1), current skill mastery progress
bar (F3 in Fig. 1), and skill mastery growth line (F4 in Fig. 1), and (3) Bottom
area: overall mastery progress bar across problem sets (F5 in Fig. 1). A fully-
functional version was implemented with Vue and the jQWidgets framework.

Top Area: Planet Chart with Control Buttons. Links to the eight problem
sets are placed in the top area of the screen as eight planets (F1 in Fig. 1). Each
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problem set shares a package of algebra skills and is listed in order, starting
from the easiest to the most challenging (“Mercury” to “Neptune,” respectively).
Students are able to check their detailed progress in different levels by clicking
on the progress button under each planet with the level name shown on the
left, and can also start the corresponding practice by clicking on the practice
button. The charts in the middle area will change based on the specific level
they choose. Also, the granularity in planets will “fill up” to show the students’
level of mastery of the skills for the particular level. And they will gain the badge
as a clear planet when representative skills are mastered.

Middle Area: Skill Mastery Progress Bars and Skill Growth Line
Graph. In this section, we use two visual elements to show the probability
of skill mastery for each skill students have practiced in each problem set. A
celebration message is shown at the top of this area (F2 in Fig. 1). Skill mastery
progress bars on the left is displayed to help users keep track of progress and
understand how close they are to mastering the skills they are working on. All
skills included in the problem set are listed from top to bottom to make up the
whole skill mastery progress bar chart (F3 in Fig. 1). The skill growth line graph
on the right helps students to see how they performed from the beginning to
the current stage in the system (F4 in Fig. 1). With such a sequential visual-
ization, we wanted to encourage students to reflect on how their performance
has changed over time. In addition, we implemented a range selector under the
line graph, which allows users to change the range of the x-axis (i.e., practice
attempts) in the chart.

Bottom Area: Overall Skill Mastery Progress Bar. This progress bar
with a rocket (F5 in Fig. 1) generates the overall skill mastery progress that is
calculated across all the difficulty levels. The design is similar to individual skill
progress bars in the middle area.

Fig. 1. Dashboard layout with three areas: F1 - Top area; F2 & F3 & F4 - Middle
area; F5 - Bottom area
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4 Dashboard Design Idea Validation

To create the dashboard, we first engaged secondary school students in a variety
of co-design sessions to find the most promising ideas for designing dashboard
prototypes (Fig. 3). Based on the insights from these brainstorming sessions,
previous work on the gamified design [8], and literature reviews of learner LAD
[1], we came up with the initial design. After that, we did two rounds of user
testings with 18 secondary school students through interviews, which led to two
representative design changes.

Three main visual components were included in the initial design: a spider
chart to represent learners’ current knowledge level for each of the skills in a
level (A1 in Fig. 4); a line chart to show their skill change over time (A2 in
Fig. 4); and badges (A3 in Fig. 4). The multi-dimensional spider chart is a typical
component in game design to represent character skill structure. We applied it
to show students’ current skill mastery in this gamified environment. The design
motivation behind the line graph was that line graphs were better at showing
changes over time, with an expectation that seeing their own growth would be
motivating for students. By using this chart, we expected students to develop
a good understanding of how their skill has changed over time, which might
help them reflect on learning effectively and adjust the way they learn to meet
learning goals. As well, it may be motivating for student to be aware that they
are gradually becoming better at the new skills. Further, we considered badges as
an important component because prior evidence has shown that having badges
as a gamification element can promote active use of the system [3].

Fig. 2. Screenshot of Gwynette practice
interface

Fig. 3. Screenshot of co-design workshop
session with initial brainstorming

We then conducted two rounds of user testing and made design changes based
on the feedback we received. In the first round, we tested a medium-fidelity
prototype with 10 secondary school learners from five different schools (Grade 5
to Grade 9, all had fundamental algebra knowledge). We let them practice several
math problems in the system. Then we showed them the dashboard prototype
and asked about their understandings and preferences for visual elements (e.g.,
“what would this graph tell you?” and “which feature makes more sense?”).
In the second round, we evaluated our final dashboard prototype with another
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eight secondary school students. The same procedure was applied with the high-
fidelity prototype.

Fig. 4. Screenshots of initial design (left) and design after Change 1 (right)

Our user studies showed that students expressed a high level of enthusiasm
with badges on the screen. They said the badges were “helpful as it tells you
what you should work on, or else you might work on the same thing over and
over.” Students also preferred larger badges since they are more encouraging.
As for the line graph to show the skill growth, we found that students generally
liked the design of the skill growth graphs and thought it was helpful to see
improvements over time, “as long as it’s not required to improve every time”
(A2 & B2 in Fig. 4). Two design changes are discussed below.

Change 1: Use Easily-Understood Visual Representations (Rules Out
Spider Charts for Secondary School Students). We first tested the use of a
“spider diagram” (A1 in Fig. 4) or a “progress bar” (B1 in Fig. 4) to show learn-
ers’ current skill status. Spider diagram was chosen originally as it was a typical
visualization in role play game dashboards [4]. However, we realized that stu-
dents encountered difficulty interpreting spider diagrams as they were confused
whether a larger or smaller number in axes indicated better performance. They
thought spider diagrams are too complicated, and therefore would not want to
use them. For example, one student asked, “will there be an explanation for [the
spider chart]? Because I had no idea what it meant at first.” To prevent possi-
ble misinterpretations, we changed the spider diagram to a set of skill progress
bars to show their current skill mastery status, a common visualization in open
learner models for students to keep track of learning progress [6].

Change 2: Connect the Representation of Current Skill Status with
Growth over Time. We added a connection-making visual cue between the
skill progress bar and skill growth line graph as they represent the information
about the same bucket of skills. Our hypothesis behind this design is that provid-
ing such connection-making scaffold could contribute to a more comprehensive
understanding of individual skill learning. Given that we have several skills under
one problem set, the old design using left and right buttons to switch highlighted
skills in the line graph made those two graphs isolated (B3 in Fig. 4). Therefore,
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to emphasize these important relations, we added a new visualization cue that
shows skill growth and skill status (current probability of mastery) with linked
and interactive representations (F3 & F4 in Fig. 1). When users hover on a skill
name in the bar, the name of the selected skill will show in the subtitle, and
the hovered line will be highlighted with its mastery status percentage on each
practice attempt. Also, to create the connection between the same skills that
appear both in the bar and the line, the corresponding skill label on the left
progress bar would also be highlighted when hovering on the right line and vice
versa.

5 Preliminary Evaluation Findings

With Gwynnette Dashboard, which had undergone several design and evalua-
tion iterations, we hoped that students could interpret the dashboard compo-
nents correctly and guide their learning behavior. To evaluate these hypothesized
outcomes, we conducted an exploratory user study to investigate how our tar-
geted users would understand and use the current fully-functional dashboard.
We recruited two secondary school students for a remote think-aloud/interview
session individually. Our results showed that students generally understood the
meaning of those visual representations, and were able to use the dashboard to
inform strategic next actions (e.g., one student said “[I] probably need to do
more” after seeing low mastery percent in the second planet).

To be more specific, when it comes to the skill bar, students understood the
meaning of each skill label and bars in general. For example, when being asked
about the grey bars, one of them said “[it means] I haven’t started”. And for
the skill history chart, they were able to understand that the line chart showed
them “how much you improved each time you tried,” and when pointing to a line
starts at the bottom left and goes towards the top right reaching nearly 100%
mastery, one user interpreted correctly; “[I have] worked on it the whole time,
really getting good on it”. From a behavioral point of view, when we asked them
what they would do next after seeing the skill progress bars (F3 in Fig. 1), one
student said, “[I would] work on lessons I haven’t started”, and “[I would] keep
working on mastering lessons” when seeing the overall mastery level bar (F5 in
Fig. 1). Future studies with actual behavioral data would help to see whether
the dashboard would contribute to strategic behaviors in skill mastery.

6 Future Work and Conclusion

In this early work, we added gamification components to develop a learner-
facing learning analytics dashboard in a gamified intelligent tutoring system.
Our preliminary results showed that this dashboard design is understandable,
easy to interpret, and has the potential to support students’ decision-making
behaviors in their learning. This dashboard design also enables us to explore the
effects of showing skill growth over time, which might be motivating, as well as
effects of linking representations of skill growth and current skill mastery.
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To further investigate the effectiveness of the Gwynnette Dashboard, we are
planning to conduct a randomized controlled study in an authentic classroom
environment to test how students’ learning gain, their attitudes and behavior
changes towards mastery learning and growth mindsets will be influenced by
the use of the dashboard, following the learning analytics process model [12].
Our results will demonstrate whether the use of the a gamified LAD with linked
representations of skill mastery and skill growth over time will provide benefits
in guiding users’ practice behaviors to achieve higher mastery learning when
compared against students without access to the dashboard. Moreover, we will
use the log data to gather detailed behavioral traces from user interactions to
triangulate research findings.

References

1. Bodily, R., Verbert, K.: Review of research on student-facing learning analytics
dashboards and educational recommender systems. IEEE Trans. Learn. Technol.
10(4), 405–418 (2017)

2. Corbett, A.T., Anderson, J.R.: Knowledge tracing: modeling the acquisition of
procedural knowledge. User Model. User-Adap. Inter. 4(4), 253–278 (1994)

3. Hamari, J.: Do badges increase user activity? A field experiment on the effects of
gamification. Comput. Hum. Behav. 71, 469–478 (2017)

4. Hartwig, K., Reuter, C.: Nudging users towards better security decisions in pass-
word creation using whitebox-based multidimensional visualisations. Behav. Inf.
Technol. 41(7), 1357–1380 (2022)

5. Hou, X., Nguyen, H.A., Richey, J.E., McLaren, B.M.: Exploring how gender
and enjoyment impact learning in a digital learning game. In: Bittencourt, I.I.,
Cukurova, M., Muldner, K., Luckin, R., Millán, E. (eds.) AIED 2020. LNCS
(LNAI), vol. 12163, pp. 255–268. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-52237-7 21

6. Lane, H.C.: Intelligent tutoring systems: prospects for guided practice and efficient
learning (2006)

7. Long, Y., Aleven, V.: Mastery-oriented shared student/system control over prob-
lem selection in a linear equation tutor. In: Micarelli, A., Stamper, J., Panourgia,
K. (eds.) ITS 2016. LNCS, vol. 9684, pp. 90–100. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-39583-8 9

8. Long, Y., Holstein, K., Aleven, V.: What exactly do students learn when they prac-
tice equation solving? Refining knowledge components with the additive factors
model. In: Proceedings of the 8th International Conference on Learning Analytics
and Knowledge, pp. 399–408 (2018)

9. Meece, J.L., Anderman, E.M., Anderman, L.H.: Classroom goal structure, student
motivation, and academic achievement. Annu. Rev. Psychol. 57, 487–503 (2006)

10. Muldner, K., Wixon, M., Rai, D., Burleson, W., Woolf, B., Arroyo, I.: Exploring
the impact of a learning dashboard on student affect. In: Conati, C., Heffernan,
N., Mitrovic, A., Verdejo, M.F. (eds.) AIED 2015. LNCS (LNAI), vol. 9112, pp.
307–317. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-19773-9 31

https://doi.org/10.1007/978-3-030-52237-7_21
https://doi.org/10.1007/978-3-030-52237-7_21
https://doi.org/10.1007/978-3-319-39583-8_9
https://doi.org/10.1007/978-3-319-39583-8_9
https://doi.org/10.1007/978-3-319-19773-9_31


Design a Dashboard for Secondary School Learners 549

11. Nagashima, T., et al.: Designing playful intelligent tutoring software to support
engaging and effective algebra learning. In: Hilliger, I., et al. (eds.) EC-TEL 2022,
LNCS 13450, pp. xx–yy. Springer, Cham (2022)

12. Verbert, K., Duval, E., Klerkx, J., Govaerts, S., Santos, J.L.: Learning analytics
dashboard applications. Am. Behav. Sci. 57(10), 1500–1509 (2013)

13. Verbert, K., et al.: Learning dashboards: an overview and future research oppor-
tunities. Pers. Ubiquit. Comput. 18(6), 1499–1514 (2014)



Towards an Authoring Tool to Help Teachers
Create Mobile Collaborative Learning Games

for Field Trips

Iza Marfisi-Schottman1(B) , Aurélie Laine2 , Pierre Laforcade1 ,
Sébastien George1 , Sebastian Simon1 , Madeth May1 , Moez Zammit2,

and Ludovic Blin2

1 LIUM, Le Mans Université, 72085 Le Mans, Cedex 9, France
iza.marfisi@univ-lemans.fr

2 CREN, Nantes Université, Nantes, France

Abstract. Pedagogical activities that combine mobility, collaboration and game
mechanics present significant advantages to attract students’ attention and main-
tain their engagement in learning. Teachers naturally try to combine mobility and
collaboration when they create field trips. Indeed, they identify several Points Of
Interest that learners physically need to go to, thus requiring mobility, and they
usually group students in teams to encourage collaboration, even if such collabo-
ration is seldom attained. However, using the third element - game mechanics - is
harder for teachers because they are not familiar with game models and often not
gamers themselves. In this article, we present the MOCOGA Model, a MObile
COllaborative learning GAme Model that is designed to adapt to many types of
field trips. This model also offers a nested design approach that guides teachers
in enriching their field trips iteratively. This model is the first step towards the
development of an authoring tool that will enable teachers to create their own
smartphone applications.

Keywords: Field trip ·Mobile learning · Learning Game · Serious Game ·
Collaborative Learning · Situated learning · Game mechanics · Authoring tool

1 Introduction

Learning is a complex process that is still not fully understood. However, research has
identified several ways of providing conditions that improve learning such as collab-
oration, mobility and game mechanics [1]. Teachers naturally use collaboration and
mobility when they organize educational field trips. Indeed, they usually group their
students in teams to promote collaboration, and provide them with several Points Of
Interest (POIs) they need to find in order to complete activities (e.g. answer questions,
identify a plant, make field observations). Yet, field trips allow for the integration of
another beneficial element for learning: gamemechanics. Indeed, the concept of Learn-
ing Games (Serious Game for education) has shown great potential lately. When used
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correctly, game mechanics such as competition, rewards, social recognition or explo-
ration [2] enhance the learners’ experience with emotions, which has positive effects on
their motivation to start the activity, their engagement throughout the learning process
and their memory [3].

In addition, now that almost all teenagers and adults own smartphones and schools
are often equipped with tablets, the use of mobile devices can offer several advantages.
Indeed, the functionalities of mobile devices, such as the GPS location system, can help
students find the POIs. The camera and the audio recorder in smartphones can also
be very useful for recording field observations. Finally, smartphone applications offer
the possibility providing information about a POI when learners are physically in the
right place and automatic corrections of the activities. Hence, the use of digital Mobile
Collaborative Learning Games (MOCOGAs) has great potential for learning during
field trips.

In this paper, we first briefly analyze the existing digital Mobile Collaborative Learn-
ing Games (MOCOGAs), in addition to a selection of digital and non-digital collabo-
rative games, to extract common game mechanics and elements that are compatible
with field trips. Section 2 presents the digital Mobile Collaborative Learning Games
Model (MOCOGA Model). The third section presents a step-by-step design process
that helps teachers transform their current field trip progressively into a MOCOGA.
The last section presents the ongoing work on the authoring tool that will integrate the
MOCOGA Model and upcoming experimentations.

2 Identifying Game Mechanics and Elements for MOCOGAs

The objective of this study is to provide teachers with a simple model and authoring tool
that allow them to create mobile collaborative games for their field trips. It is therefore
necessary to identify simple game mechanics and elements that combine mobility and
collaboration and that are adapted to educational field trips.

To our knowledge, there are no such models and authoring tools yet. It is, however,
possible to find a few authoring tools for solo mobile educational games such as ori-
enteering races [4], city visits [5] and onboarding sessions to help new employees get
familiar with office spaces and services [6]. These authoring tools provide several game
mechanics that use mobility for learning, but not collaboration. It is also hard to extract
game mechanics from existing MOCOGAs because there are very few [7, 8] and their
game scenarios are specific to their educational goals and context.

We therefore extend our search for game mechanics and elements to collaborative
games which are played outdoors such as Capture the Flag and collaborative board
games that could be adapted to field trips such as Pandemic. Finally, we also identified
several collaborative andmultiplayer video games for which the game elements could be
adapted to field trips. In all, 19 digital and non-digital multiplayer games were analyzed.
The identified game elements are summarized in Table 1.

Several other game elements where identified such as hidden role (Ware wolf, Among
US, Spy party, Murder), slowing the best players down to keep the gamemore interesting
(Mario Kart), one against all (Predator, Battle-royal) or the means to come back into
the game if you lose (Call of Duty). However, these game mechanics seemed either too
complex to set up or not adapted to educational field trips.
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Table 1. Summary of the identified game elements

Game elements Description Pedagogical value Games that use it

Customizable and
recognizable teams

Allow players to
choose the name and
color for their team

Increase the
students’ sense of
belonging to the
team and incentive to
help each other

Capture the Flag,
chicken-fox-viper,
Domination Game

Team base camp Safe zone, where
players can regenerate
their health, rest and
discuss privately

Allow students to
take time to
assimilate
knowledge and use it
to find and discuss a
common strategy

Capture the Flag,
Overwatch, Counter
Attack Multiplayer FPS

Team
synchronization

Team members must
synchronize (e.g. be at
the same place at the
same time) to do an
action

Force collaboration
between team
members

Portal 2 Co-Op, It takes
two, Tango, We were
there, It takes two, Keep
talking and nobody
explodes and some
domination games

Complementary
knowledge or roles

Team members must
coordinate to make
the best use of their
complementary
knowledge or powers

Encourage
collaboration and
participation of all
team members

MOCOGAs [7, 8], It
takes two, Forbidden
Island, Tango, We were
there, Pandemic,
Unlock, Keep talking
and nobody explodes,
Overwatch

3 Mobile Collaborative Learning Game Model

Thegamemechanics and elements identified abovewere transformed into theMOCOGA
game model presented in Fig. 1, with the help of seven pilot teachers. This model is
intentionally as simple as possible so that teachers have a clear idea of how the game
will unfold and for students to start the activities quickly and not be mentally overloaded
[9]. This model (boxes with green stripes) is built on a previous solo Field Trip model
[10]. For the sake of clarity, we will describe the key concepts: a Field Trip is composed
of several Situated Game Units that are triggered when the players arrive at a Point Of
Interest; teachers can provide students with Information about the objects of interest
in close proximity (e.g. tree, lake, stones, building) and ask them to complete several
Activities such as Answer a Question, for which they can win points.

Our contribution - the MOCOGA Model – improves the previous model with new
concepts: students are now grouped into Teams of 2 to 5 players and choose a name and
a color. By default, the students team up by themselves but teachers can also compose
the groups by choosing students with complementary skills for example. The position
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of each player is shown on the interactive map with the color of their team. Each team
has a Base Camp from which they will head out to get information and then come back.

The collaborative field trip is composed of several Milestones (approximately 3 to
5) that are related to one of the skills to be acquired during the field trip. Each milestone
contains several Situated GameUnits (about 4 to 10). Teachers can add a time lock to the
field trip which will encourage team members to coordinate and distribute these game
units among themselves in order to win the most points in the allotted time. Students are
supposed to use the strengths of each team member (i.e. speed and pedagogical skills)
to decide who will complete which unit. Once all the game units are completed, all team
members need to synchronize to come back to their base camp. This will unlock the
Milestone Activity. This activity consists of a broad question requiring team members
to analyze all the information and samples collected at the POIs and take time to reflect.
This is a key moment of collaboration because the team members will have to share the
complementary information they have collected and explain their observations, debate
and take decisions in order to answer this question.

Teachers can alsomake team scores available to all teams to make them compete
or even encourage to help each other if the common objective of all teams is to reach a
minimumscore. Students can also indicate that theyneedhelp, at any time.Anotification
will be sent to all other students as well as the teacher.

4 Modular, Step-by-Step Design Model

To be adopted by teachers, theMOCOGAModel needs to be integrated into an authoring
tool that is easy and fast for them to use. We therefore propose a nested design approach,
with several progressive steps, to help them transform their current field trip material
into a MOCOGA. Each step reveals new functionalities and game elements that can be
added to the initial field trip scenario.

4.1 Step 1: Create a Basic Guide to Find Points of Interests

The information required by the authoring tool is minimal (yellow elements in the model
in Fig. 1): the field trip name, an introduction page, a conclusion page, amapwith at least
one POI. For each POI, teachers also need to provide a name and instructions to help
students find this POI. All the other necessary parameters are dealt with automatically.
For example, the number of points that players win upon arrival at a POI is set to five
and the activation zone around each POI is triggered by GPS. By default, POIs are done
on after the other (called the Treasure Hunt type of field trip).

If needed, teachers can create several Itineraries that can be assigned to a group of
students in order to avoid them following each other. They can also decide to configure
these itineraries with more or less POIs to adapt them to the learner’s level. Teachers
also have the possibility of changing the way the POIs are triggered depending on where
their field trip takes place. The Activity hub is particularly well adapted to a field trip
in a museum because the POIs are available on the map, from the start of the game,
similarly to audio-guides. The Interactive Walk field trip type is well adapted to field
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Fig. 1. Mobile Collaborative Learning Game (MOCOGA) model

trips in a city because the phone will send a notification to players when they are in the
vicinity of a POI, similarly to tourist office applications.

At this point, teachers can simply use the application as an interactive guide that
helps students find all POIs. They can continue using their usual material such as paper
quizzes and information sheets.

4.2 Step 2: Set up Situated Game Units on Each POI

After teachers try the first step and feel more confident with the technology, they can
easily enhance their field trip by adding complete Situated Game Units for each POI.
As presented by the white elements in Fig. 1, they can add an information page about
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the POI with extra videos and links. They can add several Activities that learners will
do, once they arrive at the POI, such as answering a question (i.e. Open question,MCQ
or image MCQ). For each question, teachers also have the possibility of adding clues
that are revealed in exchange for points. Teachers can also ask their students to Take a
Sample at the POI (take notes, photos or audio recordings). Finally, teachers can add an
explanation page to conclude each Situated Game Unit with answers to the questions,
for example. In addition, teachers can decide to set a Time Lock which will displayed
the time left on the application and send notifications to alert learners before time is up.
Besides, teachers have the possibility of adding a timer that measures the time learners
take to finish activities. This is essential for orienteering races but is an equally interesting
game mechanic for other field trips. Finally, teachers have the possibility of adding a
personalized map which may display important pedagogical information (e.g. type of
soil, vegetation, level lines on the map).

At this point, teachers can create more or less complex interactive activities for their
field trips. However, the proposed activities still do not contain collaborative elements.

4.3 Step 3: Create a MOCOGA with Collaborative Activities

The third step enables teachers to easily create a MOCOGA by building on the field
trip designed in step 2. As shown by the striped elements in the model (Fig. 1), they
simply need to create Milestones by combining the Situated Game Units and add a
Milestone Activity. Ideally, a Milestone corresponds to a particular pedagogical sub-
goal. For example, a milestone that has the goal of helping students recognize local tree
species could be composed of seven game units on trees. The final milestone activity
could be an Image MCQ in which learners have to identify the tree that is not local.

Upon completion of this step, teachers have a simple MOCOGA that they should
feel comfortable with. In addition, all the functionalities related to creating groups are
automatically dealt with by the application. Finally, we suggest teachers ask teams to
create their base camps near the starting point. This will enable them to closely monitor
teams during key moments of collaboration and provide help if necessary.

4.4 Discussion

The MOCOGAmodel was presented to seven teachers from various domains and levels
of teaching. Those who have less experience with digital applications seem cautious
and prefer testing the reliability of the system first. This option is offered by step 1 but
can also be accomplished by step 3 if the scenario is kept very minimal. Teachers who
are interested in interactivity, especially for children, find the functionalities they need
in step 2. Finally, several teachers can imagine going to step 3 but prefer trying step
2 first, in order to assess the reliability of the tool and test the Situated Game Units.
The step-by-step design method therefore seems essential for the acceptability of such
authoring tools by teachers. Nonetheless, none of the pilot teachers seems ready to test
the complete MOCOGA Model. It still seems too distant and “risky” because of all the
potential technical problems (connectivity, use of personal phones). The only way to
reassure teachers is to provide user-friendly and robust authoring tool and player app.
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5 Conclusion

The objective of this study was to enable teachers to create MObile COllaborative learn-
ing GAmes (MOCOGAs) for field trips and hence benefit from the pedagogical advan-
tages of collaboration, mobility and game mechanics. In this paper we present the first
steps toward this objective: aMOCOGAModel that helps teachers design collaborative
activities that are adapted to field trips and a modular step-by-step design model that
is intended to help teachers adopt the MOCOGA model.

The MOCOGA Model is currently being integrated into an authoring tool and will
be deployed in a few months. The interface was designed to comply with the three steps
of the design model. For example, only the mandatory elements (Step 1 – yellow boxes
in Fig. 1) are shown on the interface. This should encourage teachers to create their first
field trip and test it out on their smartphone. All the extra are accessible in the option
buttons. This tool will need to be particularly user-friendly and robust in order to help
teachers embrace the MOCOGA model and use it to its full potential. In addition to this
collaborative game model, we are also working on several digital tools that will support
collaboration within a group of players [11].
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Abstract. In this paper we report howwe combined and tested a couple of similar
methods to design serious games (SGs) meant to foster learning through explo-
ration and experimentation of the systems of a domain simulation. The main
method tested propose basing SG design on toy design set both in the core of the
game and the domain to teach. Our experiment on both methods has two objec-
tives: measure the efficiency of both methods and extract new design patterns to
help designing serious games based on a toy and thus fostering learning through
exploration and experimentation. Our experiment is a longitudinal field study four
years longwhilewe contributed and analysed the design of 25 SGprototypesmade
by 100+ designers. Our results show that the methods are efficient combined and
identify some of their issues. Results also provide a field-tested full design pattern
to help create new SGs based on a toy.

Keywords: Game-based learning · Serious games · Inquiry learning ·
Simulation games · Design patterns

1 Introduction

We focus our study on Serious Games (SGs) meant for learning purposes that provide
an intrinsic motivation for users rather than using gamification principles. We target SGs
beyond increasingmotivation, but meant to use interaction to offer a rather constructivist
learning thanks to exploration and experimentation. Ryan et al. inspired by the work of
Schell [1], describe a design method for such SGs focusing their design on a toy [2].
The work presented in this paper is part of these studies on toy-based SGs design.

We present a longitudinal filed study, consisting of 4 stages intended to experiment
on Ryan et al. design methods and to extract Design Patterns (DPs) [3] for a toy-based
SGs design.

In the first section, we define “toy-based SG design”, as we present themain previous
research on thematter. In the second section,we introduce the design-basedmethodology
we adopted. In the third section, we present and discuss the results of this longitudinal
study. In conclusion, we summarize our main results.
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2 Constructivist SGs Based on a Toy

Bogost et al. and Ryan et al. suggest that SGs can offer in a constructivist fashion, an
exploration-based and experimentation-based learning [2, 4].

Ryan et al. base their research on the “Lens of the Toy” from Schell [1] that describes
the toy as “A good toy is an object that is fun to play with” and “Toys do not have rules.”
Thus, Schell describes a game, based on a toy, as the set of goals and rules to engage the
player. Ryan et al. extend Schell’s concept of toy: “A good toy is a complex system with
many affordances [for playful interactions] that engage cognitive abilities of pattern
recognition, strategic reasoning and problem solving.” Specifically, Ryan et al. describe
“the toy at the heart of an educational game should be a concrete model of the system
that governs the learning topic. The student should be invited to play with and explore
this system, to learn its patterns and master its control” [2].

Ryan et al. provide a method with five chronological steps. They are very similar to
our previous and older work on the 6 facets of SGs design (however, the facets are not
chronological) [2, 5]. The Table 1 compare of the methods. Last column shows whether
a step/facet is related to design or use of the toy.

Table 1. Comparison of the 5 steps from Ryan et al. and the 6 facets.

5 Steps from Ryan et al. 6 facets from Marne et al. Toy

“1. Identify a fine-grained model of the
mechanics and dynamics of the
real-world system.”

“Facet 1: Pedagogical objectives”
modelling taught topics, usually with a
curriculum, a graph, or an ontology

Design

“Facet 2: Domain simulation”:
describing and modelling systems at
work. For instance, with an expert
rule-based system or equations

“2. Present the system to facilitate the
recognition of patterns.”

“3. Provide a tool for embodied, playful
control.”

“Facet 3: Interactions with the
Simulation”: designing a playful
interface to the simulation (described in
facet 2) by implementing “basic
actions” [1] for players

“4. Add goals to stage the player’s
exposure to the system.”

“Facet 4: Problems and Progression”:
designing the challenges given to the
players and the progression flow toward
them

Use

(continued)
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Table 1. (continued)

5 Steps from Ryan et al. 6 facets from Marne et al. Toy

“5. Provide support for social sharing of
expertise.”

“Facet 6: Conditions of Use”: Choose
the playing conditions (solo/multi?
Online? With or without a
teacher/trainer? How much time? Which
public? etc.)

“Facet 5: Decorum”: designing the
gamification to enhance extrinsic
motivation (e.g. sound design, graphic
design, narration, specific game
mechanics not related to the simulation,
etc.)

Unrelated

The comparison shows that the first three steps of Ryan et al. related to toy design,
are very close to the first three facets. The next two steps of Ryan et al. related to the
use of this toy, are close to the facets 4 and 6. Finally, the fifth facet is not related to
toy design, or use, because it is about gamification and extrinsic motivation that are not
targeted by Ryan et al. toy-based SG design method.

Unlike the 6 facets, the 5 steps fromRyan et al. were not field-tested [5, 6]. Therefore,
we decided to conduct a longitudinal ecological study to test the Ryan et al. method.
We had mainly two research questions. First, we wanted to have a better understanding
of the 5 steps’ efficiency to help designers. And second, we wanted to build some new
methods and DPs to enhance both Ryan et al. 5 steps and the 6 facets of SG design.

For the study, we chose a design-based research methodology described in the next
section.

3 Methodology: Collaborative Design-Based Research

Usually, DPs extraction is done on SGs that are already developed, because when they
are successful, they reify good practices that the DPs are trying to describe [5, 7].
Unfortunately, extracting DPs on already designed SGs do not allow to clearly identify
design processes and more importantly design problems. Thus, our first reason for using
a design-based research methodology is to identify design issues and what and how
solutions emerge.

Hence, we choose the design-driven collaborative research methodology [8] because
it allows participants to be closely involved in both the design and the research and to
emerge new knowledge from the design processes.We also decided to place our research
in an educational context with students learning to design SGs.

Consequently, we identified some bias of our methodology that we considered. First,
our participants are not design experts but beginners discovering SG design. Second, the
researchers are both involved in teaching of SG design and observing student design for
our research.
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In a nutshell, our methodology goes beyond the analysis of the finished prototypes
designed by our students. We also analysed the prototypes after each iteration. We also
conducted direct observations of the design processes and collected several question-
naires and interviews: before the design process, during the design process and after the
design process (i.e. after the students’ scholar evaluation). This way, we were collecting
data about students’ preconceptions on design, how and why the design method may
have evolved during the design process.

The next section describes and discusses the results of the four stages.

4 Field Study and Results Discussion

The longitudinal study was conducted in four stages over four years: stage Y1, Y2, Y3
andY4. There was a total of 119 participants from two types of degrees: 58were students
of a master’s degree in journalism (Y1 Y2a and Y3), 71 were students of a bachelor’s
degree in level design (Y2b, Y3, Y4). A total of 25 prototypes were designed.

Table 2 shows the variations in the number of participants and in the methodological
and development tools provided to students over the course of the four stages of the
whole study. Finally, it indicates whether students were free to choose their own SG
topic or whether it was imposed. All students were enrolled in a course about SG design.
The course was project-based, with some methodological tools introduced at first. Then
each group of students was supervised by a teacher along the agile development of their
prototype.

Figure 1 shows, thanks to an alluvial diagram, a synthetic view of the whole results
of the four stages of the field study.

In all 25 SGs produced in this study, there are only four means to induce learning,
and often in combination: (1) Exploration (discover knowledge and build hypotheses);
(2) Experimentation (test hypotheses); (3) Remediation (understand errors); (4) Text to
read (learn reading courses). Toy-based SGs target the combination of the first two.

Our first stage is Y1. A variety of authoring tools were provided to the students (e.g.
for interactive storytelling, for role-playing games, etc.). They were free to choose both
topics, tools, and groups. Six groups produced six prototypes (Table 2).

The most important thing we learned from Y1 is that the students tended to design
interactive storytelling SGs (5 out of 6, see Fig. 1). We observed that it was because
both of their educational contexts (journalism) and the authoring tools they choose (5/6
choose interactive storytelling tools). Thus 5/6 SGs offer only Manichaean rather than
Cornelian choices. As a result, it is remediation: reading content in response to an ill-
informed choice. It is not learning based on exploration and experimentation. However,
one of the teams managed to introduce systemic content with gauges that gave feedback.
Playtests of that SG show that serious players were exploring (assumptions about how
to proceed) and experimenting their hypotheses.

Therefore, for the stage Y2(a and b), we focused methodological courses on gauges
to reify the “mechanics and dynamics”[2] of the SGmatter. In Y2a, to mitigate influence
of tools, we asked students to create a board game first, before digitizing it.

As a result, 2 out of 8 prototypes are still interactive storytelling, but they include
a toy, thanks to a gauge system. In total, 6 out of the 8 SGs include a toy according to
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Table 2. The 4 stages of the field study.

Stage Designers
involved

SGs
made

Methodological
tools provided

Development tools
provided

SGs topics

Y1 26 journalism
students

6 Introduction to SGs
+ 6 facets [5] +
toy-based SGs as a
good practice

Interactive
storytelling: Twinery,
Klynt. Role-playing
games: RPG Maker.
Point and click:
eAdventure. Visual
programming:
Construct, Gdevelop

Free

Y2a 32 journalism
students

8 Same as Y1 +
concept of gauges
as a reification of
systemic values

Step 1: papers and
scissors (board game)
Step 2: same as Y1,
but priority on visual
programming tools

Free, but
systemic

Y2b 23 level design
students

5 Work on the “Lens
of the toy” [1] + 6
facets

Construct, Gdevelop Immune
system

Y3 23 level design
students
+ 11 journalism
students

3 A detailed
methodology based
on the 6 facets and
the 5 steps [2]

Construct, Gdevelop
Unity 3D

Imposed
topics

Y4 15 level design
students + real
stakeholders

3 Full DP +
additional
methodological
tools

Same as Y3 Same as
Y3

Schell’s definition [1]. But only 4 out of the 8, include a toy letting play with systemic
parameters on the taughtmatter (“a fine-grainedmodel of themechanics and dynamics of
the real-world system”) [2]. The 4 toy-based SGs playtests show they allow exploration
(make hypotheses) and experimentation (test them) (Fig. 1). Therefore, the work on
gauges and the board game constraint helped participants grasp the toy concept, but was
not efficient enough to lead all SG to provide exploration and experimentation.

Study Y2b is mostly the same with level design students and assigned authoring
tools and topic (Table 2). All SGs developed are systemic. Only 2 out 5 SGs playtests
show that they provide exploration and match the toy definition of Ryan et al. (Fig. 1).

From Y2a and Y2b we made 3 main findings. We confirm: (1) gauges efficacy to
reify systemic parameters; (2) the impact of specialized authoring tools on SG type;
(3) that systemic topics are easier to design toy-based SGs. Thus, there is a need to
find “mechanics and dynamics” (i.e. systemic aspect) of some topics. For the latter,
we provided participants of stageY3 with some new elements of methodology to find
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Fig. 1. Alluvial diagram of the SGs designed, the gameplay type and the means to learn.

systemic aspects and build a toy out of them1. We also mixed students to mitigate the
obstacle of implementation.

Result of Y3 confirms that authoring tools were not obstacles anymore. The main
outcome is that all the SGs designed are toy-based. Methodological tools led two of the
teams, along different avenues, to design SGs inspired by the videogame Reigns.

Reigns describe a situation, then a binary choice is proposed to the player. Depending
on it, gauges increase or decrease as feedback. According to the gauges, a new situation
and a new choice are presented to the player and so on, step by step.

During playtests of Y3 SGs, we verified that players were exploring and experiment-
ing. Specifically for the two SGs that were inspired by Reigns.

Findings of Y3 led us to build a new DP inspired by the lessons learned with Reigns.
The DP name is “Mode and Tick Breakdown for Interactions With the Simulation”2.

Y4 was close to Y3, but we tested the DP and real stakeholders were involved.
The results are all SGs designed are based on the DP. They look like Reigns: at each

step several choices can move gauges inducing a new situation. Playtests show that the
serious-players are engaged in exploration and experimentation.

The four stages of the study show that Ryan et al. untested method is effective,
mixed with the 6 facets, to help designers grasp the concept of toy-based SGs. We also

1 An outline can be found online: http://6facets.org/d/Methtool.pdf.
2 The full Design Pattern can be found online: http://6facets.org/d/DP_R.pdf.

http://6facets.org/d/Methtool.pdf
http://6facets.org/d/DP_R.pdf
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learned that there are 3 conditions to be efficient to design toy-based SG. To be able to:
(1) identify the systemic aspects (i.e. simulation of parameters, mechanics, dynamics);
(2) identify a clear and playful interface to pilot simulation through the toy; (3) master
authoring tools to implement simulation and toy-interface.

The stage Y4 of the field study allowed us to experiment a full DP (see foot-
note 2) designed from Y3 results. It successfully enabled designers (students and their
stakeholders) to develop toy-based SG providing exploration and experimentation.

5 Conclusion

To provide Serious Games (SGs) that allow learning through exploration and experi-
mentation using toys [1], we conduct four field studies involving more than a hundred
participants and twenty prototypes. Our goals are: (1) to test design method proposed
by Ryan et al. [2]; (2) to extract design patterns (DPs) for toy-based SGs.

We have learned that Ryan et al. method for toy-based SG is effective but not efficient
enough. Associated with the 6 facets of SG design [5], the first 3 steps of Ryan et al.
are helpful to grasp the concept of toy embedding a systemic simulation and to design
a toy based-SGs. But they lack (1) support to design simulations about an apparently
non-systemic matter, (2) methods to design playful interactions with the simulation, (3)
specific authoring tools.

To address the second issue, we extracted and provide a full DP “Mode and Tick
Breakdown for Interactions With the Simulation” (see footnote 2) based on the game
Reigns. The DP assessment (3 SGs prototypes made by 15 designers) shows that it
supports toy-based SG design that are meant for exploration and experimentation-based
learning.

Acknowledgements. The author acknowledges University Lumière Lyon 2 for the APPI 2020
Grant.
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Abstract. Slack is a tool originally used for computer-mediated communication
within software companies as well as from academics to enable communication
and collaboration. Slack is currently used inHigher Education for pedagogical pur-
poses. This paper presents a case study of its application to support the learning
journey in a German University of applied sciences. The study identifies enablers
and barriers of the use of Slack as they come out from learning experience research
with 20 undergraduate student interviews in their first semester as well as from
observations of a Slack channel that the students and their educators used. The
study identifies enablers with students reporting that Slack is easy to use, the dis-
cussions are flowing, the communication with educators is personal and friendly,
and they get the opportunity to network and socialize with new fellow students in
a less formal environment. However, certain barriers are apparent with students
feeling overwhelmed by the information their educators share which often gets
lost or dispersed in various other Slack channels and platforms outside slack. The
findings indicate that for communication to be effective, teamwork between edu-
cators who manage Slack communication is essential and clear objectives of its
use need to be timely and clearly defined.

Keyword: Computer-mediated communication student learning teacher support
slack

1 Introduction

Teaching and Learning is often facilitated by the use of technological tools that have the
potential to enhance communication with the purpose of supporting students’ learning
journey. Also, since the outbreak of the global COVID-19 pandemic, educational insti-
tutions were almost obliged to use various tools to keep students informed about their
learning journey. Empirical studies were conducted on the use of various communication
tools in different educational environments, Slack being one of them. The current study
explores the use of Slack in the context of a university of applied sciences through the
student perspective.
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2 Background

Slack is a tool originally used for ‘computer-mediated communication’ within soft-
ware companies. Currently, Slack is also used in higher education and particularly for
‘planning and teaching curriculum to managing student services by over 3,000 higher
education institutions, with approximately 1.2 million users, to keep classes and campus
affairs running online’ [1].

One of the most influential models of tutoring in ‘computer mediated’ environments
has been Gilly Salmon’s e-moderating model which was used to train e-moderators
across the world to support student learning [2].

According to this model, the e-moderator has an invaluable role to play in the suc-
cessful implementation of the five-stage model of learning. The stages are presented
below:

• Stage 1. Access and Motivation. The e-moderator’s role here is to welcome and
encourage participants to interact.

• Stage 2. Online Socialisation. The moderator assists in familiarising and providing
bridges between cultural, social and learning environments.

• Stage 3. Information Exchange. At this stage the moderator facilitates tasks and
supports the use of learning materials.

• Stage 4. Knowledge Construction. Themoderator facilitates the process without being
involved to a great extent.

• Stage 5. Development. On this last stage the moderator supports and responds to
student questions.

Each of these stages enable an e-moderator to assist a student move from access and
motivation to online socialisation, to information exchange, to knowledge construction
and eventually to development. An e-moderator needs to take technical support for
learners, the learning process, and their own role in supporting that learning. This model
assists educators in general to understand what teaching online involves and the factors
that need to be considered. Additionally, recent research in the context of online learning
and, in particular, on Massive Open Online Courses (MOOCs) [3] also uncovers the
roles of people who carry out the teaching in the online settings, which demand the
technical skills that Salmon proposed along with the subject matter expertise, but also
pedagogical decisions about the learning design. Reasons that the learning design and its
development are considered important are that it can help educators supporting students
online to becomemore effective in their preparation, in facilitating teaching and learning
activities, as well as in exposing educators to new teaching ideas that take them beyond
their traditional approaches [4].

The use of Slack for supporting online learning, demands the need for a range of
skills for educators using it. Currently, there is some published research on the use of
Slack and relates to the support of higher education student peer interactions during
Master’s thesis seminars [5]. Some other piece of research relates to using slack in
education as an alternative communication for groupwork again in graduate level [6].
Some other literature documented the educator experience in managing discussions
and involving students in their online learning through active learning exercises in the
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context of environmental politics courses [7]. Further, researchers previously reflected
on lessons learned using Slack in Engineering Education in the context of Innovation
Based Learning which had positive impact although sometimes information was getting
lost and made recommendations for better practice [8].

The current research study which is in progress aims to shed light in the use of Slack
for supporting the learning journey. To the best of the author’s knowledge, the use of
slack has not been studied in the context of undergraduate studies in applied sciences.
Also, this research is unique as it considers online pedagogy and in particular, the five-
stage model of learning. The approach that Salmon took was tried-and-tested to online
teaching that is currently being used across the world in different contexts is MOOCs in
Australia [9] as well as in asynchronous discussions in Malaysia [10].

3 Methodology

The study that this paper introduces is part of a bigger study that relates to the evaluation
of learning experience of students in the context of a German University of applied
sciences. Due to the global pandemic affecting the face-to-face experience of teaching
and learning, teachers and students at the university had to pivot to online learning. One
of the main tools the university uses for communication amongst teachers and students
even before the pandemic is Slack and is also preferred over email communication. The
study therefore asks the following research question: What are the enablers and barriers
in the use of Slack to support the students’ learning journey in their first semester of
undergraduate studies? The e-moderator model approach of Salmon is used to identify
enablers and barriers in access and motivation, in online socialization and in information
exchange.

A case study [11] was conducted to examine the learning experience and specifically
to identify enablers and barriers in the use of Slack to support the students’ learning
journey. Ethical approval for the design and implementation of this case study was
received from the university’s Research Ethics committee. The method used to collect
datawas semi-structured online interviews that lasted between 30–40min. The questions
that were asked to students related to all the platforms they used and to Slack in particular
during the first semester of their studies. Moreover, they were asked about the support
they received through Slack from their educators and the topics they discussedwith them.
Student participants were also asked about the interaction with other fellow students on
Slack and other similar tools.

20 undergraduate students online and, when possible, face-to-face interviews in
their first semester were conducted. The reason for choosing students on their first
semester was that at that stage, they would be less likely to have used Slack before
coming to study at this university, whereas students in more senior semesters would
already have experience in using Slack since their first semester. A purposeful sampling
approach sought to discover, understand, and gain insights from student participants [12].
In particular, the purposeful sampling aimed at understanding whether various types of
learners that were at the same (first) semester, presented profound differences in the use
of Slack as a tool used for communication.

In the current sample of the interviews that took place in March 2022, there were
five types of participants:
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• the ones who came to study at the university right after high school (n = 8)
• the ones who came to study at the university with a degree and work experience from
abroad (n = 6)

• the ones who came to study at the university with a degree and work experience from
Germany (n = 4)

• the ones who came to study at the university, and had previously studied elsewhere,
dropped out and had some work experience (n = 1)

• the ones who come to study at the university, and had previously studied elsewhere,
dropped out, do not have work experience or their work experience is unknown to the
researcher. (n = 1)

Initial observations of the Slack channel that the students and their educators used
during their first semester were also examined. The following section discusses initial
findings of the study.

4 Discussion

The study identified initial enablers and barriers in the use of Slack that were thematically
analysed [13]. No profound differences between the five types of participants were found
in their views about the use of Slack as a tool for communication to support their learning
journey therefore the initial analysis is not discerning the different categories of students.

4.1 Enablers

Some students (n = 7) reported that Slack is easy to use as it provided them with the
opportunity to go back to the tool and read again discussions with fellow students and
announcements of their educators. They also mentioned that they could work collabo-
ratively with their team members (n = 5). Going back to the group discussions assisted
students to get an understanding of what they did throughout the semester through the
discussions they had which were flowing.

Almost half students (n= 9) also stated that communication with educators through
Slack was personal and friendly, something that the experienced students who have
studied in more traditional university institutions had not experienced before. Students
(n = 4) who were studying from abroad due to the pandemic also mentioned that Slack
gave them the opportunity to network and socialize with new fellow students in a less
formal environment and make friends, something that email exchange would not allow
so easily as they reported. However, certain barriers became apparent and are discussed
in the next subsection.

4.2 Barriers

One of the major barriers that many students (n = 12) mentioned was that they felt
overwhelmed in the beginning of the semester. Getting onboarded into Slack, as well
as on other tools was challenging as they had not used most of the tools before. Also
Slack itself had a lot of ‘channels’ to communicate and students (n = 4) indicated that
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they would get a great number of notifications while being added to different channels
from their educators. Slack shows all new messages and interactions in bold fonts (i.e.
that means that a message was not yet ‘read’). Students (n = 3) also reported that they
could not keep track of the plethora of the rest of the tools used and were unsure what
is the main channel of communication and through which tool. Other tools involved a
Learning Platform as well as Wiki Pages on a platform called Notion.

Furthermore, the fact that all activities were taking place online, was making it
stressful and exhausting for some (n = 3) to be sitting in front of a computer and not
being able to find the information needed to be prepared for their classes or knowing
what the requirements for assessments were.

Some students (n = 3) only found out at the end of the semester that they could
actually mute channels, select them and sort them out in different folders from their
fellow students. When this happened, they saved themselves a lot of time and they could
focus only to the important channels and not miss important information.

Another challenge that students (n = 4) mentioned they faced was that when they
did not check Slack regularly, the information would very quickly go out of control. So
often students (n= 15) reported that they would turn to tools they were already using in
their personal lives such asWhat’s app, Signal and Telegram to ask other fellow learners.
The discussions they reported that they had (n = 10) were not only course work related
but also for socialising. So, when certain information their educators shared was getting
lost or dispersed in various other Slack channels, students (n= 4) mentioned they would
attempt to use platforms outside Slack resulting in losing focus from their studies in the
plethora of communication tools. It was apparent that there were students who were new
to online learning, therefore there is was a need for educators to help them find their way
around and to make clear the differences from face to face learning environments.

Although students were given access to the technology environment of Slack as well
as to other tools, they did now have access or were not aware of the access they needed
to have, or they would not find out the information they needed in a timely manner; this
resulted in missing sessions of their courses for some (n = 3). Salmon states that there
might be issues in the beginning with access to the tools so students will need human
intervention for this. So, the educators or ‘e-moderators’ as Salmon calls them, need
to provide support throughout this scaffold to make sure that students get to the end of
it with a productive learning experience whether this is about learning how to work in
groups or to online socialization and in information exchange. From the initial slack
observations, it seems that the technology changes the context in which learning design
takes place, so the educators need to also experiment with what works and what does
not work to offer a smooth learning journey to students.

The initial findings indicate that for communication to be effective, teamwork
between educators who manage Slack communication is essential and clear objectives
of its use need to be timely and clearly defined. The findings are not only relevant to
Slack but also to other similar digital tools used to support the learning journey (i.e.
Microsoft Teams, What’s App, etc.). The role of the educator is to keep the students
engaged on a main platform, whether that is Slack or the dedicated Learning Platform
of the university, so as not information gets dispersed to so many other communication
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tools with the risk of students dropping out or failing to register, submit their assessment
or receiving feedback.

5 Conclusion

This studywhich is part of a longer study on learner experience of undergraduate students
in a German University of applied sciences, aimed to answer the research question
‘What are the enablers and barriers in the use of Slack to support the students’ learning
journey in their first semester of undergraduate studies?’. It took a case study approach
conducting 20 semi-structured interviews with students who had just started studying
their undergraduate degree.

The current study sought to examine the ways students used Slack and is mainly
exploratory. For this, it presents certain limitations with regards to its sample and its
data sources. It relies in a limited number of interviews. Future research work may
include interviews with educators to get a more holistic point of view. Also examine
the engagement with the platform through Learning Analytics and look at trends of
what students tend to engage more and where they tend to be inactive. This may help in
adjusting its use to support a smooth learning journey.

Although the study cannot generalize its findings, it shows that Slack can potentially
be used to facilitate communication but there is also a need to guide students on how to
use it. It shed lights onwhat its limitations arewith regards to notifications that are getting
lost so that students are aware of. The contribution of the initial findings of this study
shows that the communication for supporting learning to be effective demands teamwork
between educators who manage Slack and clear objectives of its use need to be timely
and clearly defined. Working on this direction, continuous professional development for
educators on blended teaching tools would be useful. It would be useful for educators to
get familiar to models such as the one of e-moderator or to gain a deeper understanding
on online learning design activities whether these are to facilitate access and motivate
learners or to help them get to know each other and develop group work activities, to
exchange information with an end goal to exchange knowledge and develop individual
or group projects.
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Abstract. Amobile telepresence robot (MTR) is a semi-autonomous robotwhose
movement and interaction with its surrounding environment is controlled by a per-
son from a distance. In education, MTR enable learners or educators to virtually
participate in a class from a distance. TRinE: Telepresence Robots in Education
is an EU project that aims at providing an interactive toolkit to support educa-
tors, learners, and others in order to integrate MTR in education. During January
and February 2022, project’s partners conducted a qualitative study to collect the
experiences and views of educators, learners, and other stakeholders (i.e., admin-
istrators, technical support staff, librarians) regarding the use ofMTR in education
across Austria, Germany, Greece, France, Iceland, Malta, and USA. A total of 19
persons were interviewed and 66 persons participated in 12 focus groups discus-
sions. The findings describe interviewees’ experiences with MTR in education
as well as the views of interviewees and focus groups’ participants with regard
to pros, cons, and recommendations of using MTR in education. These findings
may help educational policy makers, educational institutes officials, educators,
and others to efficiently integrate MTR in education.

Keywords: Distance learning · Distance teaching · Human computer
interaction · Telepresence robots

1 Introduction

A mobile telepresence robot (MTR) is a remote-controlled robot with mobility and
videoconferencing capabilities. Usually, an MTR is equipped with a screen display,
camera, audio speaker, microphone, motor, wheels, and wireless Internet connectivity.
The remote operator of the MTR can drive and move it, interact with the people and
objects around the MTR, and feel like being present there. Telepresence robots have
been used in many areas such as offices, health care, hospitals, and schools [1]. MTR
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can be used by persons who cannot be physically present and walk around at a specific
location due to being at a distant location, illness, disability, restrictions (e.g., quarantine,
restricted access location), bad weather, war, and more.

The advantage of MTR over videoconferencing in education lies in its ability to
move around the class and interact with one or more persons. So, the operator of an
MTR in a class may experience stronger feelings of social presence [2], belonging and
being part of the class.

TRinE is an Erasmus+ project that aims at providing an interactive toolkit to support
educators, learners, and other stakeholders in order to integrate MTR in education [3].
With regard to this project, the researchers conducted a qualitative study to collect the
experiences andviewsof educators, learners, andother stakeholders (e.g., administrators,
technicians, IT support staff, librarians) regarding the use of MTR in education. This
paper describes the results of the study.

2 Previous Studies Regarding Telepresence Robots in Education

Most previous studies use the term telepresence robot (TR) both for static TR and
mobile TR. This study focuses exclusively on MTR. Previous studies with regard to TR
in education investigated the introduction of TR in various educational settings. When
a teacher cannot physically visit the premises of a class due to illness, bad weather,
long distance, etc., teacher can deliver teaching using a TR located in the class [4–6].
Similarly, an expert at a distance location (e.g., abroad) or in a limited available time
can advise a class via a TR [7–10]. Most previous studies investigated the case of a
homebound student (due to illness) participating in a class via a TR [7, 9, 11–16]. Other
previous studies investigated the cases of a language learner abroad communicating
with a native-speaker via a TR [17–19], two students at a distance discussing a topic and
solving a problem using a TR [2], a teacher teachingmathematics [5] or languages [20] to
one student as well two classes at a distance (e.g., in different countries) communicating
via a TR [21].

Most previous studies investigated a single case of using TR in a specific class. Using
interviews, the current study records the experiences of users who have already used TR
in various educational settings in Austria, France, Iceland, and USA. In addition, using
focus groups, the current study records the perceptions and opinions of both experienced
users and inexperienced educators, learners, and other stakeholders (i.e., administrators,
technical support staff, librarians) regarding the introduction of TR in education across
Austria, Germany, Greece, Iceland, and Malta.

3 Methodology

Using focus groups and interviews, the researchers collected the opinions of interested
stakeholders across Austria, Germany, Greece, France, Iceland, Malta, and USA. The
proposed research was reviewed and approved by MCAST’s Research Ethics Commit-
tee. A total of 19 interviews and 12 focus groups with 66 participants were conducted
during January and February 2022. A total of 85 persons participated in the interviews
and focus groups discussions. The participants included educators, learners, and other
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stakeholders (e.g., administrators, technical support staff, librarians, MTR manufac-
tures). The duration of a focus group discussion was about 90 min, while an interview
lasted about 60min. The focus groups discussion and the interviewswere video recorded
(with the consent of the participants). In order to identify patterns and themes related to
the participants’ views, the videos were transcribed and coded.

4 Results

In this section we briefly present the interviewees’ experiences with MTR in educa-
tion as well as the views of interviewees and focus groups’ participants with regard
to strengths, opportunities, weaknesses, and challenges of using MTR in education. In
addition, participants’ recommendations are given with regard to introducing MTR in
education. Due to space limitation, only the main results are presented here. Further
results are presented in [22, 23].

The interviewees described their experiences with MTR in various settings: 1)
Remote educators (at home, office, abroad, ill) teach, advise, and socialize with students;
2) Remote experts, invited professors with disabilities or from overseas give lectures and
mentoring; and 3) Remote students (at home, hospital, abroad) attend classes.

Participants in both the focus groups and the interviews mentioned several advan-
tages of using MTR in education across the following themes: 1) Strengths; 2) Peda-
gogical capabilities; 3) Remote student opportunities; 4) Remote teacher opportunities;
5) General opportunities. The strengths of MTR (such as easy-of-use, mobility, and
interactivity) were mentioned 11 times by interviewees and 13 times by focus groups’
participants. The pedagogical capabilities of MTR (such as fostering engagement, par-
ticipation, feel of presence and belonging, and collaboration) were mentioned 30 times
by interviewees and 32 times by focus groups’ participants. The opportunities given by
MTR to remote students (such as enabling ill students or students at abroad to participate
in class) were mentioned 10 times by interviewees and 10 times by focus groups’ par-
ticipants. The opportunities given by MTR to remote teachers (such as enabling remote
experts to lecture and advise students) were mentioned 8 times by interviewees and 8
times by focus groups’ participants. Finally, the opportunities given by MTR to remote
students (such as enabling participation in class in case of pandemic and bad weather,
or avoiding commuting and long journeys) were mentioned 2 times by interviewees and
7 times by focus groups’ participants.

Participants in both the focus groups and the interviews expressed several concerns
about usingMTR in education across the following themes: 1) Technical weaknesses; 2)
Educational and psychological challenges; 3) Environment obstacles; 4) Management
and maintenance challenges; 5) Legal and ethical challenges. The technical weaknesses
of MTR (such as low quality of audio and video, movement difficulties, and battery
limitations) were mentioned 15 times by interviewees and 10 times by focus groups’
participants. The educational and psychological challenges (such as fear of using MTR,
negative attitudes, human need of being physically present and communicating, and
training needs about MTR) were mentioned 17 times by interviewees and 30 times by
focus groups’ participants. The obstacles of the environment (such as lack of stable
high-speed WiFi everywhere and physical obstacles along the MTR’s move) were men-
tioned 27 times by interviewees and 20 times by focus groups’ participants. The MTR
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management and maintenance challenges (such as cost of MTR and needs for assistants
to charge, schedule, assign, and collect the MTR) were mentioned 5 times by intervie-
wees and 17 times by focus groups’ participants. Finally, legal and ethical challenges
of using MTR in education (such as lack of policies and regulations, privacy, security,
and illegal recording) were mentioned 25 times by interviewees and 28 times by focus
groups’ participants.

In total, interviewees mentioned more times weaknesses (89) than advantages
(53) of MTR in education. Similarly, focus groups’ participants indicated more times
weaknesses (105) than advantages (62) of MTR in education.

Participants in both the focus groups and the interviews made several recommen-
dations to facilitate the integration of MTR in education across the following themes:
1) Recommendations for policies; 2) Recommendations for organizational issues; 3)
Recommendations for buildings; 4) Recommendations forMTR functionalities. Recom-
mendations for policies (such as policies for the operator of the MTR) were mentioned
3 times by interviewees and 22 times by focus groups’ participants. Recommendations
for organizational issues (such as funding) were mentioned 2 times by interviewees and
2 times by focus groups’ participants. Recommendations for buildings (such as WiFi
everywhere and space arrangements) were mentioned 7 times by focus groups’ partic-
ipants. Recommendations for MTR functionalities (such as connectivity, audio, vision,
gesturing, movement, and security) were mentioned 20 times by interviewees and 19
times by focus groups’ participants.

5 Discussions and Practical Implications

This study provided a list of main themes with regard to strengths, opportunities, weak-
nesses, challenges, and recommendations for the introduction ofMTR in education. Edu-
cators, students (and their parents) as the main users of telepresence robots in an edu-
cational setting can be inspired by current practices and experiences of respondents and
encouraged by the positive feedback from early adopters. Students who face obstacles
to physically attend classes can use MTR to participate and being part of the class. In
addition, educators and experts can provide teaching and mentoring from a distance
using MTR. External experts could participate in class via an MTR to save travel time
and costs.

One of the main benefits for students is the feeling of belonging and being part of the
class when using such an MTR. The feeling of social presence improves learning and
can help the recovery process of sick students. Using a MTR makes it easier for them to
return to school.

Despite the advantages that MTR offer compared to other tele-teaching technologies
(e.g. Zoom sessions), there are a number of weaknesses that may depend on the technol-
ogy or other pedagogical, psychological, environmental or administrative aspects. For
example, the move of MTR is difficult if there are too many physical obstacles in the
building such as stairs, lifts, doors and assistance for the robot is not possible, or if WiFi
full coverage requires additional high costs.

Education policy makers and school headmasters can develop strategies and guide-
lines based on the recommendations. They can use the presented information to select
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appropriate MTR and take appropriate technological, environmental, and organizational
steps. One of the most important tasks here is to issue usage and safety regulations for
all users of the MTRs to ensure their smooth utilization.

For the technicians who are to set up themobile telepresence robots in the facilities of
the educational institutions, our results provide a list of recommendations and technical
obstacles that should be solved, e.g. high-speed WiFi coverage, possible physical obsta-
cles, positioning of the docking stations, considerations for spare parts, maintenance
scheduling and repairing, etc.

Currently, MTR encounter several obstacles for their effective integration in edu-
cation. However, it is expected that many of these issues (such as high cost, limited
WiFi coverage everywhere, lack of policies and support, lack of MTR functionalities)
will be soon resolved. For example, the prices of sensors and other hardware compo-
nents are decreasing, their quality is advancing, and companies are constantly improving
software features. Such advances include the management of MTR fleets or the use of
artificial intelligence (AI) algorithms for collision detection, pathfinding, simultaneous
translation or even facial recognition. In some aspects, MTR shares threats in the area of
privacy such as other technologies like augmented reality and self-driving cars, where
the sensors deliver real-time data from the environment. Solving these problems in one
area will automatically solve the problems in the MTR domain.

Our findings should enable MTR manufacturers to plan their future features based
on the given recommendations. What some providers already offer is a developer kit
for those users who want to adapt the hardware and software capabilities of their MTR
devices to their own requirements. Such modular principles could be further adopted
by the community to overcome current limitations. However, some of the technological
weaknesses and threats, e.g., in the area of safety and security, could not entirely be
solved by technology in the near future or the solution will not be affordable.

6 Conclusions and Future Research

This paper presents concentrated results of a comprehensive study in the field of MTR
in education. The study employed interviews and focus groups discussions with the aim
of gaining insights into the opinions and attitudes of different target groups. Twelve
focus groups and nineteen interviews were conducted with a total of 85 participants
across seven countries. The participants had varying degrees of experience with the
technology, some of them have been using it for years, others only knew about it recently.
The results of this study include opinions and attitudes towards MTR technology as well
as recommendations for the use of MTR in educational institutions.

A next step is to create a validated approach for the use of MTR in the classroom. A
toolkit will include a knowledge base, a set of guidelines for user-friendly and efficient
integration, best practices for educational scenarios from experienced users and much
more. The overarching goal is to increase presence, social learning, and inclusion in
classrooms and university classes, and to compensate for the lack of mobility or limited
travel of students, faculty or other staff. MTR could enhance learning and intercultural
exchange and prepare students for the workplace of tomorrow.
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Abstract. Applications of pedagogical agent (PA) systems incorporating ani-
mated characters in school settings have mainly addressed students at an individ-
ual level. However, how these systems could be used and designed for supporting
teachers while taking advantage of artificial intelligence (AI) technology is an
open question. Therefore, we carried out a focus group to understand what teach-
erswould expect and need fromsuch a systemat a classroom level.Our focus group
protocol sought to discover design and practical considerations in four dimensions.
1) System design considerations, where teachers expect the system to incorporate
speech recognition and to “learn” from themwhile doing their practice. 2) System
collaboration, teachers wanted support in their pedagogy by considering students’
achievement profiles, and by finding and sorting learning material as needed. 3)
PA role in the classroom, we identified the following roles: annotator, scaffolder,
peacekeeper, and substitute. 4) PA ethical considerations, teachers perceive PA as
a possible replacement threat and controversial opinions on the use and meaning
making of this technology. We discuss our findings and present future research
directions to develop a PA that could empower teachers with AI pedagogy in the
classroom, hence, indirectly supporting learning.

Keywords: Pedagogical agent · Classroom level technology · Artificial
intelligence pedagogy · Focus group · Educational technology

1 Introduction

Educational technology that incorporates Artificial Intelligence (AI) is rapidly gaining
attention, as it can serve to automate parts of problem-solving processes comparably to
how humans will tackle them [1]. For example, pedagogical agent systems are shown
to have positive impact on students’ learning [2] by playing pedagogical roles (i.e. peer,
mentor, tutor, expert) when interacting with learners [3]. However, design and ethical
considerations when deploying these systems on a classroom level to support both,
teachers’ pedagogy and students’ learning, are not yet well defined. This paper explores
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what teachers would expect from PA systems when deployed on a classroom level in the
K-12 context.

PA systems derive from intelligent tutoring system (ITS) and are capable of sim-
ulating teachers’ personalized help to students. PA systems incorporate digital entities
(agents) that can be implemented in multiple multimedia formats (i.e., text, voice, 2D or
3D characters) [4]. Such systems provide timely feedback and support to students based
on estimations of continuously updated models of students’ interactions and behaviors
[5, 6]. Despite reviews reporting on ITSs effectiveness to support students’ learning [7],
it is not clear how teachers can benefit by integrating it into their pedagogy [8, 9]. Yacef
[10] proposed to jointly support students and teachers with ITS and reconceptualized
them as “intelligent teachers assistants” (ITAs). Related research suggests that these sys-
tems could increase students’ learning by leveraging teacher’s practice in the classroom
[9, 11, 12]. For instance, [11] suggested that ITSs would need to consider leverag-
ing teachers’ practice including time management across multiple students, reducing
orchestration load, feedback on teachers’ own support to students, actionable diagnosis
rather than just data visualizations, students’ motivation and frustration management,
customize the ITS to fit teachers’ pedagogy needs, entirely taking control over the ITS,
and allow teachers’ eyes and ears to be on the classroom instead of metric dashboards.
Other studies have taken a broader scope to understand teachers’ perception of AI as a
tool to support their practice. For instance, [13] found teachers to have limited or basic
familiarity with AI. However, teachers suggested that AI could be a means to foster cre-
ativity in their practice, automatically forming groups considering students’ knowledge
state, and sorting learning materials according to the difficulty level. Conversely, teach-
ers perceived AI use in education to hinder human communication, creating passiveness
and/or replacing the human factor.

We build on existing work to contribute toward an effective AI pedagogy. Our work
differs in that we focus on pedagogical agent (PA) systems [14] incorporating 2D virtual
animated characters that have been used with individual students. This is important to
address as some authors have report teachers’ passiveness in the classroomwhen students
interact with such systems [15]. We carried out a focus group in which teachers engaged
in discussions and shared their insights in four broad categories aiming to integrate PA
as an effective pedagogical aid: (i) system design considerations, (ii) PA collaboration,
(iii) PA role in the classroom, and (iv) PA ethical considerations.

2 Method

2.1 Study Design

A focus group qualitative method was appropriate for this study as it facilitated the
researchers to get new insights and understandings about participants [16] in a coopera-
tive manner where participant’s interaction will likely yield the best information for the
study [17]. The focus group was hosted online in the last week of November 2021. The
consent forms were sent via email, and participants granted permission for video and
audio recordings for analysis purposes. Our study considered purposive nonprobability
sampling [18]. In total, five K-12 STEM subject teachers and one language teacher par-
ticipated in the focus group (5 female, 1 male). Five participants were active teachers
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also studying a master’s or PhD program in education-related fields (3=MA, 1= PhD),
and two were solely teaching. STEM-related represented subjects were natural science,
mathematics, robotics, informatics, and physics. Four teachers expressed to always use
technology in their classroom, one most of the time, and one sometimes. They further
explained to use mainly technology like projectors, computers, mobile devices, smart
boards, and robots, but no specification was provided software-wise. Only one of the
teachers had previous experience with PAs or ITSs.

2.2 Focus Group Protocol and Coding Procedure

Weorganized our focus group protocol questions into four initial categories: 1) PAdesign
considerations aiming to explore how teachers would like to intervene or inter-act with
the system; 2) PA collaboration, aiming to exploring possible co-teaching processes, that
teachers would like to be assisted with by the PA; 3) PA role in the Classroom, aiming
to identified roles the PA would need to perform when deployed in a classroom; and 4)
PA ethical considerations, aiming to understand issues and threats teachers would raise
when deploying this technology.

We transcribed the recorded audio file to text, anonymized the data, and all utter-
ances were divided, and organized in a spreadsheet. We followed an inductive approach
proposed by Thomas [19] consisting of the following phases: (i) Initial reading and
identification phase, where all utterances containing key pieces of information related
to our study objectives were marked with bold. (ii) Labeling phase, where an indepen-
dent parallel coding was carried out in which the first author introduced the initial four
categories to the second author. Then, both coders independently labeled key pieces
of information to identify specific topics. (iii) Reducing overlapping categories phase,
where both researchers discussed the created labels and reduced them to nine different
topics in which all utterances were re-coded. To validate coders’ concordance and reli-
ability, we used Cohen’s Kappa. (iv) Finally, in the creating a model process phase, we
further allocate those nine topics (subcategories) into the initial broad categories of our
focus group protocol. Our final data consisted of 73 distinguishable utterances.

3 Results

3.1 PA System Design Considerations

Teachers expressed the necessity to interact with the system by using voice commands
(speech recognition technology). This was supported by excerpts like “… Saying a
command, that would be amazing because if you have to insert… a code… or touch it
[system app]… Takes time and time is very precious in the classroom. If I can just say
it [command to the system] then it would be easier… if you make it [PA interaction]
time-consuming or difficult, then teachers won’t use it”. Another system interaction
requirement was linked to the need for monitoring and controlling the students while
teachers must go momentarily from the classroom. An example of the latter was “If I
am in the classroom they know that they [students] have to behave, I am usually talking
with them [students] and they feel like somebody is there watching them. I think my
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replacement [referring to the PA] could alert me if there is a problem, sending a SMS
or something like that, I could quickly come back.”. Regarding how teachers would like
to intervene in the system, one teacher expressed the need for the system to be able
to “learn” and re-configure pedagogical aspects. Excerpts of the latter were “… The
scenario that comes to me is… I could use a code word to stop it [the PA system] for a
minute, and if it [PA] could be that smart… to learn from me, that would be amazing…
Maybe after my lesson, help it [PA] to improve it. I mean, I think that’s like artificial
intelligence…. If the pedagogical agent can learn… that would be very resourceful for
me to use it then… and I would definitely put the time to help it [PA] learn”.

3.2 PA Collaboration

Teachers expressed the need to collaborate with a PA to be able to alternate their attention
between individual and classroom needs. This was supported by excerpts like “For me,
the most important part… is that I could give them [students] individual help, but at the
same time, think about all the children together. So… the system could probably help
me to… give attendance to the students… so… if I have somebody near me… doing
a reading exercise, I can give them [students] personal feedback”. Another need for
collaboration was custom support depending on students’ achievement profiles. One
teacher mentioned, “In Estonia… there is a big problem. We don’t have time to help
or guide very smart students. It’s sometimes too hard [the exercises or activities] for
some students… and my smart ones have done all the work. I don’t have the time to
give them [advanced students] something harder”. Another collaboration request was
for the PA to look and show real-life examples where abstract or difficult topics could be
applied.One teacher said,“…some students have a hard time understanding some topics.
So… the agent could help me with some… real-life examples so that the students would
understand the topics better”. Finally, last request was for managing internet resources
while teachers are addressing the classroom, we found this is utterances like “… I have
to always show pictures… so it would be great if like the agent has already all these
pictures… I need”, another teacher followed with “I absolutely agree with this because
my students are always [asking] please, show us, show us this picture on Google”.

3.3 PA Roles in the Classroom

We found teachers’ requesting the following roles:

The Annotator will have to manage students’ turns (forming a cue for the teacher to
assist them) and take notes of students’ questions. This was supported by utterances like
“For me… it’s quite usual that I give the students an experiment to do in pairs and then,
I walk around in the classroom and see how they are doing… solving the problems. So,
if I could have someone at the front of the classroom to contain them [students] while I
am going around, that will help”. The same teacher later added, “… and the problem…
students forget what they wanted to ask or get confused”.
The Scaffolder will need to repeat, keep track, and explain instructions introduced by
the teachers to allow students to complete the activities at a different pace. Teachers
pointed out this as a strategy to reduce classroom orchestration load and unnecessary
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fatigue. The latter was stressed by “I thought of one example… how it would really help
me. I have to give instructions to the ones [doing the activity] fast, and I have to be
ready to help those who are behind… I repeat my sayings [instructions] in the class…
this pedagogical agent could repeat that for me because I have to do this a thousand
times”.
The Substitute would need to be capable of being to momentarily take over the class,
or if teachers are not able to go to class, substitute them. For instance, one teacher said,
“The problem that occurs with my students is that during the breaks, I can’t go even
to the toilet… every time I come back there is some kind of problem…. And the lesson
usually begins with me solving like 10 problems”.
The Peacekeeper should be able to mediate students’ interactions to avoid conflicts.
This was illustrated by the following excerpt, “Ok, if you could use [PA] in a group that
is working together… they [the students] start fighting, so it would be amazing if [the
PA] could move them in the right direction. [With some questions] like are you working?
What are you talking about?… That’s what I would like”.

3.4 PA Ethical Considerations

Teachers expressed their concerns about PA as a threat of possible replacement rather
than empowerment. One teacher said “…important that I am the teacher in the class…
not… this agent. I make my rules and it [PA] has to follow them. This is important because
maybe schools don’t need us anymore. I need my money, but if I don’t have money, I
can’t drink my coffee”. Another important ethical aspect to consider was in relation to
personal data and students’ psychological wellbeing, this was found in excerpts like “I
was thinking about privacy, maybe some students are not afraid of anything because
they are born with computer and mobile phones [digital natives]. But parents might
be afraid that this agent is recording something or doing something bad with data,
like their [students’] faces or grades.” One teacher said, “If education goes more and
more to distance learning, then agent games may be more useful and teachers won’t
be necessary”. Another controversial aspect teachers raised was regarding assessing
and grading. The physics teacher mentioned “When students are doing a test… I would
leave the grading to myself because it would create a bad situation when agents follow a
different logic in grading. Usually, computers are harsh… but when I grade, I see what
they [students] are doing and if they [the students] are going in the right direction, then
I am going to give them some points.” This was discussed by the math teacher with “But
still, these agents could do something [in relation to grading] for us… but the final word
is ours, not theirs [referring to PA]”. Another controversial aspect that raised discussion
was in relation to a possible modality where the animated character is a virtual puppet,
in other words, the PA functioning in a modality where a real human is fully or partially
controlling the agent. Teacher 1 mentioned “I think in the situation where the puppet
[animated character] is controlled remotely by another person… then for me… I would
rather take the teacher in the remote station with me in the classroom. But if the system
doesn’t need an extra human resource, then it would be acceptable for me. We have a
problem in Estonia… we don’t have enough teachers and I think it would be a waste of
resources to use another person somewhere else… just to make it fun for the students”
To this argument, another teacher responded, “But what about teachers that can’t teach
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in the class? Maybe they have some kind of‘[disability]… They are in a wheelchair, for
example… We have teachers at home that can’t teach, and they want to teach… and they
have so much to give, and they really want to do their job… This agent gives them the
opportunity to work”.

4 Conclusion

Our study suggested design and practical considerations for PA systems incorporating
an animated character at a classroom level in the following categories: System Inter-
ventions and Interactions. Teachers expect to be able to intervene in the system to make
the PA learn and reconfigure itself to match the teachers’ pedagogy requirements. PA
collaboration. Participants expected the PA to allow them to (i) alternate their attention
between individual and classroom needs, (ii) offer custom support depending on stu-
dents’ achievement profiles, (iii) and look and show real-life examples where abstract
or difficult topics are applied. PA Role in the Classroom. We found four distinctive roles
the PA should be able to perform to support teachers meaningfully. (i) The annotator will
have to manage students’ turns and questions to help teachers with a cue of assistance,
as well as keep track of students’ doubts to address them. (ii) The scaffolder will need
to repeat, keep track of, and explain instructions introduced by the teachers, so students
will be able to do the activities and teachers will avoid unnecessary fatigue by repeating
instructions. (iii) As the substitute, the agent would need to be capable of momentarily
taking control over the class, or if teachers are not able to go to class, substitute them.
(iv) Peacekeeper. Teachers expressed the need to have aid when the activity is carried
out in small teams. In this case, the PA should be able to mediate students’ interactions
to avoid conflicts. All teachers shared similar concerns to relevant literature where AI
usage in education is perceived as a potential threat to hinder human communication [13],
and to be designed to replace them rather than empower them [11]. However, teachers
also engaged in controversial discussions that might depict designing flexibility require-
ments to meet teachers’ preferences when incorporating PA technology in their practice,
or practical implications in the case the PA system would partially be controlled by a
real human from a remote station. We argue that artificial intelligence (AI) pedagogy
[1], should empower teachers by leveraging their practice and support their well-being
in a holistic meaningful manner.
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3 Sorbonne Université and Univ. Lille, 59000 Lille, France
katia.quelennec@univ-lille.fr

4 Center for Digital Systems, IMT Nord Europe, Univ. Lille, 59000 Lille, France
mathieu.vermeulen@imt-nord-europe.fr

5 Ecole de Design Nantes Atlantique, 44306 Nantes, France
l.neyssensas@lecolededesign.com

6 LS2N - UMR 6004 CNRS, Nantes Université, Nantes, France
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Abstract. Learning Analytics Dashboards (LADs) are data visualiza-
tion tools built to empower teachers and learners to make purposeful
decisions that impact the learning process. Due to their relatively recent
emergence and the scarcity of studies on their design principles, dash-
board design remains a major area of investigation in learning analytics
research, and large scale diffusion to their stakeholders remains limited.
We promote human-centered approaches for LADs design since their suc-
cess in terms of acceptance and adoption greatly depends on the level of
stakeholder involvement in their design. In this paper, we present a tool
to support the participatory design of LADs. First experiments during a
pilot study with teachers demonstrate that the proposed tool encourages
group work, and in-depth exploration of LADs use.

Keywords: Learning analytics · Dashboards · Participatory design ·
Sensemaking

1 Introduction

Learning Analytics Dashboards (LADs) are visualization tools designed to enable
teachers and learners to make relevant decisions that impact the learning process
[10]. Although they have received increasing interest in recent years, large scale
diffusion to their stakeholders remains limited. We argue that reasons are mul-
tiple: (1) scarcity of studies on their design principles due to the their relative
recent emergence [7]; (2) difficulty to design effective LADs without involving
stakeholders [5]; (3) lack of relevant expertise and visual literacy among stake-
holders [17]; and (4) failure of LADs to turn insights into action as the processes
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
I. Hilliger et al. (Eds.): EC-TEL 2022, LNCS 13450, pp. 587–593, 2022.
https://doi.org/10.1007/978-3-031-16290-9_54

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16290-9_54&domain=pdf
https://doi.org/10.1007/978-3-031-16290-9_54


588 M. Sadallah et al.

by which people use these representations for insight seeking and decision-making
are still not well understood [19].

According to research, the success of dashboards in terms of acceptance
and adoption, and more globally of any LA innovation, greatly depends on the
level of stakeholder involvement in the design process [9]. This has motivated
the increasing focus of the LA research community on Human-Centered Design
(HCD) approaches and the emergence of the Human-Centered Learning Ana-
lytics (HCLA) [3].Participatory design (or co-design) is a popular approach in
HCLA. It derived from user-centered design as a particular case of co-creation
where designers who are trained in creativity work together with non-designers
during the design process. In LA, it is defined as an approach where learners, edu-
cators, institutions, researchers, developers and designers are all included across
different stages of the design process, from exploration to actual implementation
[15]. Although LA academics and practitioners are increasingly acknowledging
the relevance of HCD methods such as participatory design, their integration
into learning analytics has been slow and is still not yet widespread [16], and
approaches to achieving this remain unclear [2,6].

Fig. 1. Interaction co-design process and roles for LA [15]

We aim to instrument more specifically for LADs the co-design process
adapted to LA and proposed in [15] (Fig. 1). Its activities are iterated to refine
the needs and get closer to the desired solution. In a previous work [4], Under-
stand phase was established and has been continuously refined through exten-
sive interaction with different stakeholders. In this paper, we focus more specif-
ically on the Create phase. We propose a participatory design tool intended
to enable, promote and enhance the accurate and insightful expression of key
design elements and requirements (including visualization and idea generation).
As recent research on dashboards demonstrates, the sensemaking dimension is
pivotal in the construction of relevant dashboards [14]. We thus propose to make
this dimension explicit in LAD design.

The remainder of this paper begins with a review of relevant research. It then
introduces the proposed participatory design toolkit and briefly describes a case
study that illustrates the use of the design tool, before concluding.
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2 Background and Related Work

2.1 Participatory Design of LADs

Participatory design promotes consensus building and the convergence of the dif-
ferent stakeholders on the main objective of the dashboard, encourages collective
innovation and creativity, and anticipates possible adoption obstacles or usage
difficulties. While some examples of successful use for co-design of dashboards are
reported in the literature [16], the LA community still lacks tools specific to the
needs of LA stakeholders to effectively communicate and understand the design
components [2,6]. Popular methods being implemented include workshops and
focus groups [1], learning personas [15], and card-based co-design [2]. Workshops
and focus groups are used to derive design ideas and identify stakeholder opin-
ions. Learning personas allow modeling and summarizing essential information
about the people who are likely to be involved in the learning ecosystem.Card-
based co-design provides a common basis for understanding and communication
between stakeholders, supports creative combinations of information and ideas,
and enhance collaboration and combined creativity [12].

2.2 Supporting Sensemaking with LADs

LADs support and augment human cognition by offering visualizations of learn-
ing data [19]. As it is important to know how the user makes sense of the informa-
tion delivered with LADs, researchers start focusing on how sensemaking occurs
with such tools [13]. Proposed models to investigate interaction and sensemaking
with LADs tend to break down the process into phases that go from perceiv-
ing the dashboard to taking and implementing actions. For instance, the model
described in [18] defines four steps: awareness, reflection, sensemaking and action.
The steps defined by these models are similar to the levels of situational aware-
ness (SA) investigated by the naturalistic movement to explore human decisions
[8]: perception of environmental elements in a volume of time and space, com-
prehension of their meaning, and projection of their state in the near future. In
this paper, we consider sensemaking as the process of constructing situational
awareness through which a course of action is developed [11], and interaction as
the means by which users draw meaning from LADs.

3 LAD Participatory Design’s Support

3.1 Description of the Participatory Design Toolkit

To be effective, a participatory design method needs to be properly instrumented.
We therefore designed the PaDLAD (PArticipatory Design of Learning Analytics
Dashboards)1 toolkit to support users in better expressing their expectations and
needs. Our aim is to foster collaborative workshops. We distinguish three phases

1 https://padlad.github.io/Participatory-Design-ToolkitV2/en/.

https://padlad.github.io/Participatory-Design-ToolkitV2/en/
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Fig. 2. Participatory design toolkit

to support the process: (1) Identification of the LAD’s context and goal; (2)
Data & Visualization to explore useful data; and (3) Sensemaking Sketchup to
explore LAD organization and interaction to support sensemaking. These phases
are materialized by dedicated boards that group various cards (Fig. 2).

Identification Board. This board is based on the definition of a persona to per-
sonify and describe the stakeholders (their expertise, visual literacy, etc.). The
goal being essential for ideation, we dedicate a specific domain card to support
its expression. Depending on their profiles (learners, teachers, etc.), participants
express their goal and relate it to focus and situation awareness level.

Data and Visualization Board. Participants are invited to identify relevant data
that are useful to attain their goal. They fill a specific data card for each. They
are also invited to associate visualizations they feel relevant. For this, a set of
technology cards proposing classical visualizations is provided.

Sensemaking Sketchup Board. The sketching phase supports sensemaking in
three ways. First, to foster browsing the Situation Awareness levels, mockups
of different colors are used: red for monitoring, blue for analyzing and green for
action. Participants have to associate data and visualizations with the different
mockups. Second, technology cards are provided to help participants associate
interaction options to the LAD. Third, a storyboard form is attached to each
mockup to describe the sensemaking process.
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Fig. 3. A participatory design workshop using the proposed toolkit

3.2 Ideation Workshop Using the Toolkit

The design session starts with negotiating a goal and setting up the persona
(Fig. 3a). Next, participants should work collaboratively to make use of the vari-
ous boards, cards, and other layouts designed to facilitate the expression of their
needs, and to support their creativity. The sequence in which these actions are
addressed does not matter, as the participants may have prior ideas (data you
want to use, a dashboard you want to use...). Nevertheless, the following order is
of interest by default: Who wants to do what, with what data and how to access
it to track the achievement of a goal, understand what is happening and act to
better fulfill their goal. The more content users can express, the more readily the
corresponding dashboard can be created. If they are not inspired by a particular
section at a given time, they should not get stuck on it; they can come back to
it later. Finally, the session resulted in a potential design represented as filled-in
cards arranged in the different boards (Fig. 3b).

3.3 A Use Case

To experiment with the proposed design tool in a real educational setting, we
organized a workshop with secondary school teachers. Participants were six
teachers (3 male, 3 female), one administrator (male), one instructional designer
(female), and three researchers (2 male, 1 female) who played the role of facili-
tators.

The main challenge encountered during the ideation phase was the negoti-
ation process necessary to establish a persona. This reflects the different and
sometimes conflicting personality traits, challenges, needs and aspirations of the
participants. Once the description of the persona has been established, the par-
ticipants moved on to the definition of the pursued goal. They agreed to consider
learning progress, to focus on the process with a situational awareness level going
from monitoring to planning. Their aim was to adapt their teaching according
to the obtained feedback and to develop equality among students.

The participants used the context description cards to express the willingness
to consider in-class data of students of each session individually and in combina-
tion, and to share the dashboard with the teaching staff. The clear specification
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of the identification board helped the group in building the target picture using
the DataViz board, and simplified the choice of data and visualization to be
used. Nevertheless, the different levels of visual literacy have led to debates
about which visual representations are most appropriate. The participants felt
and expressed the need to be supported in this phase. Finally, the participants
constructed the different views of the dashboard following the reasoning stage.
Once they had understood the rationale, they found this approach to conceptu-
alizing a dashboard intuitive since it reflects and even materializes the steps of
the reasoning and allows them to project themselves into real use scenarios.

4 Conclusion

In this contribution, we proposed PaDLAD, a tool specifically designed to sup-
port LAD co-design by promoting a more precise decomposition of the intended
goals, including situation awareness level. We combine personas profile to express
user needs and ideation card to promote domain needs, and sketching to enable
prototyping. A first experiment demonstrated that innovative proposals and LA
adoption are possible with teachers, using a participatory approach. Believing
that this kind of tools are contextual, we plan to specialize and test the tool in
different contexts, with different audiences, and for different purposes. For exam-
ple, level of situation awareness may be expressed as monitoring, analysis, and
decision-making at a governance or institutional level, but will rather be: aware-
ness, reflection and feedback for the student. Adoption of different participatory
tools may also vary according to different audiences. To conclude, collecting LAD
proposals from users and practitioners may bring out new needs and unveil new
intended goals that should be shared with the learning community.
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H., Verbert, K., Broisin, J., Pérez-Sanagust́ın, M. (eds.) EC-TEL 2017. LNCS,
vol. 10474, pp. 82–96. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
66610-5 7

11. Klein, G., Moon, B., Hoffman, R.R.: Making sense of sensemaking 1: alternative
perspectives. IEEE Intell. Syst. 21(4), 70–73 (2006)

12. Lucero, A., Dalsgaard, P., Halskov, K., Buur, J.: Designing with cards. In:
Markopoulos, P., Martens, J.-B., Malins, J., Coninx, K., Liapis, A. (eds.) Col-
laboration in Creative Design, pp. 75–95. Springer, Cham (2016). https://doi.org/
10.1007/978-3-319-29155-0 5

13. Nguyen, H., Campos, F., Ahn, J.: Discovering generative uncertainty in learning
analytics dashboards. In: Sahin, M., Ifenthaler, D. (eds.) Visualizations and Dash-
boards for Learning Analytics, pp. 457–475. Springer, Cham (2021). https://doi.
org/10.1007/978-3-030-81222-5 21

14. Pozdniakov, S., et al.: The question-driven dashboard: how can we design analytics
interfaces aligned to teachers’ inquiry? In: Proceedings of the 12th International
Learning Analytics and Knowledge Conference, pp. 175–185 (2022)

15. Prieto-Alvarez, C.G., Martinez-Maldonado, R., Anderson, T.D.: Co-designing
learning analytics tools with learners. In: Lodge, J.M., Horvath, J.C., Corrin,
L. (eds.) Learning Analytics in the Classroom, 1st edn., pp. 93–110. Routledge,
Abingdon (2019)

16. Sarmiento, J.P., Wise, A.F.: Participatory and co-design of learning analytics: an
initial review of the literature. In: Proceedings of the 12th International Learning
Analytics and Knowledge Conference, pp. 535–541 (2022)

17. Schwendimann, B.A., et al.: Perceiving learning at a glance: a systematic literature
review of learning dashboard research. IEEE Trans. Learn. Technol. 10(1), 30–41
(2017)

18. Verbert, K., Duval, E., Klerkx, J., Govaerts, S., Santos, J.L.: Learning analytics
dashboard applications. Am. Behav. Sci. 57, 1500–1509 (2013)

19. Verbert, K., Ochoa, X., De Croon, R., Dourado, R.A., De Laet, T.: Learning ana-
lytics dashboards: the past, the present and the future. In: Proceedings of the 10th
International Conference on Learning Analytics & Knowledge, pp. 35–40 (2020)

https://doi.org/10.1007/978-3-030-64363-8_15
https://doi.org/10.1007/978-3-319-66610-5_7
https://doi.org/10.1007/978-3-319-66610-5_7
https://doi.org/10.1007/978-3-319-29155-0_5
https://doi.org/10.1007/978-3-319-29155-0_5
https://doi.org/10.1007/978-3-030-81222-5_21
https://doi.org/10.1007/978-3-030-81222-5_21


Instant or Distant: A Temporal Network Tale
of Two Interaction Platforms and Their

Influence on Collaboration

Mohammed Saqr1,2(B) and Sonsoles López-Pernas1,2

1 University of Eastern Finland, Joensuu, Finland
mohammed.saqr@uef.fi

2 Universidad Politécnica de Madrid, Madrid, Spain

Abstract. This study compared two iterations of the same course where students
had the same assignments. In the first iteration, the students had to use the typical
discussion forums offered by the popularMoodle learningmanagement system. In
the second iteration, students had to use Discord, the popular gaming chat applica-
tion. Students’ interactions were retrieved from both platforms and cleaned. Two
social networks were constructed using the same methods to evaluate the differ-
ences in patterns of interaction between the two platforms, the group interactivity,
the reciprocity, and the quality of interactions. The aim is to study how far an
instant messenger facilitates or otherwise constrains collaboration. We use tem-
poral network methods to further understand the pace, rhythm, and temporality of
interactions.

Keywords: Social network analysis · Temporal network analysis · CSCL ·
Learning analytics

1 Introduction

The emergence of big data analysis has kindled the quest to explore its applications in
learning. The premise was that studying learners’ datamay lead to a better understanding
of learning [1]. The initial applications have succeeded in modeling and profiling stu-
dents’ performance using trails of their online behavior [2]. Recently, efforts have been
directed to using learners’ data to understand learning as a dynamic and complex process,
i.e., understanding the temporal nature of learning that includes changes, phases, and
sequences as well as the complex interactions between learners, learning resources and
environments [3, 4]. Such an approach has emerged to address one of the shortcomings
of using the data in “aggregate”, i.e., static discrete events with no connection to time or
temporality [5].

To account for the relational nature of learning, researchers have harnessed the power
of network analysis.Networks offer a framework that harnesses the relational dimensions
of data. Using networks, researchers have charted the relations, mapped the connections,
discovered the interacting communities, and studied the relation between network mea-
sures and achievement to mention a few [6–9]. Network mathematical analysis enabled
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researchers to quantify interactions, find important actors, study students’ roles as well
as group interactivity. Yet, researchers have rarely combined the two aspects of learning
mentioned (the dynamic and relational aspects) in an analytics framework [8].

Understanding the temporal aspects of interactions or collaborative processes has not
received much attention. Most of the existing literature uses aggregate networks where
the time dimension has been ignored [7, 8]. Considering how important the timing and
order of collaboration events is in learning processes, it is critical that our analysis lens
is not time-blind. Taking advantage of time-dynamics allow us to fully understand, e.g.,
the evolution and devolution of learning communities, the sequence of co-construction
of knowledge, the flow of information, and the building of social capital. In this study,
we take advantage of the latest advances in temporal networks to reveal the different
dynamics of collaborative learning in two different platforms that were used to facilitate
collaborative learning [7]. Temporal networks are not just an extension of traditional
social networks. In temporal networks, edges form and dissolve, paths are unidirectional
(follow the time direction) and vary by time [10].

Different forms of Computer-supported Collaborative Learning (CSCL) have been
used; however, asynchronous seems to be themost prevailing type. Asynchronous CSCL
comes in many forms: the most common are the forums, bulletin boards or discussion
boards and, therefore, almost all LMSs have built-in forums. Forums offer a rich platform
where students can interact, collaborate, and manage group projects and assignments.
The fact that forum interactions are asynchronous allows students to work at their pace
without the pressure of just-in-time replies. However, today’s generations are more
accustomed to instant messaging services that offer easier, faster replies, notify students
with contributions from colleagues and are more mobile friendly [11]. Prior research
has shown that instant messaging could help facilitate collaboration and engage students
and teachers in productive interactions [12]. However, some studies have also shown
that instant messaging platforms may be a distraction [11, 13].

1.1 Motivation for this Study

During the implementation of a computer science course atUniversity ofEasternFinland,
where students had to work on a project in small groups and interact together online,
students expressed their dissatisfaction with Moodle’s asynchronous forum discussions.
The dissatisfaction was almost unanimous, where students cited the delay in responses,
the lack of notifications and the difficulty in responding toMoodle threads. For instance,
a student expressed the lag in response as: “Chatting in Moodle was also quite hard
because of the different timings. If you sent a message, it was possible that you received
an answer a week later”. A move was necessary to an instant messaging platform to
accommodate students’ needs, and therefore, Discord was chosen as it is open source,
works on all platforms and can be accessed from the browser with full function.

This study aims at comparing the two groups: a group that used Moodle forums, and
another that used Discord instant messaging. We take advantage of temporal networks
analysis as well as statistical analysis. The research question of the study is: Given the
same course, same task, and same teacher: what are the differences in dynamics between
Moodle and Discord and how they influence students’ interaction patterns?
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2 Methods

2.1 Context

Two iterations of a computer science course where students work collaborative in small
groups (5–9 members) for a full month. The two iterations of the course had the same
exact task, same group distributions, same teacher and same instructions for the project,
while only differed in the interaction platform (Moodle and Discord).

2.2 Data Analysis

Four networks were constructed: two aggregated post-reply networks using the methods
of [5, 7] to compare the general patterns of interactions, as well as two temporal networks
to compare the dynamics of interactions between the two platforms. Network properties
were calculated (Table 1) to compare the patterns across courses (node count, edge count,
density, reciprocity, centralization, and transitivity). Temporal graph properties were
calculated at each time point. On the individual level, we calculated degree measures
which reflect students’ participation, interactivity, and reply-worthiness. All network
analysis, network measures and computations followed the exact methods described in
detail in [5, 7].

3 Results

A comparison between the two networks is presented in Table 1 and Fig. 1. There were
51 active students in theDiscord network and 47 in theMoodle network. The interactions

Table 1. Comparison of the two networks

Variable Description Discord Moodle

Node count Number of students 51 47

Edge count (weighted) Number of interactions 1750 820

Edge count (unique) Number of unique interactions
(between the same pairs of nodes)

169 106

Network density Sum of edges divided by the
maximum possible edges

0.07 0.05

Mean weighted degree Mean number of interactions per
student

68.63 34.89

Mean degree Mean number of unique interactions
per student

6.63 4.51

Centralization indegree Distribution of in-degree (received
replies) centrality among students

0.08 0.42

Transitivity Probability that students’ contacts are
also connected to each other

0.58 0.45
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were higher in the Discord network (1750 vs. 820), and so were the measures of density,
mean degree, mean weighted degree and transitivity, pointing to a greater cohesion and
distribution of interactions and participation among students. The Moodle network was
more centralized, i.e., dominated by few students who receive interactions.

Fig. 1. Left side: Moodle groups with lower number of nodes involved and fewer interac-
tions among them. Right side: Discord networks showing more nodes in each group, and more
interactions among students.

Unique Collaborators: At the individual student level, there was no statistical differ-
ence in outdegree between both groups (students directed their interactions toward a
comparable number of students). However, students in the Discord group had higher
indegree (i.e., more students received replies from different collaborators) compared
to the Moodle network. A Wilcoxon signed-rank test indicated that the difference was
statistically significant p < .01, with a medium effect size. That is, Discord interac-
tions were more participatory. See Fig. 2 for indegree and outdegree distributions and
statistical tests.

Fig. 2. Comparison between the indegree (unique replies) of two networks.
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Interactions: As shown in Fig. 3, students in theDiscord groupweremore likely to post
more, with amedian of 23 posts as opposed to 9 in theMoodle group. This differencewas
significant (p < .01) with a small to medium effect size. Students in the Discord group
were more likely to receive a reply (latency) within a remarkably short time (median 2.4
vs 63.8 h in Moodle, p < 0.01). However, the number of characters in each post was
significantly lower (median of 44 vs. 237.5, p < .01), with a large effect size.

Fig. 3. Comparison betweennumber of interactions (left), length ofmessage (middle), and latency
(right) between the two networks.

Temporal Network Dynamics: In contrast with the aggregate network—that gives a
single estimate for the density, which was 0.07 in Discord network and 0.05 in the

Fig. 4. The Discord temporal density plot (top), compared to Moodle’s (bottom). The Discord
network shows a bursty nature.
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Moodle network—the temporal density is calculated at each time point as a time series,
which enables to chart and track the density of network across time. As such, a temporal
density plot gives us a more realistic view of the interactivity within the group. Figure 4
shows that the Discord network was more bursty (with frequent peaks) compared to the
Moodle network which showed fewer peaks and was therefore “slower”, showing less
reactivity, which the students complained about (see Sect. 1.1).

Fig. 5. Discord’s temporal reciprocity (top left), compared to Moodle (bottom left). The chart
shows the almost instantaneous replies in Discord network. Degree centralization in Discord
network (top right), compared to Moodle network (bottom right) shows more variability, while
the Moodle network which shows a decreasing trend at the end of the course.

The reciprocity plot (Fig. 5 - left) shows spiky and almost instantaneous reciprocal
interactions in the Discord network compared to a flatter and less responsive dynamics
in the Moodle network. Degree centralization (a parameter of dominance and lack of
distribution of interactions) in the Discord network (Fig. 5 - right) shows a more variable
centralization chart. In the Moodle network, centralization showed a decreasing trend at
the end of the course.

4 Discussion and Future Directions

The study shows that instant messaging platforms—Discord in our case—may be asso-
ciated with more participatory contributions both in volume and distribution among
collaborators. Our results also suggest that such interactions are more reciprocated, in a
relatively shorter time, and are more likely to be discussed or interacted with. The study
has also shown the instant messaging is associated with less dominant behavior (low
centralization indegree) and therefore highlights the possibility that participation may
be easier in instant messaging apps. However, the study suggests that messages are short
and, perhaps,—and that needs to be confirmed—lack the depth required. Qualitative
analysis of the content using a well-established framework could help verify or refute
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this hypothesis. Our study has also shown that interactions within instant messages have
a higher pace and are more vibrant but also short-lived.

As a future direction, content analysis—which is not addressed by the current study—
of the interactions could offer more depth to the analysis. We aim also to use exponential
random graph modelling to compare why certain interactions happen and why students
choose to respond to certain interactions, harnessing the temporal nature of graph proper-
ties and centrality measures using time-series methods to compare the temporal features
of interactions.
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Abstract. Field trips combine a number of favourable conditions for collaborative
and situated learning. Research has shown that collaboration can be improved by
the use of digital tools, such as interactive tables. However, existing tools are heavy
and thus unfit for field trips. This article introduces a conceptual framework for
the design of collaborative tools in a mobile context. This framework is based
on three features: a shared mobile interactive display, a modular tool to support
collaboration and scriptable tools to design collaborative educational scenarios.
The overall objective is to provide teacherswith solutions for designing field-based
learning activities and to support learners’ collaboration.

Keywords: Computer supported collaborative learning · Field trip ·Map ·
Augmented reality

1 Introduction

Learning is a process that, to this day, is still not fully understood by the scientific
community. Models of how learning works have changed significantly over the last
30 years [1]. Two recent theories, collaborative learning [2] and situated learning [3],
are being explored in the SituLearn project. The aim of this project is to provide digital
mobile tools to enhance field trips, such as botanical outings, visits of archaeological
sites or museums and event orienteering races. These field trips are part of the school
curricula, from kindergarten to college.

Research has shownhowdigital toolsmay improve collaborative learning [4].Having
access to a shared interactive space is a key element that facilitates collaborative
learning [5]. Such shared interactive spaces are most commonly found in interactive
tables: a large touch display, horizontally embedded in a table. Those devices have to be
plugged into a power outlet, are heavy and cost around 3000e. They are therefore not
affordable to public schools and are incompatible with field trips. The work presented
in this article addresses the issue of mobility in the current collaboration tools.

Firstly, we briefly introduce the foundations and concepts of our work. Secondly,
we present the state of art of current solutions. In the third section, we introduce our
contribution in the form of a conceptual framework for the creation of collaborative
mobile tools. Finally, the current state of work is presented.
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2 Situated and Collaborative Learning

Learning may prove difficult within an education system designed to teach ever more
students with fewer teachers [6]. School dropouts are still significant and current educa-
tional systems cannot suit everyone. A recent study shows that, in the European Union
in 2020 alone, on average 9.9% of all 18–24 year olds do not have any qualifications
above lower secondary education levels [7]. Learning means the acquisition and inte-
gration of knowledge (or knowhow) in a representation of reality that individuals build
throughout a lifetime by interacting with their environment [8]. This representation is
intraconnected [9].

Collaboration is therefore very suitable for learning [10], since it requires a group to
build a shared representation of the scenario (or the given problem) [11]. The process of
creating a shared representation can be considered auto corrective: the multidirectional
nature of communication in groups allows each participant to get direct feedback to
his/her verbal statements, and consequently to adjust his/her own mental representation.
Social interactionswithin the group also are advantageous for the overall learning process
[12].

Situated learning also has many advantages. It offers the possibility to learn within
a rich and authentic context [3] that may take place outside the classroom (e.g. forest,
castle ruins etc.). In this case, physical activities and added sensorial input also lead to
better memorisation by activating different types of memory [13].

The educational advantages of collaboration and situated learning can be naturally
combined in field trips. However, traditional tools (e.g.maps, scratch books) only allow
for static information and limited interaction.

Yet, displaying dynamic information, such as the participants’ locations, has proven
valuable for enhancing collaboration [5]. A mobile tool allowing for such an interactive
shared space would thus be of great benefit for situated collaborative learning in field
trips.

3 State of the Art

Current solutions, such as interactive tables, have shown a variety of benefits for col-
laboration. However, these solutions are not suited for field trips. Thus, this chapter is a
state of the art of existing work. The objective is to exhibit the key principles a mobile
solution should implement, in order to profit from the benefits of non-mobile solutions.
Those key principles, noted R1 to R8, will lead to our proposition in the following
chapter.

The benefits of interactive tables compared to traditional tools have been thoroughly
analyzed in the works of Mateescu et al. [5] taking into account 41 studies. The authors
established five categories of collaborative processes: Participation,Workspace Aware-
ness, Verbal and gestural communication, Coordination flow, Artefact interaction and
Level of reasoning. These five categories will be a guideline for the design of conceptual
components of a potential tool (R1). The study also provides evidence for disadvantages
in the use of interactive tables as collaborative tools. Indeed, large furniture (such as
interactive tables) can effectively block important aspects of non-verbal communication
such as gestures, hindering important interactions [14] (R2).
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Hoppe and Ploetzner [15] found that, in groups where members had knowledge
on different parts of the topic, collaboration was higher than in control groups where
members had the same level of knowledge (R3). Members of the same group had to
communicate their knowledge and learn about aspects they previously were not aware
of. Dillenbourg [16] describes this as one of the ways to increase the probability for
collaboration: enforce some kind of collaboration treaty (e.g. roles) (R4). He also pro-
vides three other ways to increase collaboration: an appropriate setup (e.g. group size),
scaffold interactions (by encouraging or restraining certain types of interactions) and
finally, regulating those interactions (R5).

Nevertheless, designing and creating collaborative tools is a complex task since it
requires resources and skills in multiple disciplines (R6): in her thesis, Tong provides a
state of the art of 30 digital tools aiming at improving collaboration [17]. Around 40%
of the cited studies do not exceed the level of a pre-study. The design and creation of the
tool alone seems to use up an important amount of available resources and time.

Among Tong’s state of the art figures the study of Sugimoto et al. [18]. The authors
built Caretta, a tool consisting of a large shared and interactive display (interactive
table) and individual handheld displays (PDAs). This setup has twobenefits. Firstly, users
decide when to collaborate or to cooperate1 (R7). Secondly, having individual displays
allows users to take time to think and reflect, a process hard to do during collaboration,
due to its synchronous nature (requiring all participants’ constant attention). Sugimoto
et al. also noticed that participants preferred cooperation with individual displays over
collaboration on a shared space. Mechanisms to enforce collaboration had to be put into
place (R8), such as a voting mechanism that had to be used, at specific times, to progress
within the scenario. Another alternative is to restrict functionality on individual displays
to foster collaboration on the shared display [18].

4 Conceptual Framework

To our knowledge, there is no mobile tool that covers the above key functionalities R1
to R8. We therefore propose, in the following subsections, a conceptual framework with
three main principles.

4.1 A Shared Mobile Interactive Display and Individual Displays

Using a shared display (interactive table) and individual displays (PDAs or smartphones)
has proven to be effective (R7). However, the fact that large and bulky hardware can
hinder non-verbal communication (R2) and the environment of the field trip require a
light and mobile solution. To obtain the benefits of a shared display in a mobile context,
the « dynamic peephole » interaction seems promising: a device is moved on a static
surface with respect to an external frame of reference. The device displays an additional
layer of information on top of the surface [19]. This allows to augment any surface (e.g.

1 In this article, cooperation is considered as an activity during which each individual works on a
part of the problemwith few interactions with fellow teammembers. Collaboration, in contrast,
is understood as an activity onwhich all teammemberswork simultaneously following the same
goal.
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a map) with functionalities and information. The displayed information can be static
(e.g. additional pedagogical information about the environment) or dynamic (e.g. data
collected by participants, participant’s position). Having developed a first prototype,
we can demonstrate the feasibility of this approach2. This shared space can also be
combined with individual devices (students’ smartphones, see Fig. 1). Collaboration
tools can therefore be distributed on shared and individual displays.

Fig. 1. Use of multiple individual displays and a central shared display using a peephole
interaction

4.2 A Modular Tool to Support Collaboration

As presented in the state of the art, Mateescu et al. have identified five categories of col-
laborative processes and provided a set of mechanics that can be used to support them
(R1). However, we cannot foresee how these different mechanisms (and their technical
implementations) impact collaboration, especially due to the complexity of their devel-
opment (R6). Hence, we propose a number of individual conceptualmodules, allowing
for individual testing (and testing of module combinations). For example, the collabo-
rative process category Participation can be supported by the module M1 showing the
number of contributions by members to encourage autoregulation. Another module M2
could provide functionality to take decisions in a group by the means of a voting mech-
anism, increasing performance in the collaborative process categories Participation and
Coordination flow. We strive to provide modules that can be combined and configured
depending on end user needs and the context of the field trip.

Those conceptual modules will be implemented through software modules. The
notion of software modules can be compared to the modularity within software in gen-
eral, making it easy for other developers to reuse some features without using the entire
program. Conceptual modules, on the other hand, might be seen as entire programs
(composed of software modules) inspired by the UNIX philosophy3. The previously

2 Currently, we cannot give technical details due to a patent pending.
3 Software design for reusability and collaboration between software.
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mentioned combinations of conceptual modules can be compared (to some extent)
to customized UNIX systems in embedded systems. The latter are systems that are
highly adapted to their environment, as what is required in the context of field trips and
collaborative learning with a variety of conditions and different end users.

4.3 Scriptable Tools

The importance of mechanisms that can coerce participants into collaboration has been
shown in R8. It may either be enacted through the absence of functionality on individual
devices or by the presence of a mechanism, like a voting mechanism, which has to
be used by all participants in order to progress. Therefore, creating such situations
through triggering events seems an interesting approach. Such scripting4 abilities would
also allow controlling the available functionality and information to each participant
at any given moment (R3, R5). Implementing role-play during a scenario would also
become possible (R4) [4]. Expanding on the previous example, module M1, that shows
the participation of each student in a team, could appear automatically, on a group’s
displays, if participation appears to be unbalanced or manually, if educators feel the
need for it, based on their observations (R5).

The proposed framework therefore allows for the creation of mobile, modular-
ized and scriptable collaboration tools, addressing needs and observations (R1 to R8)
identified in our state of art (Table 1).

5 Perspectives and Experiments

Validation of our framework is complex: the number of possible combinations of con-
ceptual modules is a major challenge to the limited resources and experiments that are
available to this project. Additionally, the planned configuration both on the conceptual
and software level will considerably add to the difficulty of evaluation. The ability to
trigger different modules dynamically has the potential to remedy part of this problem
by testing multiple modules in a single experimentation. In the medium term, data and
results from the scientific community using this framework for further experiments will
validate modules and combinations that cannot be tested during this project and provide
insights to enhance the interaction model that our experimentations will yield.

Feedback will equally help address the research question related to which combina-
tion of modules and under which conditions such a combination maximizes benefits for
collaborative learning during field trips.

The modular aspect of the framework is also geared to attract researchers to use it
for their own tool creation and to contribute to ongoing development of modules in an
attempt to share efforts for complex tool design.

To further encourage use of this framework, design will be technology agnostic and
display size independent. Thus, the framework will not be limited tomobile devices. The
framework should be able to function on existing interactive tables, as well as tablets or
smartphones.

4 Specific instructions, help or functionality to “guide” participants during collaboration.
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In order to test and validate the shared mobile display technology and the first con-
ceptual module combinations, three experimentations are planned for 2022, in diverse
contexts: a field trip in geography with master students, an orienteering race with dis-
abled students in secondary school and a history-geography field trip with novice pri-
mary school teachers are planned. The design of learning activities will be based on the
MoCoGa model developed by Marfisi-Schottman et al. [20].

Multiple prototypes are currently under development to implement the peephole
interaction on an A3 sized map. Use cases are not limited to maps exclusively but will
enable any surface to be augmented with information and tools depending on context
(museums, meetings etc.). The planned experimentations will (or will not) validate the
hypothesis that the peephole approach recreates conditions for collaboration in a mobile
context and provide the benefits described in studies on interactive tables but with a
low-cost and mobile technology, usable during field trips.

Acknowledgements. The research published in this article was carried out for the SituLearn
project, financed by the French Agence National de la Recherche (ANR-20-CE38–0012).
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Abstract. We report our experience with technology-enhanced Produc-
tive Failure (PF) in an introductory computer science course. First, we
sought to assess whether the use of algorithm visualization tools during
the PF problem-solving phase enhanced learning. Second, we used an
experimental study to measure learning effects of administering failure-
driven scaffolding (FDS) during the PF sessions, that is, explicitly nudg-
ing generation with suboptimal representations deliberately designed to
lead to failures. Results from surveys and log data indicated that our
visualization tools helped students explore the problem space and per-
formance data signaled that FDS improved students’ constructive rea-
soning (Cohen’s d 0.194, BF01 2.55) and did not harm posttest scores
(BF01 3.17) relative to no explicit scaffolding during problem-solving
prior to instruction. Further, similar levels of induced frustration (BF01

3.29) and curiosity (BF01 3.27) were observed across the conditions.

Keywords: Active learning · Failure · Problem-solving · Scaffolding

1 Introduction

Pedagogical activities inspired by active learning approaches are both expected
and well-received by computer science undergraduates [1], and have a positive
effect on their learning outcomes [3]. Within that family, a constructivist learning
design called productive failure (PF) has received significant attention in the
literature [5]. PF sessions consist of a (i) problem-solving phase, where students
are given challenging problems that they are not expected to solve successfully,
followed by an (ii) instruction phase, where an instructor illustrates the correct
solution. Meta-analyses (e.g., [9]) show strong evidence in favor of PF and more
generally, learning designs where problem-solving precedes instruction.

PF was initially described as a learning design with no explicit scaffold-
ing. However, there has been recent interest in similar designs that incorporate
failure-driven scaffolding (FDS), where students’ self-generation activity in the
problem-solving phase is complemented with prompts that nudge them to gen-
erate and reason with additional suboptimal numerical and graphical represen-
tations resulting in problem-solving failure by design. Comparative studies in
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
I. Hilliger et al. (Eds.): EC-TEL 2022, LNCS 13450, pp. 608–614, 2022.
https://doi.org/10.1007/978-3-031-16290-9_57
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tertiary data science education have shown that students receiving FDS demon-
strate higher quality of constructive reasoning [8,10], that is, provide meaningful
elaborations going beyond what was presented. By challenging understanding,
FDS may help students activate relevant prior knowledge, reveal knowledge gaps,
and aid recognition of deep domain features. However, despite holding promise,
this learning design has not yet been explored in computer science.

Here, we report application of PF and FDS in a CS2 course, Computer Sci-
ence II, with just over a hundred enrolled students. This course introduces algo-
rithms and data structures to non-CS majors in the engineering departments of
ETH Zürich. Throughout the course, we conducted technology-enhanced PF ses-
sions which incorporated (i) online programming environment with an integrated
testing and debugging suite, which was also used for homework assignments, and
(ii) custom, interactive algorithm visualization (AV) environments designed to
support an alternative and a more inclusive form of domain exploration. We
focused on following three research questions (RQs) in our work.

RQ1 How does the provision of FDS during PF sessions impact learning out-
comes of conceptual understanding and constructive reasoning for CS2 stu-
dents?
H1 Students receiving FDS during PF sessions will demonstrate better learn-

ing outcomes of conceptual understanding and constructive reasoning
(compared to students who do not receive FDS).

RQ2 What is the impact of providing interactive AV environment to CS2 stu-
dents during the problem-solving phase of PF sessions (with or without FDS)?
H2 Students working with the interactive AV environment will have positive

perceptions about its usefulness in facilitating problem-solving.
RQ3 How do affective factors differentially facilitate learning from FDS in the

PF sessions for CS2 students?
H3 Students receiving FDS within PF will demonstrate higher frustration

and discomfort as well as higher curiosity to know more about the topic.

2 Method

2.1 Study Design

After ethics approval and informed consent, we ran an experimental study on
three PF sessions in an introductory computer science course in 2021 (N = 64,
n = 28 female). All sessions were run remotely. In the problem-solving phase of
each session, students were asked to devise their own algorithm to solve a prob-
lem that they had not encountered before in class. The problems involved (i)
sorting numbers by size, (ii) finding shortest paths in a graph, and (iii) solving
the cluster assignment problem. We chose these problems for two reasons. First,
their discovery implies or requires insight into the key concepts covered in the
course. Second, they follow design principles described by Kapur and Bielaczyc
[5], namely that they have multiple solution paths and are sufficiently rich to
allow “explanation and elaboration” and “compare and contrast” activities dur-
ing the instruction phase between the canonical solution and student solutions.
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In contrast to previous pilot PF sessions, we placed special emphasis on
the PF design fidelity [9]. For example, we constructed interactive, visual envi-
ronments (see Fig. 1) for each problem that students could use to explore the
problem space and generate multiple solutions, despite lacking coding profi-
ciency. For the session on sorting algorithms, a custom visualization based on
the visual programming environment Algot [11] was used, which allowed students
to demonstrate algorithms under the programming-by-demonstration paradigm.
The remaining AVs can be viewed at http://sverrir.helonia.com/pfvis. By intro-
ducing AVs, we also hoped to make use of the dual coding framework empha-
sizing that AVs can be effective when presented together with code as they
provide an additional, non-verbal model of the target knowledge [4], thereby
offering learners a deeper domain understanding. Our aim was for these AVs to
rank well on the AV engagement taxonomy introduced by Naps et al. [7]. To
improve PF design fidelity further, we introduced failure-driven scaffolds dur-
ing the problem-solving phase and measured how deliberately designed failure
affected learning. Finally, we designed an appropriate social surround emphasiz-
ing that the PF sessions were an opportunity to learn and arriving at a correct
solution was not the goal, and spent greater instruction time on explaining how
the correct solution relates to student-generated solutions.

Fig. 1. The visualization environment introduced in the first PF session on sorting
algorithms, which is based on the visual programming environment Algot [11].

To measure the effects of FDS, we set up an in-vivo experiment in which
some students were randomly assigned FDS during the problem-solving phase,
while others were given no explicit scaffolds at all and therefore engaged only in
free generation prior to instruction. For example, during the second session on
the shortest path problem, all students were given a Python implementation of

http://sverrir.helonia.com/pfvis
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a graph, preliminary code, and some test cases. However, students in the FDS
group were suggested to model their solution based on an implementation of a
relatively suboptimal solution (depth-first search), thus making it more challeng-
ing to reach the canonical solution when compared to, for example, breadth-first
search. Similarly, during the third session on the clustering problem, all students
were also given some cues with Python functions that they could use to reach
a solution. Students in the FDS group were however given additional functions
that they were prompted to use (e.g., nearest neighbor class), which is not
used in the k-means clustering algorithm, and therefore, by design, would likely
lead to a suboptimal solution. Taken together, randomly assigning instructional
treatments during the problem-solving phase (for high internal validity) as they
occur in live classrooms (for high ecological validity), is a strength of our work.

The follow-up instruction phase was identical for both conditions. Posttest
questions focused on conceptual understanding of the targeted topics and con-
structive reasoning. For example, one posttest question introduced the widest
path problem and the longest path problem and asked whether and how Dijk-
stra’s algorithm, which had meanwhile been taught during the lecture, could be
modified to solve them. Similarly, another posttest question included a version
of the anti-clustering problem, which has a similar conceptual relationship to
the clustering problem as the longest path problem has to the shortest path
problem. All students were invited to use interactive visualization environments.
Here, students could run visualizations of unlabeled sorting algorithms and test
them on different inputs, construct paths from a given source node to a sink
node on an undirected, weighted graph, as well as assign classes to randomly
generated color-coded coordinates on a plane. We measured how students inter-
acted with the visualization environment by administering surveys that focused
on perceptions of induced frustration and curiosity to learn more.

2.2 Analysis Plan

To answer RQ1, we graded constructive reasoning and conceptual understanding
outcomes on a 5-point scale, in the former case by identifying meaningful elabo-
rations beyond what we presented in class, and in the latter case by identifying
correct answers to our questions. Since our sample sizes were small, we used
Bayesian analyses to compare the learning outcomes between our conditions.
Specifically, we carried out a Bayesian Mann-Whitney U-test with 1000 samples
and computed Bayes Factor BF01 to test the null hypothesis that administering
FDS would have no effect on conceptual understanding and constructive rea-
soning. To answer RQ2, we conducted a content analysis of answers to analyze
student perceptions of the usefulness of visualization modules. We then used
the log data to find the frequency of students’ interaction with the modules
and calculated correlation between the quality of solutions and the use of the
visualization. Interaction events, included, for example, actions such as the addi-
tion or removal of nodes in the graph. To answer RQ3, we quantitatively and
qualitatively analyzed student responses from relevant surveys [8].
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3 Results

3.1 Learning Outcomes (RQ1)

Results for one of the topics (shortest path) showed that students who received
FDS scored similarly (M = 2.5, SD = 1.07) on the conceptual understanding
posttest as students who did not receive FDS (M = 2.61, SD = 1.26). Although
this difference was not statistically significant (p = 0.32) and we failed to reject
the null hypothesis, this comparison had a BF01 of 3.17, indicating positive or
substantial odds favoring the null. The effect size for this comparison was small
(Cohen’s d −0.095). For constructive reasoning, students receiving FDS scored
descriptively higher (M = 1.55, SD = 1.65) relative to students not receiving
FDS (M = 1.21, SD = 1.87), with a moderate effect size (Cohen’s d 0.194),
despite non-significance of results (p = 0.39). This comparison had a BF01 of
2.55, indicating only weak or anecdotal odds favoring the null. Taken together,
these results partially support hypothesis H1 of students in the FDS condition
scoring higher on the conceptual understanding posttest and constructive rea-
soning, however only for the latter.

3.2 Use of the Visualization Module (RQ2)

Of the 64 students who participated in the second PF session on shortest path
algorithms, all answered a question about the visualization module in a survey
provided immediately after the end of the problem-solving phase. 54 students
(84%) responded affirmatively when asked if they found the visualization module
useful, 6 (9%) responded with a “no” or “not really,” and 4 (6%) had mixed
reactions such as “a little.” No student reported that they did not use it. Of
those who explained why the module was helpful, responses focused on reasons
such as it “made me realize that my algorithm is crap,” helped to “generate an
idea,” and “just saves time.” Of those who had critical comments, one student
claimed that while it was better than nothing, it did not help with developing
code as it did not support “call stacks and such.” One student said that they
preferred to work out the solution on pen and paper.

The responses to the survey for the clustering algorithms topic, which was
administered online (and outside of class time) a few days after the lecture,
showed that 15/25 (60%) students found the visualization module useful, 5 (20%)
did not, 4 (16%) had mixed responses such as “a little bit”, and one student (4%)
claimed not to have looked at it. Two students left technical suggestions about
ways to improve the module. In terms of logged data, we saw a fairly high level
of engagement, evidenced by the frequency of interaction events per student
(average of 14). The frequency of interactions, however did not correlate with
learning outcomes (ρ = 0.075), suggesting the need to quantify the quality of
student problem-solving actions in future work. Taken together, these results
support hypothesis H2 of students perceiving the interactive AV environment to
be useful in facilitating their problem-solving (with or without FDS).
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3.3 Underlying Affective Factors (RQ3)

Results from student reactions collected indicated that 27/62 (43.5%) students
responded affirmatively to whether they wanted to learn more about the topic, 12
had reserved responses such as “kind of” or “a little bit,” and 23 responded nega-
tively. Overall, there was no difference in reported curiosity (M = 0.47, SD = 0.51
for FDS versus M = 0.41, SD = 0.5 for control, BF01 = 3.27, Cohen’s d 0.121).
Some students further elaborated on their answers. Of those who responded
affirmatively, some wrote that “you get curious because you failed,” “I have a
lot to learn,” and that their failure to solve the exercise prompted them to find
and study Dijkstra’s algorithm. Of those who had reserved responses, one wrote
that they would have preferred to discuss the exercise in small groups. Of other
students who submitted negative responses, one wrote that the topic itself was
“super interesting” but the exercise itself made them feel frustrated.

We asked students directly about frustration in the same post-experiment
survey and also found it to be similar across our conditions (M = 0.73, SD =
0.45 for FDS versus M = 0.79, SD = 0.41 for control, BF01 = 3.29, Cohen’s
d 0.141). Of the 64 students who responded, 49 reported that the exercise was
frustrating to solve. Many of those students added qualifying statements such
as “code always frustrates me”, “there’s always some kind of frustration with
coding for me”, “on the other hand I am glad that I did find a part of a solution”,
and “I feel very lost in [the course] in general.” Taken together, these results do
not support hypothesis H3 of relevant affective factors differentially impacting
how students perceive and learn from PF and FDS.

4 Discussion and Conclusion

Our first research question (RQ1) focused on whether students who received addi-
tionally received FDS within PF sessions would demonstrate improved learning
outcomes. We expected our results to align with prior work in data science educa-
tion [8,10]. Despite the non-significance of results (owing to our small sample size
of 41 students), evidence from Bayesian analyses suggests that students exposed to
FDS had conceptual understanding posttest scores similar to (not worse than) stu-
dents who did not receive FDS. We further found an effect size (d = 0.194) favor-
ing FDS for students’ constructive reasoning. A contextual interpretation of this
effect size, drawing on empirical research from the highest-quality field research
on factors affecting objective educational outcomes [6], suggests that our effects
are large and correspond to the effects of having a very high-quality teacher (ver-
sus an average teacher) for one year [2]. Simply put, our effect size estimate of d =
0.194 translates to a 55.5% chance that a person picked at random from the FDS
group will have a higher quality of constructive reasoning than a person picked at
random from a control group not receiving FDS.

Our second research question (RQ2) focused on the effects of the interactive
visualization module and the extent to which it helped students during the
problem-solving phase. The survey responses to this question (N = 99 in total)
were very positive, suggesting high perceptions of usefulness among students.
We could not find direct evidence that using the module improved learning
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outcomes, but a possible explanation is that high-performing students may not
have needed the visualization module as much to explore the problem space.

Our third research question (RQ3) focused on the role that affective fac-
tors may play in facilitating learning from FDS in generative problem-solving.
When working with algorithmic representations deliberately designed to lead
to failures, we posit that students would naturally experience frustration and
discomfort. However, because this discomfort fuels task progress via problem-
space exploration in the presence of FDS, students have a chance to explore
relevant problem parameters and develop intuition for what (does not) work.
With improved awareness of knowledge gaps, students are better poised to be
interested in and learn from the canonical solution. Results showed that not
only are FDS students similarly curious, but they also do not experience more
frustration.

Acknowledgments. We thank Gustav Hammarhjelm and Dr. Tracy Ewen for valu-
able feedback on an earlier version of the paper and Dr. Ralf Sasse for helping organize
the study.
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Abstract. We introduce the Competitive Learning Platform (CLP), an
online continuous improvement tool that provides automatic partial per-
formance feedback to students or groups of students on individual or
collaborative assignments. CLP motivates students to do their best and
come up with new solutions that can lead to improved assignment results
before the assignment deadline. In this work, we describe the CLP sys-
tem and present the results of a comprehensive set of analyses aimed
at gauging the impact of utilizing this platform on student motivation,
engagement, and performance. The analyses are based on a rich dataset
containing CLP submission, student outcome, and student feedback data
obtained from a variety of undergraduate and graduate classes using the
tool at two universities over a period of five years. The sample includes 18
courses, 606 students, and 15782 CLP submissions. Results indicate that
CLP is beneficial in this setting, leading to active student participation
and improved motivation.

Keywords: Interactive learning · Competitive learning · Continuous
improvement · Immediate feedback

1 Introduction

In the classic lecture-based educational environment, the professor introduces
basic concepts during class and students are required to complete homework
assignments to strengthen the knowledge they acquired in class. In general, there
are few opportunities to compare solutions with those of peers. This traditional
way to educate is especially good for those cases where there is a defined set of
right answers and where the focus is on correct results, rather than the approach
used to achieve them. While this approach has been successful over the years, it
does not greatly encourage creative thinking or stimulate enthusiasm in students.

In this work, we introduce the Competitive Learning Platform (CLP), an
online tool that provides automatic partial performance feedback to students
on continuous improvement problems/tasks, motivating them to do their best
and come up with new solutions that can lead to further performance improve-
ments. Student submissions for homework problems are evaluated in real-time
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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and anonymously shared with peers as a motivating factor for subsequent solu-
tion refinement. In this paper, we describe the CLP system and present the
results of a set of analyses aimed at gauging its impact on student motivation,
engagement, and performance. An early analysis of the usefulness of the CLP
system, based on only 5 courses, was presented in [6].

2 Competitive Learning Platform

We developed a Competitive Learning Platform (CLP) system that engages stu-
dents in active learning through peer contests. CLP was developed with the aim
to motivate students and promote student engagement in a course, and, unlike
systems such as Kaggle1, is not limited to solving machine learning problems.
Students are assigned a (homework) problem they must solve to the best of their
ability. Then they submit their assignment results in the CLP on-line portal and,
in real time, are given an evaluation score on their submission.

For a particular student, a general CLP dashboard displays a leaderboard
with the top three current scorers in the class plus their best score and rank,
a graph displaying the class score distribution, a graph displaying the trend of
personal submissions, and a table containing all the submissions of the student
and corresponding scores. To avoid discouraging students from participating in
CLP, only the top 3 scores and the student’s own score and rank are displayed.
To reduce the potential stress such a competitive environment can pose on some
students, CLP provides an option to not display the competition leaderboard.

The CLP system remains open for submission for the duration of the assign-
ment, in most cases 2–3 weeks, and students are allowed a finite number of
submissions a day. Students may choose any of their submissions to be counted
as their final submission used for grading.

3 Method

The purpose of this study is to gauge the effectiveness of CLP at improving
student engagement and learning. To achieve this goal, we have gathered a com-
prehensive set of data from 18 courses, 606 students, and 15782 CLP submissions
at 2 universities. In this section, we will describe these data and the analyses we
performed using them.

3.1 Sample

The CLP system has been in use as an active learning tool in more than 20
Computer Science and Engineering classes at San Jose State University and
Santa Clara University over the past six years, taught by 3 different faculty.
Of these, 3 undergraduate and 15 graduate courses were included in this study.
Table 1 lists the number of students in each course and the classification of those
students (G/U).
1 https://www.kaggle.com/competitions.

https://www.kaggle.com/competitions


CLP: A Platform for Competitive Learning 617

Table 1. Classes and Student Distribution

Class Subject Session Students G/U Survey Engagement

1 Data Mining Sp 17 29 G Y N

2 Data Mining Fa 17 40 G Y N

3 Data Mining Fa 17 29 U Y N

4 Data Mining Sp 18 46 G Y Y

5 Data Mining Sp 18 42 G Y Y

6 Large-Scale Analytics Sp 18 46 G N N

7 Data Mining Fa 18 47 G Y N

8 Data Mining Fa 18 25 U N Y

9 Data Mining Fa 18 42 G N Y

10 Large Scale Analytics Sp 19 50 G N Y

11 Data Mining Sp 19 45 G N Y

12 Data Mining Wi 20 31 G Y Y

13 Machine Learning Sp 20 28 G Y Y

14 Machine Learning Fa 20 30 U Y Y

15 Data Mining Wi 21 21 G Y Y

16 Deep Learning Sp 21 31 G Y Y

17 Data mining Sp 21 46 G Y Y

18 Data mining Sp 21 41 G Y Y

3.2 Instruments

CLP Submissions and Survey: CLP keeps track of all student profiles and
their submissions and partial and full scores for those submissions. For most
classes using CLP, we administered a survey at the end of the course to get
feedback on the CLP system from the students in the course. In order to reduce
bias, the survey consisted of both negative and positive questions, which spurred
students to carefully read the survey questions and choose appropriate answers.
The survey contains ten closed-ended questions and four open-ended questions.
Some of the closed-ended questions were a modified version of the system usabil-
ity scale [2]. Answers were coded 1–5 in the following order: Strongly Disagree,
Somewhat Disagree, Neither Agree Nor Disagree, Somewhat Agree, and Strongly
Agree. Table 2 presents the questions asked in the survey and their polarity (pos-
itive or negative). Moreover, Table 1 (Survey column) shows which of the classes
used the survey instrument.
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Table 2. Survey Questions

ID Question (+)/(–)

1 I would prefer to use a competitive learning platform for my
homework assignments

+

2 I found that the leader board function in CLP discouraged me from
trying to improve

–

3 I thought the CLP system was easy to use +

4 I hope I never have to compete in a homework assignment again –

5 The leader board function in the CLP motivated me to try my best. +

6 I found the CLP system unnecessarily complex –

7 I would imagine that most people would learn to use the submission
system in the CLP quickly

+

8 I found the information provided by the CLP was insufficient –

9 The personal submissions table and graph summary were helpful to
gauge my progress

+

10 I found the personal submissions graph for a given assignment
unhelpful.

–

11 What were the most useful features of the CLP? Why? +

12 What were the downsides of using the CLP system? Why? –

13 How, if at all, did you approach solving a CLP homework assignment
in a different way than you would have approached a normal
homework assignment?

+/–

14 Did you choose to display leaderboards before submission deadlines?
If you could go back to the beginning of the semester and change you
choice, would you? Why or why not?

+/–

Learning Management System Data: Courses at both universities use the
same learning management system (LMS), which provides both student outcome
and engagement data. For each class using CLP, we retrieved student assignment
grades for all CLP assignments. Additionally, the LMS provides, for each student,
two engagement scores, namely the number of page views and a participation
score. We used assignment grades and these scores to gauge the correlation
between CLP engagement and course engagement and success. While grades
data were available for all but one course, LMS engagement data were only
available for more recent courses, as this feature was only recently introduced in
the LMS system. Table 1 (Engagement column) shows for which of the classes
we obtained student engagement scores.

4 Results

As a means to understand the usefulness of the CLP system toward improving
student motivation and engagement, we are interested in answering the following
research questions:
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A. Do Students Believe CLP is a Helpful Tool in Their Learning in the
Classes that Use It? After being introduced to the CLP system at the start of
each course, even though they are given the option to treat assignments as they
do in other classes, the overwhelming majority of students choose to compete
in CLP assignments. Figure 1 shows the percentage of students that opted in to
the competition for each class. On average, 96.16% of graduate students opted
in, while only 88.07% of the undergraduate students did. However, when asked
at the end of the course whether they were happy with their opt-in choice or
they would have changed it (Q14 of our survey, see Table 2), out of 606 students,
only 6 that opted in (0.99%), and 4 that opted out (0.66%), would have chosen
otherwise.

Fig. 1. Competition opt-in distribution for each class in the study.

Figure 2 shows aggregate results for the survey closed-ended questions, after
first inverting the negative questions. An overwhelming majority of the students
gave 4 or 5 responses, indicating a strong positive perception toward CLP. This
means they agreed with all 5 positive questions and disagreed with all 5 negative
questions in the CLP survey. While the agreement was more definite for graduate
students, with 80.7% of the answers ≥ 4, 70.2% of the undergraduate student
answers were also positive (code ≥ 4).

Figure 3 shows the results of our sentiment analysis on the open-ended survey
questions. While Q11 and Q12 were positive and negative questions, they show
a slightly positive and neutral sentiment polarity from respondents, respectively.
Q13 and Q14 are designed as neutral questions that could be answered either
positively or negatively. Their sentiment polarity is decisively positive (0.40 mean
and 0.14 standard deviation), indicating students enjoyed the platform.

B. Does Using CLP Encourage Students to Try Different Solutions
That They May Have Not Previously Considered? One of the major
purposes of CLP is to encourage students to approach the homework assign-
ment differently, try multiple solutions, and come up with solutions they did not
previously think of. To analyze whether CLP promotes trying a different app-
roach, we studied the sentiments of students in responses to Q13. This question
focuses on student attitude towards solving a CLP homework assignment and
its comparison with a normal homework assignment. Our analysis shows that
sentiments for this question are predominately positive, with a mean of 0.28 and
a standard deviation of 0.14. Undergraduate students in Class ID 3, which had
the lowest sentiment score of −0.02, complained that the class was structured
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Fig. 2. Response distributions for the closed-ended survey questions.

more like a graduate course and had too many assignments (besides the CLP
assignments), which may have affected the sentiment score for this class.

Fig. 3. Sentiment polarity for open-ended survey questions.

Figure 4 shows the distribution of the number of submissions by students in
each assignment of each class. The number of CLP submissions can be thought
of as an indicator of how willing students are to modify their solution and try to
improve their score. As the figure shows, the vast majority of students try more
than 5 solutions for each assignment, with some students trying as many as 50
solutions. The average number of submissions for most classes, represented in
the figure by the horizontal dotted line, is above 10 for most classes.

C. What is the Impact of Using CLP on Student Performance? The
CLP system is expected to aid student performance by encouraging them to
engage more in class. Our hypothesis is that, when students engage more in the
class, they perform better. To gauge whether student performance is affected by
the level of engagement, we studied the relationship between assignment grades
and the number of submissions. Results indicate that the students with the
best assignment grades have, in general, more submissions than other students
with average or low grades, both at the undergraduate and graduate levels. The
Pearson correlation scores between class engagement and number of submissions
are mostly positive, indicating that students who engage more in CLP will also
likely engage more with other class materials.
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Fig. 4. Competition assignment submission count distribution for each class in the
study.

5 Related Work

CLP aims to improve student learning by combining real-time feedback and
competitive learning. In this section, we review the body of literature related to
this study, including benefits of feedback and competition for student learning
in institutions of higher education.

Feedback in Education: Feedback is an integral part of the educational pro-
cess. It provides learners with a comparison of their performance to educational
goals with the aim of helping them achieve or exceed their goals [8]. Studies
show that, in general, feedback is a key catalyst for learning [1].

Researchers found that, for tasks such as programming and mathematics,
immediate feedback benefits learners [3]. Guthrie and Carlin found that students
were generally positive about systems with instant feedback and preferred to
take courses that used them. The student response rate approached 100% in
class sessions where PRS was used due in part to anonymity, ease of use, and
the ability to see how many others answered in the same way [5].

Learning and Competition: Many research studies have focused on utilizing
active learning techniques, including collaboration and competition, to enhance
student success.

If carefully designed, competitions motivate students and encourage them
to do their best [4]. Competitions can enhance student motivation, self-esteem,
and learning outcomes. Regueras et al. used competitive and collaborative active
learning approaches to motivate students by creating an environment where
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students collaborate within their group to submit questions to their classmates
and compete by answering questions posed by other groups [7].

6 Discussion and Conclusions

In this study, we describe the features of a Competitive Learning Platform (CLP)
and evaluate their effectiveness on improving student engagement and learning.
We present analysis results based on data collected from the usage of the CLP
system over 5 years across 18 courses and 2 universities. Based on end-of-term
survey results, the overwhelming majority of students found CLP helpful in their
learning (Fig. 1), and only 6 out of 606 students would have opted-out of the
competition style learning instead of opting-in. The undergraduate opt-in rate
was slightly lower when compared to the graduate rate: 88.07% vs 96.16%. We
found that CLP encourages students to try different approaches on our problem
solving assignments. Figure 4 shows that students submitted, on average, 10 or
more solution submissions, while some students tried up to 50 solutions per
assignment. The student CLP activity is correlated with improvements in the
assignment objective scores and the assignment grades. In 75% of courses, the
CLP activity is also correlated with higher overall engagement in general course
activities, as measured by the learning management system. Overall, the rich
usage data we collected shows that CLP is effective at encouraging students to
try different solutions for their assignments, with significant improvements, while
achieving a high user satisfaction as measured by the end of term surveys.
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Abstract. Advances in educational data mining and learning analytics
techniques allow instructors and institutions to analyze log data gen-
erated from learning management systems to inform themselves about
student learning and success. Over the years, several machine learning
techniques have been developed, used, and researched to provide more
accurate predictions of students’ performance in courses. These tech-
niques commonly need and are focused on large sample sizes and low
dimensionality which is not the case for university courses in blended
contexts. In some studies, student cohorts across years and programs are
merged together to increase sample sizes and achieve better prediction
accuracies. While there have been other recent studies experimenting
with lower samples and fewer dimensions, they do not focus on cohort
influences on prediction. There is a need to study this area of analy-
sis and prediction in multi-cohort university courses both to inform (a)
instructors, of key course features, prediction insights, and student study
behavior to offer relevant interventions to specific cohorts and (b) cur-
riculum designers, who can gain insights into improving program designs.
In this study, we look for empirical evidence if performance metrics and
key features in prediction are influenced by cohorts in multi-cohort uni-
versity courses.

Keywords: Predictive learning analytics · Higher education ·
Multi-cohort university courses

1 Introduction and Related Work

Over the past decade, researchers, instructors, and institutions have been looking
for insights from learning analytics (LA) and education data mining (EDM) to
inform themselves about student learning and success [3,4,6]. With the increased
use of learning management systems (LMS) in higher education (HE) institu-
tions, and capturing data from several sources, the field has extended to several
course contexts including MOOCs, online, and blended courses. In most Predic-
tive LA (PLA) studies in HE, data is aggregated over several runs of the course,
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and/or including students from different cohorts [2,15,20] to increase the sample
size. As some basic courses are sometimes offered across multiple programs in the
same discipline, the group of students following a single course may be composed
of multiple cohorts of students following different programs. Such multi-cohort
courses provide unique opportunities to investigate the impact of cohort/pro-
gram on outcome prediction. While first-year attrition and student success are
common challenges for most HE institutions that look for PLA insights, the
effects of the program-cohort (students belonging to a particular program) on
predicting success have been rarely considered. We argue the importance of
considering program-related features, as some program-cohorts may have dif-
ferent skills than others. For example, for the 4 bachelor programs included in
this study, there are simple differences in pre-requisites for the number of Math
credits the applicants should have completed in high school. Variables such as
pre-university grades have already been used as predictors before, but may not
always be available in the data sets at hand. This raises the question of to what
extent merging data from different cohorts without keeping the cohort as a vari-
able is a good practice.

The current study is grounded in the constructivist model of self-regulated
learning (SRL) by Winne and Hadwin [18,19], which considers learners as active
agents who process raw information to create learning artifacts to progress
towards their learning objectives. SRL is influenced by internal conditions like
motivation, prior knowledge, affective states, and external conditions of the
instructional setting like course requirements, the teacher’s role and availabil-
ity, quality of feedback, etc. Featurization in this study is based on SRL as its
relevance in online and blended contexts has been well-established [17] for both
internal engagement and external instructional design (ID) features. Further-
more, PLA studies that study more than a single course have looked to building
portable models, in diverse contexts such as homogeneous courses [4], with the
same ID and discipline [12], or those that differ in ID and subject matter [8];
courses across disciplines [7]; courses across disciplines and institutions with
different course designs [11,13]. These studies found that predictors and their
power changes across different courses, and behavioral indicators are different
across disciplines, often with inconsistent or conflicting findings. The current
research aligns with these approaches by applying ML algorithms to examine if:
(1) program-cohort influences predicting success (2) program-cohort influences
(if any) hold across multiple courses and (3) how the influence compares to other
features across courses.

2 Dataset and Research Method

2.1 Data Sources and Context

The Business and Economics faculty at a leading European university, offers 4
bachelor’s programs Economics (Econ), Business Economics (BEcon), Business
Engineering (BE), and Business Information Systems engineering (BISE) in one
of its locations. The absence of entrance exams and low tuition fees result in easy
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access to university education. This promotes an attitude of “trying” university
education at the cost of high failure rates in the first year of bachelor’s programs.
The multi-cohort courses included in this study are the 2020–2021 runs of Global
Economy (GE), Markets and Prices (MnP), and Accountancy (ACCT), having
each approximately 700+ first-year students from these 4 programs. The primary
datasets were extracted from the foundation technologies [9] of the HE institu-
tion: log data was extracted from the LMS which was the common platform for
all the multi-cohort courses and enrollment and summative scores were sourced
from the student information systems (SIS). The datasets across the systems
were mapped and pseudonymized by the university guidelines on data manage-
ment, privacy, and ethics. The course’s didactic team had autonomy over how a
course is designed, and taught, the use of pedagogy and tools, etc. The teaching
duration in a semester for each course was 13 weeks, a 2-week study period, and
a 3-week exam period. Quizzes were the only formative evaluations used, and
the final grade was based on a written exam that may contain multiple-choice
and/or open-ended questions.

2.2 Data Mapping and Preprocessing

The trace data contains granular, low-level click information as events, formative
tests as attempts, and forum interactions as posts. Information on errors and
missing data was presented to an LMS domain expert, and a curriculum expert,
and questions were posed to instructors or SIS experts to better interpret the
data and missing values.

Features Construction. Features were constructed from granular log data as
indicators of students’ online learning behavior based on SRL. To capture the
regularity of studying, events (clicks) are aggregated into a number of events
per week. As ID is considered an external factor, and each course had a specific
design containing documents, videos, forums, etc., this interaction with course
design was captured as a cumulative number of events per content type, and,
specific to engagement, how much content was accessed by students as a percent-
age of opened content items. The quiz information in the data was captured as
’Attempts’. Each quiz can have multiple attempts, the average score and highest
scores for all attempts per quiz, and (together for) all quizzes were captured as
features. Another engagement measure was procrastination - the delay in access-
ing an item was calculated in days, aggregated as Mean and Median. Specific to
this study, to look for program effects on prediction, we utilize one categorical
program variable.

2.3 Prediction and Key Feature Extraction

Many or One - Choosing the Right Algorithms. Recent literature reviews
[1,5,10] compare extant PLA studies, their methods, featurization, and results.
Overall, Random Forest seems the most suitable technique for this data with
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its two-fold advantages. 1) It is a stable and generalizable algorithm for pre-
dicting outcomes on small sample sizes. 2) It allows for key features (KFs) to
be identified and reused to reduce high dimensionality. For baseline, we run a
Logistic Regression (LR) model as it is a well-established, classical multivariate
statistical procedure to predict categorical outcomes and a dummy model that
randomly predicts outcomes based on class frequency.

Implementation of Predictive Model. RF and the two baseline models
were implemented using the Scikit-learn pipelines [16] in Python. The following
explains the model steps for the RF pipeline: (1) A randomized grid search with
10-fold cross-validation is set up via the scikit-learn pipeline. This ensures that
no data leakage occurs between train and test samples, (2) the numerical values
are scaled after removing features with constant values implementing a variance
threshold of zero and the categorical variables are transformed using one-hot
encoding, (3) all the features are fed to the Isolation Forest algorithm for outlier
removal and the contamination rate of 0%, 2.5%, and 5% were included in the
grid search. ANOVA F-score for classification is used to select K best features,
(4) Synthetic Minority Oversampling Technique (SMOTE) [14] is used to address
the imbalance by oversampling the minority class, and (5) RF classifier is trained.
Keeping the sample sizes in mind, we opt for binary classification as SMOTE
and k-fold cross-validation do not work well when the minority class population
is too low. The final classifier was applied to each course in weekly windows. The
ML results were analyzed to construct feature importance tables and week-wise
prediction plots.

Classifier Performance Metrics. Accuracy has been the most popular per-
formance metric in research so far but it is not suitable when dealing with
imbalanced datasets. The F1-weighted score is a better metric as it optimizes
both precision as well as recall while including class imbalances in the metric
calculation. The mean and standard deviation of the scoring metric is calculated
based on 10 folds of the cross-validation.

3 Results

RF applied to each of the courses on the 18 weekly periods datasets, with grid
search and 10-fold classification yielded predictive metrics for each of the 18
weeks. Both LR and RF perform much better than the Dummy classifier as
expected. For the courses GE, and ACCT there was a clear trend of the score
increasing from the earlier weeks of the course. In MnP however, the first few
weeks, the model performs badly, and after the quiz (only one) is introduced
by week 6 in the course, both test and train RF scores peak to higher than 0.7
and plateau after week 12. The test score for RF is almost comparable with
those of LR for GE and MnP but RF performs slightly better for the ACCT
course. Table 1 gives an overview of the top KFs (MeanFI >=0.08) per course
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and the corresponding importance in other courses is also captured up to the top
15 features. The KFs are calculated using impurity-based feature importances
returned by the scikit-learn RF implementation. A Mean Feature Importance
(MeanFI) Score for each KF is extracted from the RF algorithm output. Note
that the numeric value of significance in Mean FI (with the best feature ranked
1) is specific to each course only and cannot be generalized across courses.

Program Variable KF 10: The one-hot encoded variable Prog code 2 is highly
significant for the course MnP with a MeanFI = 0.085 and Rank 5 and in ACCT
Rank 15 . Prog code 0 (not seen here) holds the 15th rank in the course MnP.

Common KFs Across Courses: Table 1 displays three KFs common across
the three courses and four common across two courses. If a course contains
at least one quiz as in GE & MnP, the mean score of the highest attempts
and average of all attempts were most significant. Percentage of opened content
items is a KF across the 3 courses but it is most significant for ACCT which does
not have any quizzes. Count of clicks on video content (hosted on the Kaltura
platform) and the number of events during the teaching weeks (BoC 2 EoC) are
key predictors across all 3 courses.

Table 1. Course-wise feature importance

Course abbreviations GE GE MnP MnP ACCT ACCT

Feature∗ MeanFI Rank MeanFI Rank MeanFI Rank

1. Avg ScaledScore AllQuizes HighestAttempt 0.108 1 0.162 2

2. Avg ScaledScore AllQuizes AllAttempts 0.09 3 0.168 1

3. %OpenedUniqContent 0.081 5 0.042 8 0.236 1

4. Mean Rel Procr Opened Itemsa 0.135 2

5. NEvents W11b 0.099 2 0.036 9

6. ct kalturac 0.082 4 0.035 12 0.087 3

7. Highest ScaledScore Quiz0 0.159 3

8. BoC 2 EoC 0.043 10 0.04 9 0.083 4

9. Avg ScaledScore Quiz0 0.156 4

10. Prog code 2 0.085 5 0.017 15

11. Median Rel Procr Opened Items1 0.077 5
a Rel Proc - Relative procrastination measure to open content items
b N - preceding a feature can be read as Number of (Events, open items, etc.)
c ct = Count of clicks on specific content type
∗ Only limited features are listed in this table with the highest MeanFI

Course Specific KFs: In ACCT which has no quizzes, the procrastination
scores are KFs. For the course GE which contains 11 quizzes, the features,
number and percentage of completing quizzes, and the number of clicks on the
Quiz link were found to be important (these KFs are not listed in the table due
to limited space).
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4 Discussion

From the results, we can conclude that the Program variable is a KF in some
courses (MnP & ACCT ) with varying levels of predictive power across courses.
The possible reasons for this result may be: (1) an effect of ID - e.g., the more
the quizzes in the course, the attempts variables have higher prediction powers,
(2) some courses don’t depend on specific skill sets while other do, (3) students
can self regulate better in some course than others, (4) some programs are more
intensive with a higher workload than others, and (5) some teachers of certain
courses are able to smooth out the difference in backgrounds inherent in pro-
grams. Further research is needed, using both qualitative and quantitative data
collection methods.

Comparing the predictive power of the Program variable to other KFs, there
is a distinct parity in feature importance related to course contents and design.
In courses that have quizzes, the attempts features are the most significant pre-
dictors even if the course has only one quiz. While features describing student
engagement (representing internal conditions, SRL theory) such as %Opene-
dUniqContent in Table 1 are common across all courses, they have higher pre-
dictive power in courses with no quizzes. With this information, the instructors
as domain experts in their own courses can delve into what is happening in their
courses during these weeks. Studying trajectories of engagement of successful
students in different cohorts during these important weeks could shed more light
on what is happening in those specific weeks.

If historical data is not present for courses, the performance metric F1-
weighted score reaches an acceptable score by mid-semester leaving enough time
for interventions as needed. Nevertheless, the authors note that there is scope
for improving on these ML models in this study. The features considered only
originated from the event and attempt data. In alignment with SRL, several
other features can be explored as demonstrated by [12]. Taking lessons from
the predictive power of RF in comparison with LR, it might be worthwhile to
explore other simpler algorithms like support vector machines. Additionally, key
feature extraction is algorithm-dependent, comparing key features from other
algorithms and expanding the number of multi-cohort courses may also solidify
the results. In refining results, we can also dive deeper into student trajectories
over the weeks. If they are consistent over all the weeks, then having an inter-
vention on this basis would be stronger/more valid. Given that the program may
have an impact on prediction, when merging data to obtain a larger sample in
PLA studies, it is important to include Program as a feature.

In future PLA studies, including the program variable when studying multi-
cohort university courses is necessary to inform (a) instructors, who can offer
relevant interventions to cohorts at higher risk or those equipped without lower
pre-course skill sets, and (b) curriculum designers, who can gain insights on
cohort influences into improving program designs and (c) LA researchers to
decide on the impact of merging data from different programs/cohorts to obtain
larger samples.
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5 Conclusion

The reported study examined if a variable specifying the program-cohort a stu-
dent belongs to in multi-cohort courses is a good predictor for student success;
if significance holds across courses (portability) and how its predictive power
compares with other key features. The study was based on a sample of 3 multi-
cohort courses, with students from different programs, that were homogeneous in
terms of institutional setting, discipline, and course size. Along with a compre-
hensive set of features covering aspects of student activity level, interaction with
course content, and engagement, the categorical variable Program resulted in
models with acceptable performance metrics. The Program variable has predic-
tive power for student success and could bring program effects into predicting
multi-cohort courses. This has rarely been seen in studies before and this is
the novelty the current study brings to the literature. With these results, it is
clear that future research is required to further investigate using qualitative and
quantitative techniques.
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13. Lauŕıa, E.J., Moody, E.W., Jayaprakash, S.M., Jonnalagadda, N., Baron, J.D.:
Open academic analytics initiative: initial research findings. In: Proceedings of the
Third International Conference on Learning Analytics and Knowledge, pp. 150–154
(2013)
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Abstract. Practical learning in physiotherapy education became challenging dur-
ing the pandemic. Socio-sanitary constraints limited hands-on scenarios and
instructors’ opportunities to provide timely feedback to their students. Asyn-
chronous remote training through a feedback-oriented platform is an alterna-
tive with potential benefits beyond emergency distance learning. This preliminary
quantitative study analyzes the results of the implementation of an asynchronous
remote strategy for teaching manual techniques to Physiotherapy undergraduate
students. Sixty-one students reviewed a procedure video, recorded their execution
of the procedure, and uploaded it to an online platform. An instructor assessed the
video through an observation scale, providing students with different feedback
inputs. Students repeated the process if they did not meet the cut-off score. In
the development of two procedural skills, the results showed that students with
lower performance received more feedback, especially in the form of “common
mistakes videos”. Finally, instructors showed significant differences in the number
of feedback inputs assigned to students with the same performance. This strategy
allowed students to train in practical skills remotely, receiving feedback in a spe-
cific and unique way. While feedback in different formats was valued, we believe
that further research is needed on feedback content and its impact on learning
beyond just quantity and format.

Keywords: Remote learning · Health science education · Practical skills ·
Feedback

1 Introduction

Since the outbreak of the COVID-19 pandemic, many universities and colleges have
implemented what researchers call ‘remote emergency teaching’ or ‘emergency online
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education’ to prevent the spread of the virus among their students [1]. This often implies
faculty members teaching in front of computer screens [2], while students attend video
lectures from home [1]. In many cases, this involved giving continuity to the study
plans in the best way possible. In particular cases, the rapid transition to remote learning
restricted skill development and learning outcome attainment. In fact, the transition to
distance education affected many programs with a highly practical nature, particularly
in health science education [3]. For example, degrees such as Physiotherapy required
the development of several practical skills for their professional exercise [4]. Unfortu-
nately, socio-sanitary restrictions limited hands-on scenarios to assess students’ capacity
to perform procedural tasks, limiting in turn the opportunities to give them timely and
quality feedback [3]. Although the global impact of COVID-19 on procedural skills and
manual therapy education has not been fully studied [5], studies have already revealed
that procedural program trainees had exhibited less educational preparedness compared
to their peers in non-procedural degrees [3]. In this context, the teachers have migrated
their training processes to a remote format, which led to a series of educational innova-
tions to continue developing clinical skills [6, 7]. In this regard, the literature in health
sciences education describes different strategies based on technological resources, such
as the use of online tutorials [6] and video assessments [7], tele-simulation [8], virtual
demonstrations [9], etc. Regardless of these efforts, students usually report mixed results
in the implementation of remote teaching and digital resources, especially for the devel-
opment of practical skills [10, 11]. This might be partly since feedback delivery has not
been necessarily optimized in these new ways of procedural skill training.

This work is part of a larger study to explore technology-based feedback for the
development of procedural skills in health science degrees. So far, previous studies have
been published concerning experiences in Medicine and Healthcare Professionals [12,
13]. Specifically, asynchronous remote training strategies have been delivered through-
out a platform that provide instructors with the possibility of giving feedback in different
formats (oral, written, drawn, videos, etc.). Previous results suggest that this functional-
ity to provide timely feedback has benefits for the training of any practical skill beyond
remote learning. In this paper, we present preliminary results from an observational
study conducted in a physiotherapy program at a Latin American university, aiming to
explore how the type and amount of feedback throughout a platform relates to the pro-
cess of remote acquisition of procedural skills in physiotherapy students. Further details
concerning methods and findings are presented in the sections below.

2 Methods

2.1 Design and Context

This Work-In-Progress is part of an observational study conducted in a Latin Amer-
ican university under approval of its ethical committee. This study is a preliminary
exercise to illustrate the different forms of feedback that the platform used allows and
the implications for student performance and teacher preferences. In this work, we
addressed the following research question: (1) How does the type and amount of feed-
back in a digital environment relate to the process of acquiring procedural skills remotely
and asynchronously? Participants were 61 physiotherapy undergraduates enrolled in the
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“Movement Analysis” course during the second half of 2021: a core course in the fourth
semester of a 10-semester study plan. Throughout formative training, students devel-
oped skills concerning upper limb manual therapy techniques, so that they understand
how the shoulder, elbow, wrist, and finger joints move from a therapeutic point of view.
Participants had an average age of 20 years old and 65.6% were identified as female,
and 34.4% were identified as male. In addition, 98% of the students declared to have
resources available for recording the requested videos at home, and 100% declared to
have a permanent device to watch the video tutorials (e.g., notebook or tablet). Regard-
ing the instructors, 4 higher level students were selected. All the trainees were randomly
assigned to the instructors, two reviewed 19 students, and two reviewed 20 students.

2.2 Instruments and Procedures

A feedback-oriented platformwas used to develop procedural skills remotely. To develop
the skills, students had to watch online video tutorials on this platform and then record
themselves at home applying the techniques shown in the video on a simulated patient
(usually friends or family). They uploaded their videos to the platform for a trained
instructor to review, who can provide a score and type of feedback throughout the same
platform. The training consisted of a preliminary theoretical stage and three procedural
stages (Fig. 1), ending with a survey about the students’ experience. In the theoretical
stage, relevant concepts for understanding the techniques to be performed in the next
stage were explained. Then, they consecutively advanced to the procedural stages, which
consisted of recording the techniques and receiving feedback. If the students reached the
minimumexpected score, they advanced to the next stage; if not, they had the opportunity
to upload a revised video within a maximum period of 4 days until the minimum score
was reached so they could move forward.

Fig. 1. Diagram of procedural skills training process.

Once students uploaded a video, instructors could deliver feedback through differ-
ent formats: (1) Audios, where the instructors record their voice delivering narrative
information; (2) Texts, where the instructor writes down the information; (3) Videos of
common mistakes: were the instructor adds pre-recorded videos showing how to correct
a detected error that is common to students; and (4) Drawings, where the instructor
mark on the video screen with different colors and shapes. These types of feedback were
selected based on teaching needs for procedural assessment and previous experience in
other procedures [13].
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For each technique, a marking rubric of procedures was used for assessing students.
The instruments were validated by expert judgment using the Delphi method [14]. At
the same time, the threshold or minimum required score that students had to achieve in
each procedure to pass was defined using the Angoff method [15]. The instructors were
selected from a group of volunteer upper-level students. As part of their training, each
instructor had to assess two dummy videos that were also reviewed by one expert. Then,
the instructors’ differences with the expert in terms of the score, amount, and type of
feedback input were discussed.

3 Statistical Analysis

In this study, a descriptive analysis was conducted on data collected through the use
of the feedback-oriented platform. Specifically, we analyzed the scores by each study
participant in each one of the stages, students’ preferences regarding the feedback format
received, the amount of feedback given by instructors, and type of feedback provided.
We also performed a Pearson correlation to analyse the relationship between student
performance at each procedural stage and the number of feedback inputs per format for
each of these stages. Finally, we performed multiple regressions to analyse the effect of
instructors on the number of feedbacks given in each procedural stage (controlled by
student performance).

4 Results

4.1 Descriptive Analysis

The average performance of the students is shown in Table 1, where the average total
score obtained in each delivery is observed. According to the final survey (see Fig. 1),
audio was the format of feedback input with the highest preference among students,
(55%), followed by video of common mistakes (25%), text (10%) and drawing (10%).

Table 1. Students’ academic performance by procedural stage

Stage Attempt n Average score SD Median score Q1 Q3

Wrist/fingers joint 1 61 17.16 2.5 18 15 19

2 19 19.58 1.43 20 19 20.75

Elbow joint 1 61 19.02 1.72 19 18 20

2 7 19.86 0.69 20 19.5 20

Shoulder joint 1 61 18.34 2 19 18 20

2 3 19.4 0.97 20 19 20

Note: Score varies between 0 and 21.
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4.2 Number and Type of Feedback According to Students’ Performance

A correlation analysis was used to analyze the relationship between student performance
and number of feedback inputs per format, treating each procedural stage as a separate
event (Table 2). For the wrist and finger joint stage, there are no significant correlations
for any of the feedback formats. For the elbow joint stage, there is a negative and sig-
nificant correlation between students’ performance and the number of audios, videos of
common mistakes, and drawings, with the highest magnitude and significance for com-
mon mistakes. For the shoulder joint stage, there is a negative and significant correlation
between students’ performance and the number of audios, videos of common mistakes,
and drawings, repeating the previous pattern concerning magnitude and significance.

Table 2. Correlation matrix between student performance in each technique and the number of
feedback inputs per format for the same stage.

Stage Texts Audios C. mistakes Drawings

Wrist/fingers joint 0.05 −0.01 −0.13 0.03

Elbow joint 0.05 −0.29* −0.43*** −0.37**

Shoulder joint −0.35** −0.29* −0.60*** −0.38**

* p < ,05 ** p < ,01 *** p < ,001

4.3 Instructors’ Effect on the Number of Feedback Inputs

A multiple linear regression analysis was used to compare the instructors’ influence on
the number of feedback inputs delivered on each video, controlling for student perfor-
mance at each stage. For this, several analyses were performed to contrast each of the
instructors with each other. First, for the wrist and fingers stage, a significant difference
is shown between instructors 1 and 3 (β = 2,57, p < 0.01), 1 and 4 (β = −3,08, p <

0.01), 2 and 3 (β = 4.58, p < 0.001) and 3 and 4 (β = −5.65, p < 0.001). For the
elbow stage, there are significant differences between instructor 1 and 2 (β = −3,08, p
< 0.001), 1 and 3 (β = 3,38, p < 0.001), 1 and 4 (β = −0,91, p < 0.05), 2 and 3 (β =
6.45, p< 0.001) and 2 and 4 (β = 2.16, p< 0.001). Finally, for the shoulder stage, there
are significant differences between instructors 1 and 2 (β = −3,08, p < 0.001), 1 and 4
(β = −3,04, p < 0.001), 2 and 3 (β = 3.22, p < 0.001), and 3 and 4 (β = −3.19, p <

0.001). These results reflect that some instructors deliver significantly different numbers
of inputs at each stage to students with the same performance. For example, for each
score given to the same student performance for the wrist and fingers stage, instructor 3
gave 2.57 more feedback, while instructor 4 gave 3.08 feedback less than instructor 1.

5 Discussion

These preliminary results reveal two major findings. On the one hand, there is a cor-
relation between students’ performance and the amount and format of feedback inputs
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provided to each student. In the development of twoprocedural skills, studentswith lower
performance received more feedback, particularly in the form of “audios”, “drawings”
and specially “common mistakes videos”. On the other hand, multiple linear regressions
show that the instructor profile is a predictor of the amount and format of feedback
inputs provided. These findings inform further research and practice concerning the use
of technology-based feedback in the development of procedural skills.

First, there were differences concerning students’ preferences for a format of feed-
back and what they received concerning their performance. On the one hand, students
declared to prefer audio inputs. According to previous studies [16, 17], audio feedback
can be perceived closer to students due to the intonation of the instructor in this type
of format. On the other hand, videos of common mistakes seemed to have a special
relevance to improve student performance of procedural skills remotely. Concerning
this, it is worth noting that the format in which feedback is provided can facilitate feed-
back processes from an interpersonal perspective [16], and audio-visual recordings of
performance feedback can also be very effective for learning and help strengthen the
relationship between students and teachers [18]. In these lines, this study suggests that
the use of different types of technology-based feedback may vary concerning student
performance, particularly concerning the development of procedural skills. Thus, design
choices might not only follow student preferences, but also pedagogical features con-
cerning what might be more suitable for specific learning outcomes. Second, there is a
significant difference in the number inputs assigned by the instructors to students with
the same performance. This illustrates that each instructor has personal preferences that
make this process variable despite initial training.While this might lead us to believe that
the initial training was inefficient, this could relate to the fact that feedback processes
require teaching competences for delivering feedback that are variable to respond to the
individual needs of learners [19]. It is important to note that this study does not analyze
the content of the feedback inputs, which is a limitation since it may impact on the results
and preferences obtained. This is particularly relevant, since students must have helpful
information to allow them to improve their performances [20] and provide comments
that have insights into how students can improve performance, using feedback inputs
in a practical way and avoiding general criticisms or generic comments [21]. In this
regard, future work must look in depth at how instructors’ decisions, student feedback
literacy, and the content of feedback inputs influence the incorporation of feedback for
procedural skill mastery, along with evaluating new features or nudges that could be
included feedback-oriented platforms to promote self-regulated learning.
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Abstract. In this paper, we present an approach for personalizing the
sequencing of learning activities that relies on the Q-learning. The Q-
learning learns a sequencing policy to select learning activities that aims
to maximize the learning gain of students.

On the one hand, the core of this approach is the use of the Bayesian
knowledge tracing (BKT) to model the student knowledge state and to
define the Q-Learning reward function. On the other hand, we defined
with experts rules to generate simulated students. These simulated data
were used to initialize the Q-table of the Q-Learning and answer its“cold
start” problem.

We present empirical results showing that the sequencing policy
learned from the expert-based initialization of the Q-table provides the
system with an efficient strategy to improve the students’ knowledge
states in comparaison with the Q-table randomly initialized. We further
show that Q-Learning approach based on the knowledge states of the stu-
dents inferred by the BKT are promising way for adaptive instruction in
intelligent tutoring systems.

Keywords: Adaptive instruction · Q-Learning · Bayesian knowledge
tracing

1 Introduction

In intelligent tutoring systems (ITS), Curriculum Sequencing has been widely
studied and consists on the planned sequence of learning activities (definitions,
examples, questions, problems, etc.) that are most suitable according to the
student caracteristics [1].

Several research [2,4,5] have shown the interest of reinforcement learning
(RL) for instructional policies, as RL models can learn complex and latent rela-
tionships between instructional tasks, students actions, and knowledge outcomes.
In particular, the problem of sequencing the learning activities in ITS according
to the student caracteristics fits well a RL problem [2].
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In this paper, we tackle the issue of the personalized sequencing of learning
activities. To do this, we propose an approach that relies on the Q-Learning [6],
a RL algorithm. The sequencing policy learned in the Q-Learning is guided by
the student knowledge state that is inferred by the bayesian knowledge tracing
(BKT) [3].

We first formalise the problem of sequencing of learning activities by defining
the main elements of the Q-Learning: the Q-table and the reward function. Then,
we propose to initialize the Q-table with experts in order to answer the“cold
start” problem of the Q-Learning, to fast its convergence and maximize the
student learning gain.

To evaluate our approach, we carried out a first empirical study. The obtained
results show that the sequencing policy learned from the expert-based initializa-
tion of the Q-table provides the system with an efficient strategy to improve the
students’ learning gains in comparison with the Q-table randomly initialized.
We further show that Q-Learning approach based on the knowledge states of
the students inferred by the BKT are promising way for adaptive instruction in
ITS.

We will use the term Knowledge component (KC) in this paper, others refer
to the KC as a skill, a concept or even a competency.

The paper is organized as follows: first, the principle of the Q-Learning and
the BKT model are presented. The proposed approach and our contributions are
summarized in Sect. 4. Then, the learning process and the experimental study
are described in Sect. 6. Finally, the main conclusions are given in Sect. 7.

2 Q-Learning: Q-table and Q-function

Q-Learning is a RL algorithm where an agent learns the make decisions (actions)
in different situations (states) through trial and error. It is relies on (1) a table,
named Q-table that associates observed states s with actions a and (2) a function,
named Q-function that maximizes a “value function” Q(s, a) of an action a for
a state s.

In our case, the Q-table is the data structure used to calculate the maximum
expected future rewards for each learning activity at each student knowledge
state. This table will guide the Q-Learning agent to select the “best” learning
activity for each student to maximize her learning gain. Each value of the Q-
table is first initialized randomly and then learned via the following Q-function
(or the Bellman equation):

NewQ(s, a)
︸ ︷︷ ︸

New Q-Value

= Q(s, a) + α
∣

∣

∣

learning rate

[ R(s, a)
︸ ︷︷ ︸

Immediate reward

+ γ
∣

∣

∣

∣

∣

Discount rate

Maximum predicted reward, given
new state s’ and all its possible actions a’

︷ ︸︸ ︷

max Q′(s′, a′) −Q(s, a)]
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where R(s, a) is the immediate reward received when selecting the action a
in the state s, α is the learning rate (0 < α ≤ 1) and γ is the discount rate
(0 < γ ≤ 1), reflecting the importance of the immediate reward comparing to
the future rewards.

The reward function R(s, a) is detailled in the Sect. 5.2.

3 BKT Model

The BKT model [3] is a two state hidden Markov model that is used to infer
students’ mastery of a knowledge component (KC) and at every practice oppor-
tunity, a student who has not mastered the KC has some probability of attaining
mastery (the parameter T ). If a student has mastered a KC, they will answer
a question correctly unless they“slip” with some probability (the parameter S),
and if the student has not mastered the KC, they can only guess correctly with
some probability (the parameter G). In BKT, each KC is modeled separately
without considering any relationships between KCs. Other work on individu-
alized BKT models [7] describes different approaches for defining and learning
student-specific parameters but we focus our approach only on the original BKT
model.

Fig. 1. The BKT model and its parameters L, S and G

4 Our Approach and Contributions

We propose an approach that learns how to assign learning activities to students
in order to maximize their learning gains. This approach is based on connecting
the Q-Learning to the BKT. Our contributions are:

1. We formulate the problem of sequencing of learning activities in order to
maximize the student learning gain,

2. We propose a method based on simulated students to initialize the Q-table
with “acceptable” values and answer the“cold start” problem of the Q-
Learning algorithm. The simulated students were defined with experts.

3. We carried out a first experiment in order to evaluate the performance of the
implemented system
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5 Problem Formulation

In this section, we formalize the problem of learning a sequencing policy for
maximizing the student learning gain. It implies to define the mains components
of the Q-Learning algorithm : the states and the actions of the Q-table and the
reward function that maximizes the student learning gain.

5.1 Student Knowledge State and Learning Activities

In accordance with the BKT model, each knowledge component (KC) is either
in the learning state or in the unlearned state. Thus, we consider a knowledge
state of a student as a vector of the mastering of each KC by the student (1
if the KC is learned by the student, 0 otherwise). The size of the vector is the
number of the KC considered in the system. Thus, if we consider N KCs then
we have 2N possible knowledge states.

In Q-Learning, the Q-table is used to associate actions to states. In our case,
we consider each student knowledge state as a state of the Q-table and each
action as a learning activity (definition, example, demonstration, etc.). Each time
a learning activity is proposed to the student, an associated testing activity is
also proposed. The testing activity is mandatory and the student has to perform
it before passing to new learning activity. That is serves us for updating the
mastery of the KCs in the BKT model of the student.

5.2 Reward Function

In each step for each student, the Q-Leaning selects a learning activity to present
to the student, based on the Q-table and the ε-greedy exploration/exploitation
strategy. Once, the student performs the testing activity associated to the
selected learning activity, the BKT model infers the new mastery of the KCs
worked on the learning activity. After converting the mastery probabilities to a
binary values, the binary knowledge state is communicated to the Q-Learning
agent for determining the next state in the Q-table. Finaly, the agent recieves
the immediate reward corresponding to the move from the knowledge state s to
the knowledge state s′ and updates the Q table entry according to the Bellman
equation (cf. 2).

The reward function is defined as the following:
R(s, a) =

∑N
i=1(s

′
i − si) if s′

i > si
where s′ is the new knowledge state of the student inferred by the BKT model
after selecting the learning activity a and N the number of KCs in the learning
plateform. The underlying idea of this reward function is that the more new
KCs are mastered, the greater the reward. The cumulatives rewards quantify
the learning gains of the students.
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6 Learning Process and Experiment

In education, it is quite critical to initialize the Q-table randomly because the
RL agent, before learning enough a good sequencing policy, can recommand
activities that are not well adapted to the students who may thus have to com-
plete more activities than later students, may spend more time to improve their
knowledge state and may be demotivated to use the learning plateform. In order
to address this concern—known as the“cold start” problem— we initialize the
sequencing policy using simulated students. We focus this paper on this issue
and aim to verify that the learning of the RL policy can be speeded up if the
Q-table is initialized with data similar to the target data.

Thus, we have implemented a three-step process:

1. An initializing step: it consists on initializing the Q-table with simulated
students. Rules were defined with experts to generate simulated students
(cf. 6.1). These simulated data were used to train for the first time the
sequencing policy and initialize the Q-table.

2. A training step: in this step, the RL agent interacts with real students either
by exploiting optimal decisions or by exploring other activities and updating
the Q-table based on the expectation of the future rewards. These successive
updates would allow the RL agent to converge to a good sequencing policy
that maximize efficiently the students’ learning gains.

3. A using step: when the RL agent has converged to a good sequencing strategy,
it is time to use it to teach other students. These students will achieve their
knowledge goals in the best way the RL agent has learned.

6.1 Simulated Students

We model three student classes (strong, medium or weak) based on information
provided by human experts about the number of attempts to answer correctly a
testing activity and the prerequisite links between KC worked on in the learning
plateform. Two rules were defined:

– R1 : a student cannot answer correctly a testing activity on a KC without
having first mastered all its prerequisite KC.

– R2 : the probability that a student in the strong class answers correctly a
testing activity is much higher than that of a student in the medium class
and that of the latter is much higher than that of a student in the weak class.

These two rules were used to generate simulated data (500 simulated students
in each class). These simulated students were used to learn a first sequencing
policy in order to initialize the Q-table. We notice that these rules are only used
to generate simulated data and not to learn to select learning activities.
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6.2 Experimental Study

We carried out a first experiment with fifty students who interacted with a pro-
gramming learning plateform, all of them are high school students starting to
learn programming with python. The knowledge domain is composed of the fol-
lowing KCs: “variable”,“sequential execution”, “conditional structure”and “rep-
etition structure”. To evaluate the performance of connecting the Q-Learning to
the BKT model, we compared our method against a random method of sequenc-
ing of learning activities. In the random method, we asked the students to com-
plete learning activities in an order prescribed randomly. We randomly assigned
40 of participants to the Q-Learning sequencing condition (QS), and 10 to the
random sequencing condition (RS). The objective of this first study is to answer
the following two questions:

1. Is the initialization of the Q-table with simulated students allows real students
to achieve efficiently the mastering of all the KC in comparison with the Q-
table randomly initialized?

2. Is the time spent by the students interacting with learning plateform in QS
condition is less than the time they spent in the RS condition, before mas-
tering all the KCs?

For the first question, we compared the convergence of two sequencing policies:
the first policy learned with simulated students from a random-initialized Q-table
and the second one learned with real data from the Q-table obtained after the
first policy. In addition, we simplified the measure of efficiency as the average of
the number of the learning activities proposed to the students. The time having
no meaning for the simulated data.

Fig. 2. (A) Average number of learning activities displayed to the students in the case
of sequencing policy learned from the Q-table initialized with simulated students and
in the case of the sequencing policy learned from the Q-table initialized randomly (B)
Average time spent by students interacting with the plateform in the case of random
sequencing condition and the case of Q-Learning sequencing condition
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6.3 Results

On one hand, Fig. 2A shows the number of learning activities required by the
students to master the content. The x axis shows the number of students that
have interacted with the plateform. Initially, the Q-Learning needs around 30
learning activities to allow the simulated students to master all KCs. After the
first 300 simulated students, the sequencing policy is tuned, obtaining a perfor-
mance of less than 10 learning activities. However, once the Q-table is initialized
thanks to the simulated students, the sequencing policy allows the real students
to master all KCs with less than 10 learning activities.

On the other hand, in Fig. 2B we can observe how the students interacting
with the Q-Learning sequencing policy spent less time to acquire all KCs than
the students of the random condition, even when the Q-Learning is still tuning
the sequencing policy. This result shows that the Q-Learning sequencing policy
is useful for the students.

7 Conclusion

Personalized sequencing of learning activities is crucial for improving students’
learning gains.

This paper establishes connections between the Q-learning and the BKT and
show that this mixed approach provides a potential solution.

The obtained preliminary results need to be further tested with other exper-
iments by controlling variables such as the initial level of the students and even
by using other individualized BKT models. There are several research directions
for future work to provide evidence about the scaling-up of the approach.
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