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Social responsibility attitudes among undergraduate computer science 
students: an empirical analysis 

 

Abstract 

Scholars have called for improved ethics and social responsibility education in computer science 
degree programs in order to better address consequential technological issues in society. Indeed, 
rising public concern about computing technologies arguably represents an existential threat to 
the credibility of the computing profession itself. Despite these increasing calls, relatively little is 
known about the ethical development and beliefs of computer science students, especially 
compared to other science and engineering students. Gaps in scholarly research make it difficult 
to design and evaluate ethics education interventions in computer science effectively. Additional 
empirical study regarding the development of ethical attitudes in computer science students is a 
pressing need. Influenced by the Professional Social Responsibility Development Model, this 
study explores personal and professional social responsibility attitudes among undergraduate 
computing students at the Georgia Institute of Technology. Using survey results from a sample 
of 982 students (including 184 computing majors) who graduated between 2017 and 2021, we 
compare social responsibility attitudes cross-sectionally among computer science students, 
engineering students, other STEM students, and non-STEM students. Study findings indicate 
computer science students have significantly lower social responsibility attitudes than their peers 
in other science and engineering disciplines. In light of growing ethical concerns about the 
computing profession, this study provides evidence about extant challenges in computing 
education and buttresses calls for more effective development of social responsibility in 
computing students. We discuss implications for undergraduate computing programs, ethics 
education, and opportunities for future research. 

 

1. Introduction 

In recent years, computing and information technology have become objects of intense public 
concern due in part to ethical challenges and scandals related to artificial intelligence and social 
media [1]. In response, governments and computing thought leaders have considered regulatory 
and policy solutions to address problematic uses of emerging technologies. Within this discourse, 
scholars have argued that undergraduate computer science programs do not adequately teach 
students ethics and social responsibility concepts and associated skills [2]. Traditional degree 
programs are arguably failing to instill a robust sense of professional social responsibility [2], 
[3]. Given these concerns and the centrality of professional ethics to responsible computing 
practice, scholars have proposed various educational reforms, such as more robustly integrated 
ethics curricula [3]–[5].  

However, despite broad, multi-sectoral calls for action, empirical evidence on the development 
of professional ethics in undergraduate computer science degree programs is limited [6]. 
Importantly, a field-level understanding of professional ethics attitudes amongst future 



  
 

  
 

computing professionals may be lacking, including how computing students and professionals 
may differ from their peers in other STEM and non-STEM fields. Without this knowledge basis, 
it is difficult to assess the severity of the professional ethics education problem in computer 
science specifically, much less to determine effective responses to address this challenge. To fill 
in some of these knowledge gaps, this paper seeks to develop a basis for comparison in 
professional ethics development between computer science and other disciplines. Additionally, 
we seek to better understand key sources of variation in professional ethics attitudes within the 
computing discipline, such as differences across student demographic characteristics. 
Establishing such a basis is a necessary precursor for the development, adaptation, and 
evaluation of effective professional ethics education interventions and reforms in computer 
science. Thus, this study examines two foundational research questions: 

Research Question 1: How do the attitudes of undergraduate computing students with 
respect to ethics and professional social responsibility compare to those of students in 
other disciplines? 

Research Question 2: To what extent do attitudes about ethics and professional social 
responsibility among computing students vary according to student demographics? 

To address these questions, we adapted a tool used in the study of professional social 
responsibility development in engineering, the Engineering Professional Responsibility 
Assessment (EPRA) and its underlying framework, the Professional Social Responsibility 
Development Model (PSRDM) [7], [8]. The revised survey instrument developed by our 
research team, the Generalized Professional Responsibility Assessment (GPRA), uses forty-four 
Likert questions to assess student social responsibility attitudes along several domains. Below, 
we offer a brief review of the literature on the state of computing ethics education before turning 
to our research strategy and results. 

 

2. Literature review 

2.1 Professional ethics in engineering and computing 

Computer science is a hybrid discipline, which contains many elements from engineering and 
mathematics and has considerable variation across individual computing programs [9]. At some 
schools, computer science is within a college of engineering; at others, it is part of the college of 
sciences, and, increasingly, universities are creating computing units at the same organizational 
level as engineering or sciences. Regardless of where computing originated within or is situated 
in a university, many curricular and pedagogical differences between computing and engineering 
education persist today. For instance, a common difference is the early inclusion of computing-
specific courses taught within computing degree programs, beginning first semester of the 
freshman year, whereas engineering students often do not encounter major courses until their 
sophomore year or beyond. Identifying these similarities and differences is an important step 
towards understanding ethics and social responsibility development in computing. 



  
 

  
 

Drawing on literature and assessment tools from engineering ethics can be a helpful starting 
point, as the study of professional ethics in engineering is more developed than in computer 
science [10]–[13]. One reason for this is the greater historical salience and cognitive immediacy 
of the potential consequences of ethical failures in engineering (e.g., large-scale technological 
disasters) [14], [15]. That is, when ethical failures in engineering affect the public, they tend to 
involve a single catastrophic event [16]–[18]. Yet, despite the ubiquity of computing systems in 
society, and arguably equally pressing negative impacts, including potential harm to large 
numbers of people (e.g., social media algorithms that may contribute to political polarization) 
[19], [20], computing failures can be less obvious. Failures in computing can manifest through 
slow-moving and less visible processes. 

Computing artifacts like algorithms can also be difficult to understand, especially by the public, 
and may be only indirectly related to harms caused through complex sociotechnical processes. 
This can undermine not only the public's ability to assess the harms attributable to the computing 
profession—and whom to hold accountable for them—but can even make it challenging for 
computing professionals to recognize the ethical implications of their own work. The fact that 
computing ethics education syllabi cover a wide set of issues ranging from privacy to inequality 
to misinformation and environmental harms [21] speaks to the challenge of developing a robust 
sense of ethical awareness and sensitivity within computing professionals to address computing’s 
vast societal implications.  

The relatively recent development of computing ethics discourse and research may also be 
related to the newness of computing as a profession as compared to engineering [22], [23]. For 
example, the largest professional association focused on computing, the Association for 
Computing Machinery (ACM), developed its first professional ethics code in 1966 [24]. The first 
code of conduct for a comparable engineering-focused professional association, the Institute of 
Electrical and Electronics Engineers (IEEE) (previously the American Institute of Electrical 
Engineers), was adopted a half-century earlier, in 1912 [25]. An associated challenge is that the 
computing profession has traditionally been governed by self-regulation or voluntary industry 
standards. Yet, critics have highlighted the limitations of computing ethics codes and practices 
[26], [27]. Relatedly, business practices associated with “Big Tech” culture, perceived as a Wild 
West focused on innovation-without-boundaries, have come under increasing scrutiny [28], [29]. 
For instance, Ensmenger [30] claims that while engineers have a long-standing concern about 
safety, reflected in their professional technical standards and procedures, the excitement around 
computing products and services has arguably led some computing professionals to identify 
themselves as being closer to artists or eccentric innovators, rather than as traditional 
professionals. 

Despite these differences, some similarities are worth emphasizing between engineering and 
computing education, including aspects of how they approach ethics and professionalism. First, 
both appear to be subject to the pedagogical and professional bracketing (i.e., deemphasizing) of 
ethical concerns; this is due in part to a prevailing sense that technical education is more 
important than ethics education [4], [31]. Some computing and engineering professionals may 
engage in a “amoral calculation” related to their work and relegate ethical concerns as being 



  
 

  
 

outside their scope of responsibility [18], [32]. This sociotechnical divide is also associated with 
the idea of a meritocratic culture in STEM, which strongly emphasizes the link between 
competitive effort and success [33], [34]. Moreover, barriers such as lack of faculty interest in or 
preparation to teach ethics and social responsibility appear to permeate both fields [35], [36].  

2.2 Social responsibility attitudes of undergraduate students 

Tied to the above challenges are studies noting that engineering students experience flat or 
declining social responsibility attitudes over the course of their undergraduate education [37]–
[39]. In response, various scholars and educators have proposed strategies such as enhancing 
ethics curricula integrated throughout undergraduate courses [40]–[42], robust community 
engagement experiences [43], and the teaching of social/racial justice concepts [44].  

It is unclear which factors contribute to the low levels of social responsibility development 
within computer science students. It is thus important to understand which specific aspects of 
computing as a subject and profession positively and negatively influence ethical development. 
Additionally, the variation of social responsibility attitudes across demographic groups, 
including historically underrepresented groups in computer science, is largely unknown.  

Quantifying and measuring ethics and ethical development has been a long-standing problem in 
the study of STEM education [45]. Over time, many different models and survey instruments 
have been devised to measure different aspects of ethics [46]. Our study is influenced by the 
PSRDM, a conceptual framework designed by Canney and Bielefeldt to help understand and 
quantify the development of professional social responsibility in engineers [7]. Professional 
social responsibility is the way in which one relates their vocation to concepts of ethics, 
understanding of social context, and awareness of broad social issues – a macroethical 
conception of professional work and conduct [26], [47]. The PSRDM framework has been used 
to explore key issues in engineering education, for example, those relating social responsibility 
development to factors such as gender, religion, and the influence of internships  [38], [48], [49]. 
However, extensions of the PSRDM to other STEM disciplines, including computing, have been 
more limited [50].  

The PSRDM uses three inter-related realms to explain the development of professional social 
responsibility: personal social awareness, professional development, and professional 
connectedness (Table 1). These realms are designed with multiple underlying dimensions and 
associated Likert-style questions embedded in Canney and Bielefeldt’s EPRA survey instrument. 
Collectively, the intensity of agreement or disagreement with individual questions associated 
with these realms can be understood to reflect students’ “social responsibility attitudes.” 
Professional social awareness is defined as “the development of altruistic behavior,” within an 
individual [7, p. 419]. It has three dimensions: awareness, ability, and connectedness. 
Professional development represents “The development of professional skills in relation to the 
need to solve social problems,” [7, p. 420]. It also has three dimensions: base skills, professional 
ability, and analyze. Professional connectedness is “a sense of moral obligation to help others 
because of [one’s own] professional skills,” the cumulative cycle of development of professional 
social responsibility [7, p. 421]. It has two dimensions: (dimension-level) professional 



  
 

  
 

connectedness and costs/benefits. Table 1 below summarizes the three key realms and their 
associated dimensions. 

Table 1. The Professional Social Responsibility Development Model (PSRDM)* 
Realm Dimension Description 

Personal Social Awareness 
 

“The development of altruistic 
behavior” 

Awareness 

Knowledge of people or groups who are in 
need, and of the relationships and 
interconnections between complex social 
issues and those in need. 

Ability 
Recognizing that they can do something to 
help others who are in need. 

Connectedness 
A feeling of moral obligation to help others 
rooted in social norms. 

Professional Development 
 

“The development of professional 
skills in relation to the need to solve 

social problems” 

Base skills 
The trade-specific skills necessary to be 
effective in one’s profession. 

Professional ability 
Recognizing that one’s profession is able to 
help solve social or environmental problems 
that face society. 

Analyze 
The ability to examine social issues from a 
professional perspective. 

Professional Connectedness 
 

“A sense of moral obligation to help 
others because of [one’s own] 

professional skills” 

Professional 
connectedness 

The cyclical development of stronger beliefs of 
personal and professional social responsibility 
through their exercise. 

Costs/Benefits 
The degree to which an individual recognizes 
the various costs and benefits and how that 
affects their decision to act or not. 

* Table and model based on work by Canney and Bielefeld [7, pp. 419-421] 
 

In the PSRDM’s formulation, personal social awareness and professional development feed into 
professional connectedness. Professional connectedness then grows cyclically through the 
exercise of altruistic behavior but is moderated by the costs and benefits of utilizing professional 
skills to help others. One benefit of this model is its attention to both personal and professional 
aspects of social responsibility development and the relationship between those two realms. 
Moreover, the PSRDM model serves as the foundation for our adapted survey instrument, the 
GPRA. While the EPRA is specific to engineering, the GPRA is designed to be discipline 
neutral. 

2.3 Research hypotheses 

Studies of social responsibility attitudes in engineering have found that different engineering 
disciplines attract students with varying preexisting levels of social responsibility attitudes [47]. 
The highest social responsibility attitudes tend to be among students in environmental 
engineering (a field with clear connections to social responsibility), while the lowest tend to be 
among students in electrical and computer engineering, a field closely related to computing [51]. 
Given these findings and the literature on mindsets and culture within the computing profession 
discussed above, we hypothesize: 



  
 

  
 

Hypothesis 1: Computing students will have lower social responsibility attitude scores 
than students in other academic fields. 

Gender has also been an important predictor of social responsibility attitudes in engineering, with 
male students found to have consistently lower scores as compared to female students [48], [52]. 
This may be explained in part by findings that the strongest career motivation among female 
STEM professionals is a desire to contribute to the wellbeing of society [53, p. 5]. As computer 
science is as or more gender imbalanced in favor of men than many engineering disciplines [54], 
we expect this pattern to hold in computing as well. 

Hypothesis 2: Male computing students will have lower social responsibility attitude 
scores than female computing students. 

While there is clear evidence regarding the strength of the relationship between social 
responsibility attitudes and gender, less is known about the relationship between social 
responsibility attitudes and race/ethnicity. Some studies suggest that students who are members 
of racial/ethnic minority groups underrepresented in engineering will have more awareness of 
social problems [55], [56]. However, a study by Bielefeldt applying the PSRDM failed to find 
significant differences among engineering students of different racial/ethnic groups [52]. Thus, 
we do not have clear expectations regarding the relationship between the race/ethnicity of 
computing students and social responsibility attitudes, although we include these variables in our 
analysis. 

 

3. Data and methods 

3.1 Survey methods 

This study, which is part of a larger research project, draws on data from a survey instrument 
completed by five cohorts of students at or near graduation from the Georgia Institute of 
Technology (Georgia Tech), collected between 2017 and 2021. The survey and research protocol 
were reviewed and approved by the Georgia Tech Institutional Review Board. The surveys were 
administered using the Qualtrics platform. An invitation link was embedded in a set of 
graduation surveys sent to all bachelor’s degree recipients from Georgia Tech in the spring 
semesters of 2017, 2018, 2019, and 2020. In spring 2021, the survey was also administered to the 
entire cohort of students that entered Georgia Tech in fall 2017 and remained enrolled, as part of 
a related cohort study (i.e., during their 8th semester of undergraduate studies). These surveys 
were distributed to a combined survey sample frame of 11,019 students. There were some 
alterations in the survey over time, but here we focus on survey items that were the same across 
the years, including the core questions that constitute the PSRDM framework. 

A total of 1,444 students began the survey. After excluding responses missing values for one or 
more of the questions used to construct the variables included in our analysis, a consistent 
sample of 982 respondents was obtained with an overall response rate of 8.9%. Although this 
response rate is somewhat low, it is not atypical for online surveys of university students with 
email invitations [57], [58]. Survey data were subsequently merged with enrollment and 



  
 

  
 

demographic data obtained from Georgia Tech administration, including gender, race/ethnicity, 
first-generation status, and major.  

3.2 Variable construction  

Social responsibility attitudes (Table 2) were assessed via the GPRA survey instrument, based on 
the PSRDM and adapted from its validated survey instrument [8]. The GPRA is similarly 
composed of three realms corresponding to different elements of personal and professional social 
responsibility: Professional social awareness (α = 0.89) is composed of thirteen survey items. 
Professional development (α = 0.70) is composed of nine survey items. Finally, professional 
connectedness (α = 0.94) is composed of twenty-two items. The full item wordings for all forty-
four questions, along with construct and sub-construct details and reliability scores, are available 
in Appendix A.   

Table 2. PSRDM Variables 

 Variable 
Cronbach's 

alpha 
Survey 
items 

Range 
All Students  

(n = 982) 

Computing 
Majors Only  

(n = 184) Sig 

mean sd mean sd 

Personal Social Awareness 0.89 13 [1, 7] 5.84 0.77 5.61 0.84 *** 

Professional Development 0.70 9 [1, 7] 6.13 0.66 6.01 0.69 ** 

Professional Connectedness 0.94 22 [1, 7] 5.28 0.95 4.84 1.06 *** 

*** p < 0.001, ** p < 0.01, * p < 0.05 

 

To create the study’s independent variables, we transformed administrative data provided by 
Georgia Tech into categorical variables (Table 3). Major area of academic study was divided into 
four non-overlapping categories: computing, engineering, non-STEM, and science. Students with 
multiple majors were assigned to their primary major, as recorded by the Georgia Tech registrar. 
A full list of majors included in each category is available in Appendix B (Table B1). First 
generation student status was included as a proxy for low socio-economic status, a common 
practice in studies of higher education [59], [60]. Race/ethnicity was coded as: non-Hispanic 
white, Asian, and underrepresented minority (URM). While imperfect, this approach to variable 
coding was employed to maximize analyzability along meaningful dimensions while protecting 
respondent confidentiality. The underrepresented minority variable includes Hispanic/Latino, 
Black, Native American, and Native Hawaiian students. Mixed race students who were members 
of at least one underrepresented minority were coded as underrepresented minorities. Students 
who were both non-Hispanic whites and Asian (but not an underrepresented minority) were 
coded as Asian. We decided to analyze white and Asian students separately because, although 
Asians receive the majority of computer science degrees from American universities (and are 
therefore not underrepresented in computing) [54], there has been limited study of the 
experiences of Asian students in computing and how they may differ from those of their white 
peers [61].  

3.3 Sample composition 



  
 

  
 

Understanding the composition of our sample provides critical context for our study. In terms of 
our independent variables/demographics (Table 3), just over half (51%) of our respondents are 
engineering majors, reflective of the broader population of Georgia Tech. The remainder of the 
respondents are roughly evenly split between computing majors (19%), other (non-engineering 
or computing) science majors (15%), and non-STEM majors (15%). Approximately half of the 
full sample (48%) are men, while a large majority of computing majors are men (70%), typical 
of the computing discipline. A majority of respondents in the full sample are non-Hispanic 
whites (55%), with Asians (29%) being the next largest racial/ethnic group, and the remainder 
(15%) categorized as underrepresented minorities. Computing students are somewhat more 
racially diverse, with nearly equal numbers of whites and Asians (43%) but similar numbers of 
underrepresented minorities (14%) as compared to the full sample. Fairly few students in the 
sample were first-generation college students, both in the full sample (6%) and among 
computing majors (8%).  

Table 3. Descriptive Statistics 
Independent Variables 

  
All Students  

(n = 982) 
Computing Majors Only  

(n = 184) 
  percentage sd percentage sd 
Male 48% 0.50 70% 0.46 

White 55% 0.50 43% 0.50 

Asian 29% 0.46 43% 0.50 

URM 15% 0.36 14% 0.34 

First generation 6% 0.23 8% 0.27 

Computing major 19% 0.39   

Engineering major 51% 0.50   

Non-STEM major 15% 0.36   

Science major 15% 0.36   

 

3.4 Analytic methods 

To evaluate our hypotheses and to identify trends in social responsibility attitudes, we present 
descriptive statistics and perform ordinary least squares (OLS) regression analysis. Social 
responsibility attitudes are assessed via the constructs associated with the PSRDM (Table 2) and 
the adapted survey instrument, the GPRA. Our descriptive statistics provide sample means for 
the three key social responsibility realms and test differences of means between the full sample 
and the subsample of computing majors. The regression models build on this analysis by 
additionally incorporating student gender, race/ethnicity, and first-generation status. These 
models are conducted for both the full sample and the subset of computing majors, in order to 
evaluate our primary comparative hypothesis. In particular, we compare students in computing to 
students in three alternative disciplinary categories: engineering, science, and non-STEM. We do 
so because, while our initial theoretical focus is on engineering students as a comparison point, it 



  
 

  
 

is also helpful to compare computing students to additional undergraduate disciplines in order to 
contextualize their social responsibility attitudes as broadly as possible. 

Importantly, because these data come from a single observation of students near the end of their 
undergraduate education, we are not able to determine the causes of variation among groups in 
the regression analyses, nor how social responsibility develops over time. However, we can 
determine baseline social responsibility attitudes across academic disciplines and the presence of 
variation associated with student demographic characteristics. 

 

4. Results 

4.1 Descriptive results 

The mean values of our dependent variables related to social responsibility attitudes varied 
meaningfully between computing majors and the full sample (Table 2). On average, computing 
majors score below the mean for all students in all three PSRDM realms (all variables range 
from 1-7, Table 2). Personal social awareness was significantly lower (diff. = -0.23, p < .001) for 
computing majors as compared to the average of all students in the sample. The results reveal an 
even larger (diff. = -0.39, p < .001) gap for computing majors with respect to professional 
connectedness. The gap in professional development between computing major and all majors 
was smaller, but still significant (diff. = -0.12, p < .01).  

Additionally, we analyzed correlations between the variables in our study, available in (Table 
C1). There are many significant, yet low, correlations among the independent variables, 
suggesting that regression analysis is helpful to isolate the causes of variation in the dependent 
variables. 

4.2 Regression analysis 

We next conducted a series of OLS regression models (Table 4) with the PSRDM realms as 
dependent variables, controlling for student demographic characteristics and majors. The models 
were conducted for the entire sample to test Hypothesis 1, then repeated for only computing 
majors to evaluate Hypothesis 2. In all models, the reference group are white, female computing 
majors. The models had low R2 values (0.046 to 0.163), indicating that our models only explain a 
small amount of the total variation in social responsibility attitudes.  

The models in the full student sample show a strong predictive relationship between academic 
major and social responsibility attitudes. Supporting Hypothesis 1, and in line with the 
descriptive results presented above, computing majors have lower social responsibility attitudes 
than other STEM majors. Engineering majors have higher personal social awareness (coeff. = 
0.174, p < .001), professional development (coeff. = 0.100, p < .05), and professional 
connectedness (coeff. = 0.356, p < .001) than computing majors. Science majors also have higher 
personal social awareness (coeff. = 0.425, p < .001), professional development (coeff. = 0.222, p 
< .001), and much higher professional connectedness (coeff. = 0.785, p < .001) than computing 
majors.  



  
 

  
 

Table 4. OLS Regressions of PSRDM Variables 

  All Students (n = 982) Computing Majors Only (n = 184) 

  

Personal 
Social 

Awareness 

Professional 
Development 

Professional 
Connectedness 

Personal 
Social 

Awareness 

Professional 
Development 

Professional 
Connectedness 

Demographics             

Male -0.221*** -0.223*** -0.338*** -0.312** -0.215** -0.506*** 

  (0.050) (0.043) (0.060) (0.133) (0.108) (0.166) 
First 
Generation 

-0.005 -0.091 -0.014 0.206 -0.022 0.284 

  (0.104) (0.089) (0.125) (0.235) (0.191) (0.292) 

Asian -0.031 -0.039 -0.017 0.030 0.216** 0.055 

  (0.055) (0.048) (0.066) (0.132) (0.107) (0.164) 

URM 0.045 -0.010 0.069 0.278 0.481*** 0.405* 

  (0.069) (0.059) (0.083) (0.194) (0.157) (0.241) 

Major       

Engineering 0.174*** 0.100* 0.356***    

  (0.065) (0.056) (0.078)    

Non-STEM 0.138 -0.132* 0.377***    

  (0.085) (0.074) (0.102)    

Science 0.425*** 0.222*** 0.785***    

  (0.086) (0.074) (0.103)    

Constant 5.776*** 6.192*** 5.076*** 5.765*** 6.004*** 5.094*** 

  (0.070) (0.061) (0.085) (0.131) (0.106) (0.163) 

R-squared 0.062 0.062 0.116 0.046 0.072 0.069 

F-statistic 9.183*** 9.135*** 18.183*** 2.149* 3.497*** 3.321** 

*** p < 0.001, ** p < 0.01, * p < 0.05 
 

Non-STEM majors have comparable personal social awareness (p > .05), lower professional 
development (coeff. = -0.132, p < .05), but higher professional connectedness (coeff. = 0.377, p 
< .001) than computing majors. Thus, all other disciplines have higher professional 
connectedness than computing majors, which is important, as professional connectedness is the 
dependent variable most closely associated with overall professional social responsibility 
attitudes. Overall, these findings tend to support Hypothesis 1. Computing students have lower 
social responsibility attitudes than peers in other STEM disciplines, though how they compare to 
non-STEM students is more mixed. 

Results from the full sample also indicate that male students have lower personal social 
awareness (coeff. = -0.221, p < .001), professional development (coeff. = -0.223, p < .001), and 
professional connectedness (coeff. = -0.338, p < .001) than female students. 



  
 

  
 

In order to identify if there are demographic trends specific to computing majors, we repeated the 
demographic analysis for the sub-sample of computing majors only. These models also included 
gender, first-generation status, and race/ethnicity, but do not account for student major, as the 
sub-sample includes computing students only.  

Supporting Hypothesis 2, male students in computing have consistently lower PSRDM scores 
than female students, with larger gender-based gaps in personal social awareness (coeff. = -
0.312, p < .01) and professional connectedness (coeff. = -0.506, p < .001) than in the full student 
sample and a comparable gap in professional development (coeff. = -0.215, p < .01). Thus, male 
computing students have lower social responsibility attitudes than female students. Moreover, 
the gaps in social responsibility attitudes associated with gender are more pronounced amongst 
computing students than for students overall. 

Additionally, the results indicate differences related to race/ethnicity within the computing sub-
sample, which is notable as similar trends are not evident in the full sample. In particular, we 
find that Asian (coeff. = 0.216, p < .01) and especially underrepresented minority (coeff. = 
0.481, p < .001) computing students have higher professional development scores than white 
computing students. Underrepresented minority computing students also have greater 
professional connectedness than white computing students (coeff. = 0.405, p < .05).  

 

5. Discussion  

These findings lend empirical support to ongoing efforts to bolster ethics education in computing 
[4]. Most notably, we find that computing students have lower social responsibility attitudes than 
other STEM majors, indicating a less developed sense of professional ethics and lower 
awareness of social problems [7]. These findings are particularly concerning because these 
comparisons were performed against other STEM majors at the same university, where one 
might expect conceptions of professional ethics to be similar due to shared institutional practices, 
academic culture, and regional factors.  

This study shines a light on key issues in computing ethics and indicates a need for further 
research on ethics development and education in computing, including an examination of 
specific educational interventions, influential demographic and experiential factors, and unique 
aspects of computing that may influence social responsibility development. Moreover, 
knowledge gaps remain regarding what changes to social responsibility and ethics education in 
computing via curricular or extracurricular approaches are likely to nurture social responsibility 
attitudes. Although studies have shown the need for stand-alone ethics courses [62], the extent to 
which they can (or should) be enhanced by integrated ethics modules in regular computing 
classes remains a key question. 

The findings of this study also raise interesting questions about gender in the context of 
computing ethics. Male students had significantly lower social responsibility attitudes than 
female students in every model, and this difference was especially pronounced among computing 
students. This strong and consistent effect adds to a growing body of literature indicating that 



  
 

  
 

men have consistently lower social responsibility attitudes than women [48]. Concerningly, these 
differences in ethics and values may represent another facet of the hostile culture or “chilly 
climate” many women face in computing and other STEM educational settings and workplaces 
[63]. In light of research indicating stronger preferences amongst women for socially engaged 
computing, these findings also suggest an opportunity for creating a more gender-balanced 
computing workforce. An increased emphasis on ethics could not only help to address retention 
and representation problems in computing, but also lead to greater concern for social issues in 
the computing profession overall [52].  

A surprising finding is that racial/ethnic differences in social responsibility attitudes exist within 
computing, despite the absence of similar differences among students generally. While our study 
was not designed to determine why white computing students have particularly low social 
responsibility attitudes; this may be due to numerous factors, such as personal, cultural, or family 
characteristics. More detailed information is needed to identify what factors are most important 
in the development of social responsibility attitudes. These results suggest there are interesting 
research questions to be addressed at the intersection of diversity, equity, and inclusion efforts 
and ethics and social responsibility education in STEM [56]. 

 

6. Limitations 

There are significant limitations to this study. The data presented here reflect a single point-of-
observation, non-equivalent control study, conducted at a single U.S. university. Further, our 
findings, low R2-values, and the literature indicate that there are a complex set of factors, beyond 
demographics, which influence social responsibility attitudes. In other portions of our research, 
we attempt to examine some of these factors, such as pre-college experiences, student 
participation in extracurricular clubs, and experiences with internships and work related to social 
responsibility development [50]. 

Notably, our study did not directly examine differences in ethics curricula between the degree 
programs, limiting our ability to understand institutional factors at play. For instance, some 
degree programs feature in-house ethics courses, while others require students to take a course 
outside of their major that satisfies an ethics requirement. In addition, because the data reported 
here were collected in a single observation at the end of students’ undergraduate programs, we 
do not know the extent to which variation by major in social responsibility attitudes may reflect 
pre-college attitudes, rather than influences attributable to the major or other college influences. 
Indeed, studies within engineering have shown differences by major in pre-college social 
responsibility attitudes [47], suggesting that self-selection into majors may play a significant 
role.  

Further study at other universities, including minority-serving institutions, is needed to review 
these findings and enhance generalizability. Social responsibility development should also be 
studied among computing graduate students, where graduate-entry master’s degree programs are 
rapidly growing [64], [65] and more diverse than undergraduate computing programs [66]. We 
recommend researchers incorporate additional data on demographic, socio-economic, 



  
 

  
 

institutional, and other factors to better understand the root causes of variation in social 
responsibility attitudes among students. Additional studies with multiple, longitudinal 
observations and qualitative studies can help researchers disentangle the causal effects of 
curricula versus other college experiences and influences on social responsibility development. 
The research team associated with this paper is working to address these and other issues with 
longitudinal, mixed methods as part of a broader research agenda. 

 

7. Conclusion 

Findings from our survey indicate that social responsibility attitudes among undergraduate 
computer science students tend to be rather low as compared to their peers at the same 
institution. This lends credence to the view that there is a need for greater focus on ethics in 
computing degree programs, such as by embedding ethics throughout the computing curriculum. 
Computing is in a situation not unlike the one that faced engineering twenty years ago, when 
Woodhouse [67] described how the profession could move beyond minimalist compliance with 
professional ethics guidelines towards actively thinking about how the profession can proactively 
and conscientiously work to enhance the common good. Today, computing must move beyond 
minimalist, compliance-based ethics (e.g., “Don’t be evil.”) to a more robust macroethical and 
social responsibility framework. Computing degree programs could seize the opportunity to 
nurture a mindset within future professionals of sincere interest in protecting the public. If not, 
computing risks diminishing the reputation of the profession even further, increasing regulatory 
scrutiny, and exposing the public to greater harms. New educational initiatives and bold changes 
to long-standing curricular models may be necessary to maintain the integrity and credibility of 
the computing profession.  
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Appendix A: Full variable construction 

Table A1. Personal Social Awareness Construction 

  

Cronbach's 
alpha 

mean sd 

Personal Social Awareness 0.89 5.84 0.77 

Awareness 0.77 6.27 0.76 

(R) America does not have communities that need help   6.58 0.99 

Community groups need our help   5.90 1.05 

(R) There are not people in the community who need help   6.29 1.30 

There are people who have needs which are not being met   6.40 0.98 

There are needs to address in the community   6.19 0.96 

Ability 0.77 5.61 0.89 

I can make a difference in my community   6.00 0.97 

I can have an impact on solving problems that face my local community   5.73 1.02 

My contribution to society will make a real difference   5.42 1.13 
(R) I cannot have an impact on solving problems that face underserved 
communities internationally   5.31 1.41 

Connectedness 0.85 5.60 1.05 

(R) It is not my responsibility to do something about improving society   5.63 1.43 

It is my responsibility to take some real measures to help others in need   5.40 1.24 

I feel an obligation to contribute to society   5.56 1.30 

I think I should help people who are less fortunate with their needs and problems   5.80 1.04 

(R) ⇒ Scale reversed for item 
 

  



  
 

  
 

Table A2. Professional Development Construction 

  
Cronbach's 

alpha 
mean sd 

Professional Development 0.70 6.13 0.66 

Base skills n/a 6.44 1.02 
Professional ethics (ensuring all of your work follows professional codes of 
conduct)   6.44 1.02 

Professional ability 0.60 6.15 0.78 
People in my intended profession have contributed greatly to fixing problems in the 
world   6.16 1.08 
(R) The skills in my intended profession are not useful in making the community a 
better place   5.72 1.49 

(R) Technology does not play an important role in solving society's problems   6.41 1.02 

People in my intended profession can have a positive impact on society   6.35 0.99 

Analyze 0.55 5.74 0.85 

Cultural awareness / understanding (of your culture, and those of others)   5.76 1.41 

Societal context (how your work connects to society and vice versa)   6.12 1.16 
(R) I would not change a design or recommendations because they conflicted with 
community feedback   4.91 1.47 
It is important for people in my intended profession to consider the potential 
broader impacts of technical solutions to problems   6.16 1.09 

(R) ⇒ Scale reversed for item 
 

  



  
 

  
 

Table A3. Professional Connectedness Construction 

  
Cronbach's 

alpha 
mean sd 

Professional Connectedness 0.94 5.28 0.95 

Professional connectedness (dimension level) 0.92 5.18 0.98 

Volunteering (for professional and personal reasons)   5.04 1.49 

Volunteer experiences have changed the way I think about spending money   4.75 1.51 

It is important to me to have a career that involves helping people   5.72 1.36 

(R) Service should not be an expected part of my intended profession   4.90 1.60 

I will use the skills gained from my intended profession to help others   5.80 1.19 

(R) I view my intended profession and community service work as unconnected   4.39 1.71 

I feel called to serve others through my intended profession   4.80 1.67 
(R) The needs of society have no affect on my choice to pursue my intended 
profession   4.78 1.69 

I feel called by the needs of society to pursue my intended profession   4.38 1.70 

(R) I doubt that volunteer work will ever have much affect on my career   4.86 1.60 
I think it is important to use the skills gained from my intended profession to serve 
others   5.56 1.32 

People in my intended profession should use their skills to solve social problems   5.52 1.37 
It is important to use my professional abilities to provide a useful service to the 
community   5.62 1.27 

I believe that I will be involved in social justice issues for the rest of my life   4.59 1.77 
(R) I do not think it is important to use skills gained from my intended profession to 
serve the greater community   5.48 1.47 
I think people who are more fortunate in life should help less fortunate people with 
their needs and problems   5.92 1.18 
I believe it takes more than time, money, and community efforts to change social 
problems:  we also need to work for change at a national or global level   5.82 1.29 
It is important to me to have a sense of contribution and helpfulness through 
participating in community service   5.32 1.33 

Costs/Benefits 0.77 5.34 1.03 

I would be willing to have a career that earns less money if I were serving society   4.57 1.59 
My professional skills are strengthened through participation in service 
opportunities   5.01 1.49 

I believe my life will be positively affected by the volunteering that I do   5.79 1.15 

I believe that extra time spent on community service is worthwhile   5.97 1.04 

(R) ⇒ Scale reversed for item 
 

  



  
 

  
 

Appendix B: Majors by category 

Table B1: Majors by Analytic Category 
Computing 
Computational Media 
Computer Engineering 
Computer Science 
Engineering 
Aerospace Engineering 
Biomedical Engineering 
Chemical & Biomolecular Engineering 
Civil Engineering 
Electrical Engineering 
Environmental Engineering 
Industrial Engineering 
Materials Science & Engineering 
Mechanical Engineering 
Nuclear & Radiological Engineering 
Undeclared Engineering 
Non-STEM 
Applied Languages & Intercultural Studies 
Architecture 
Business Administration 
Economics  
Economics & International Affairs 
Global Economics & Modern Languages 
History 
Industrial Design 
International Affairs 
International Affairs & Modern Languages 
Literature, Media, & Communications  
Music Technology 
Public Policy 
Science 
Applied Physics 
Biochemistry 
Biology 
Chemistry 
Earth & Atmospheric Sciences 
Mathematics 
Neuroscience 
Physics 
Psychology 

 



  
 

  
 

Appendix C: Correlation matrix 

To better understand the interrelation of the variables in our sample, we present a correlation 
matrix (Table C1). Unsurprisingly, the PSRDM variables are strongly internally correlated, as 
they all measure concepts related to the social responsibility development. Note that engineering 
majors make up a slim majority (51%) of the sample and thus drive the sample mean.  

 

Table C1. Correlation Matrix 
  Variable A. B. C. D. E. F. G. H. 

A. 
Personal social 
awareness 

1 
       

B. 
Professional 
development 

0.56*** 1 
      

C. 
Professional 
connectedness 

0.80*** 0.53*** 1 
     

D. Male -0.19*** -0.19*** -0.24*** 1 
    

E. First generation -0.01 -0.04 -0.02 0.03 1 
   

F. White 0.03 0.03 0.04 -0.08* -0.08** 1 
  

G. Asian -0.05 -0.04 -0.06* 0.07* 0.05 
 

1 
 

H. 
Underrepresented 
Minority 

0.03 0.01 0.03 0.02 0.06 
  

1 

I. Computing major -0.14*** -0.09** -0.22*** 0.21*** 0.04 -0.12*** 0.15*** -0.02 

J. Engineering major -0.01 0.04 -0.01 0.05 0.02 -0.05 0.01 0.06 

K. Non-STEM major 0.01 -0.11*** 0.02 -0.09** -0.04 0.14*** -0.11*** -0.06 

L. Science major 0.17*** 0.14*** 0.23*** -0.21*** -0.03 0.06 -0.07* 0.00 

*** p < 0.001, ** p < 0.01, * p < 0.05 
 


