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Abstract

Single-point zeroth-order optimization (SZO) is
useful in solving online black-box optimization
and control problems in time-varying environ-
ments, as it queries the function value only once at
each time step. However, the vanilla SZO method
is known to suffer from a large estimation vari-
ance and slow convergence, which seriously limits
its practical application. In this work, we borrow
the idea of high-pass and low-pass filters from ex-
tremum seeking control (continuous-time version
of SZO) and develop a novel SZO method called
HLF-SZO by integrating these filters. It turns out
that the high-pass filter coincides with the residual
feedback method, and the low-pass filter can be
interpreted as the momentum method. As a result,
the proposed HLF-SZO achieves a much smaller
variance and much faster convergence than the
vanilla SZO method, and empirically outperforms
the residual-feedback SZO method, which are ver-
ified via extensive numerical experiments.

1. Introduction

This paper considers solving the generic unconstrained opti-
mization problem:

f;%b f(x), (1)

where & € R? is the decision variable and f : R? — R is
the objective function. A straightforward solution scheme
is to apply the gradient descent method (Ruder, 2016), e.g.,
x < x — nV f(x) with the step size . However, in many
practical applications, the first-order information of function
f, i.e., the gradient V f (), may be unavailable or too ex-
pensive to procure, and one can only access the zeroth-order
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information, i.e., function evaluations. To this end, zeroth-
order (or derivative-free) methods (Nesterov & Spokoiny,
2017) are developed to solve black-box optimization and
control problems, which essentially estimate the gradients
using perturbed function evaluations. Zeroth-order optimiza-
tion (ZO) has attracted a great deal of recent attention and
has been used for a broad spectrum of applications, such as
reinforcement learning (Malik et al., 2019; Li et al., 2019),
adversarial training (Chen et al., 2017), physical system con-
trol (Chen et al., 2021b; 2020), online sensor management
(Liu et al., 2020), etc.

According to the number of queried function evaluations
at each iteration, ZO methods can be categorized into two
types: single-point and multi-point (Liu et al., 2020). As
suggested by the name, single-point ZO (SZO) (Flaxman
et al., 2005) only needs to query the function value once
at each iteration, making it particularly suitable for online
optimization and control problems. In contrast, multi-point
Z0, such as two-point ZO (Shamir, 2017), requires two or
more function evaluations in the same instantaneous time;
this may not be practical when the environment is non-
stationary or changed by the implementation of a function
evaluation. For example, two-point ZO can not be applied
to non-stationary reinforcement learning problems, because
it needs two different policy evaluations in the same environ-
ment, which is impossible since the environment changes
after each policy evaluation (Zhang et al., 2021). Never-
theless, it is known that the vanilla SZO method (Flaxman
et al., 2005) suffers from a large estimation variance and
slow convergence, which seriously jeopardizes its practi-
cal application. There have been multiple studies (Saha
& Tewari, 2011; Dekel et al., 2015; Gasnikov et al., 2017;
Zhang et al., 2021) on improving the convergence rate of
SZO0. In particular, the residual-feedback SZO method pro-
posed in the recent work Zhang et al. (2021) achieves the
state-of-the-art performance to date.

In the field of control, there is a continuous-time version
of SZO known as extremum seeking (ES) control (Ariyur
& Krstic, 2003; Tan et al., 2010). ES control is a classic
adaptive control technique that uses only output feedback to
steer a dynamical system to a state where the objective func-
tion attains an extremum. ES control can also be adopted
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Table 1. The iteration complexity of ZO methods for solving Lipschitz and smooth objective functions (1).

METHOD LITERATURE COMPLEXITY
CONVEX NON-CONVEX
VANILLA SZO GASNIKOV ET AL. (2017) O(d*/e*) -
RESIDUAL-FEEDBACK SZO ZHANG ET AL. (2021) O(d®Je2) O(d®Je2)
HLF-SZO THIS WORK O(d%/e%) O( %/e%)
TWO-POINT ZO NESTEROV & SPOKOINY (2017) O(d/e) O(d/e)

*In the convex setting, the accuracy is measured by f(Zr)— f(x*) < €, where * €arg ming cga f(z) and Tr = = 3°1_, Tk.
In the non-convex setting, the accuracy is measured by 7. S V(x| < e

as a zeroth-order algorithm to solve static-map optimization
problems (Poveda & Li, 2021; Diirr et al., 2013; Ye & Hu,
2016). In addition, although not essential for the ES system
operation, a high-pass filter and a low-pass filter are usually
integrated into the control loop, because these filters can
significantly improve the transient behavior and mitigate
oscillations (see Section 2.2 for detailed explanations). De-
spite their close connection, ES control and SZO have been
mostly studied separately in the control and optimization
communities. Then, a natural question to ask is

“Can we borrow some tools from extremum seeking control,
such as the high-pass and low-pass filters, to improve the
performance of single-point zeroth-order optimization?”

Contributions. Motivated by this question, we develop a
novel SZO method called HLF-SZO (High/Low-pass Filter
SZ0) by integrating a high-pass filter and a low-pass filter
into the vanilla SZO method. The main contributions of this
paper are explained below:

1) We find that the integration of a high-pass filter can be
interpreted as the residual feedback scheme proposed in
the recent work Zhang et al. (2021), which can greatly
reduce the variance of SZO and lead to faster conver-
gence. And the integration of a low-pass filter can be
interpreted as the momentum (heavy-ball) optimization
method (Polyak, 1964; Qian, 1999), which can further
accelerate the convergence.

2) We prove that the proposed HLF-SZO method achieves
the iteration complexity of O(d2 /2 ) for Lipschitz and
smooth objective functions in both convex and noncon-
vex cases. This iteration complexity is better than the
complexity O(d?/e3) of the vanilla SZO method (Gas-
nikov et al., 2017), and has better dependency on the
problem dimension d compared with the complexity
O(d3/e?) of the residual-feedback SZO method (Zhang
et al., 2021), although it is inferior to the complexity
O(d/e) of two-point methods. See Table 1 for a summary
of the best known iteration complexity of ZO methods.

3) Extensive numerical experiments show that the proposed

HLF-SZO method exhibits a much smaller variance and
much faster convergence than the vanilla SZO; it empir-
ically outperforms the residual-feedback SZO and has
comparable performance to the two-point ZO method.

Moreover, this paper explores a new direction to improve
Z0 schemes by leveraging the connection between ZO and
continuous-time ES control, and we exemplify the possi-
bility that useful tools from ES control, such as high-pass
and low-pass filters, can indeed help boost SZO. There is
much more to study in this direction. For example, this pa-
per only adopts the simplest high-pass and low-pass filters,
while higher-order filters or compensators that are used in
ES control to enhance stability (Krsti¢, 2000) may also be
applied to further improve the performance of ZO.

Other Related Work on ZO. The work (Novitskii & Gas-
nikov, 2021) leverages the higher-order smoothness and
proves an improved complexity bound of SZO for solving
stochastic convex optimization problems. References (Jon-
geneel et al., 2021; Jongeneel, 2021) propose new smoothed
gradient approximation schemes by using complex analysis
tools from numerical differentiation, which boost the conver-
gence of ZO and address the numerical cancellation issue.
In Wang & Spall (2021); Wang et al. (2021), a gradient esti-
mation method that uses only the system measurements is
developed based on the simultaneous perturbation stochas-
tic approximation algorithm and the complex-step gradient
approximation. Berahas et al. (2022) presents a theoretical
and empirical comparison of several gradient approximation
methods for derivative-free optimization, including finite
difference, linear interpolation, Gaussian smoothing, etc.

Notations. Let By := {x € R? : ||| < 1} denote the
closed unit ball of dimension d, and let Sy == {x € RY :
|lz]|]2 = 1} denote the unit sphere.

2. Preliminaries on ZO and ES Control
2.1. Zeroth-Order Optimization

The SZO method estimates the gradient V f(x) with only
one query of the function value at each iteration step. Specif-
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ically, upon defining
F (z;r,u) = - (xz + ru)u, (

for z,u € R? and » > 0, one can show that if w is
uniformly sampled from the unit sphere S;_1, the term

G(fl) (x;7,u) is an unbiased estimator for the gradient of a
smoothed version of function f (Flaxman et al., 2005):'

Equnif(Sd,_l) [chl)(a:, r, ’LL)] = Vf'f(w)v

where f,.(z) := Egunit(s,) [f( + 7@)]. By plugging
the single-point gradient estimator chl)(m; r,u) into the
gradient descent iterations for solving (1), we obtain the
vanilla SZO method (3):

d
(Vanilla SZO) : x 1 =z, — 7 - ;f(a:k—i—ruk)uk, 3)

where {uy : k = 0,1,2,---} are i.i.d. random directions
sampled from the uniform distribution Unif(S,_1). Here,
n > 0 is the step size and the parameter r > 0 is called
smoothing radius. One can show the convergence of (3) by
appropriately choosing the parameters 7 and r under some
regular conditions (Gasnikov et al., 2017).

However, the single-point gradient estimator (2) generally
suffers from a high estimation variance, which leads to slow
convergence of the vanilla SZO method (3). To overcome
this issue and achieve faster convergence, two-point ZO
methods (Nesterov & Spokoiny, 2017) are developed as:

(Two-point ZO) :

d
Tpy1= wk:_nﬂ(f(wk“v‘ruk) — f(@p—rug))ur, 4

d
(or) Tpy1 =T — U;(f(ka-i-?“uk) — f(zp))ur, ()

where two function evaluations are needed in each iteration.
Both of the two-point gradient estimators GSCQ) (x;r,u) =

%(f(w—i—ru)—f(w—ru))u and C;Q) (x;r,u) = %(f(:c—i—

ru) — f(x))u share the same expectation as chl)(w; r,u),
but they generally have smaller variances and thus lead to
faster convergence of the two-point ZO methods (4) (5).

2.2. Extremum Seeking (ES) Control

Extremum seeking control is a type of model-free control
that uses only output feedback to steer a dynamical system
to the extremum of an unknown function (Ariyur & Krstic,
2003). A simple ES scheme for solving the scalar version

! Another choice of the distribution to sample the random direc-
tion w is the Gaussian distribution A/(0, I /d). We use Unif (Sq_1)
in this paper for the simplicity of exposition, while the results can
be also extended to the Gaussian distribution case.

f(z + asin(wt))
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Figure 1. The block diagram of ES system with a high-pass filter

and a low-pass filter Sj_”gL for solving min, f(z).

s
stwp

of problem (1) is illustrated as Figure 1. Essentially, the ES
system adopts a small sinusoidal probing signal a sin(wt) as
the perturbation to estimate the gradient V f(z), where pos-
itive parameters a and w are the amplitude and frequency.

To analyze the ES system shown in Figure 1, we can first
ignore the high-pass filter and the low-pass filter, as they are
not essential to the system operation. Following the block
diagram in Figure 1, we start from the state « and add a
sinusoidal probing signal a sin(wt) to it, and the resultant
value = + a sin wt is taken as the input to the static map y =
f(z). Then, the output y = f(x + asin(wt)) is multiplied
by %sin(wt) for correlation and the loop is closed after
passing through the integrator f%. As a consequence, the
ES system dynamics can be formulated as

(Extremum Seeking Dynamics) :

= —zf(x(t) + asin(wt)) sin(wt). (6)

The formulation of the ES dynamics (6) is quite similar to
the vanilla SZO method (3), except that a sinusoidal probing
signal is used instead of random directions. Besides, the
ES scheme can be easily extended to the multivariate case
by using an appropriate probing signal vector with different
frequencies (Chen et al., 2021a; Poveda & Li, 2021).

The rationale behind (6) is that with a small a and a large w,
the ES dynamics (6) behaves approximately like the gradient
descent flow & = —V f(x), which steers x to a (local) mini-
mum z* € arg min, f(z) under regular conditions (Chill &
FaSangova, 2010). Specifically, when w is large, the ES dy-
namics (6) exhibits a timescale separation property, where
the fast-time variation results from the high-frequency sinu-
soidal signal sin(wt), while the slow-time variation induced
by the integrator —% dominates the evolution of x. As a
is small, we consider the Taylor expansion of the output
f(x + asin(wt)) around x:

f(z+asin(wt)) = f(x)+asin(wt)V f(x)+0(a?). (7)

Then to analyze the dominant slow-time variation, one can
compute the average dynamics of (6) to wash out the peri-
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odic fast-time variation, which is & = — h,ye(2) with

Rave(T) = % /OT %f(ac + asin(wt)) sin(wt) dt

= l T% sin sin2
_ T/o 2 f(w) sin(eot) + 25in* @0V 1 (2) + O(a) di
=V f(z)+ O(a), 8)

where T' = 27” Equation (8) reveals that the average dy-
namics of (6) is actually the gradient descent flow plus a
small perturbation term O(a). See Ariyur & Krstic (2003);
Tan et al. (2010) for more explanations.

Remark 2.1. (Add High-Pass and Low-Pass Filters). As
shown in Figure 1, a high-pass filter % — and a lower-pass
filter SerULJL are integrated into the ES system to mitigate
oscillations and improve the transient behavior, where wyy
and wy, are the cut-off frequency parameters. Intuitively,
the high-pass filter serves to wash out the constant and low-
frequency components of the output signal f(x+a sin(wt)).
As indicated in the integral (8), the first term f(z) in the
Taylor expansion (7) is useless and causes large oscillations
in the transient process, and it is slowly-varying and thus
can be removed by a high-pass filter. In terms of the low-
pass filter, it works to wash out high-frequency oscillations
(induced by the sinusoidal probing signal) of the gradient
estimation, because a clean and constant gradient estimator
is desirable before passing through the integrator. More
explanations are provided in Tan et al. (2010; 2006).

3. Algorithm Design

In this section, we first present the proposed SZO algorithms
that incorporate high-pass and low-pass filters, and then
describe the derivation process.

3.1. SZO Methods with High-Pass/Low-Pass Filters
3.1.1. INTEGRATE A HIGH-PASS FILTER

‘We mimic how ES control applies the high-pass filter and
integrate it into the vanilla SZO (3), leading to the following
new SZO method (9):

(HF-SZO) : Wh=1,2,
zk=(1-B)zk—1 + f(xr+rug)— f(Tr_1+rU8_1)

Lr+1 = Lk — 1] ;Zkuka

(©))

where z;, € R is an intermediate variable and S > 0 is an
adjustable parameter. Particularly, when setting 5 = 1, the
HF-SZO (9) becomes the residual-feedback SZO method
proposed in Zhang et al. (2021); and (9) reduces to the
vanilla SZO (3) when 8 = 0 and zg = f(x¢ + ruo).

3.1.2. INTEGRATE A LOW-PASS FILTER
Similarly, by integrating a low-pass filter into the vanilla
SZO0 (3), we obtain a new SZO method (10):

(LF-SZO) : Vk=1,2--

d
Tpp1= T — ﬁ;f((l)k —H"uk)uk + a(mk—wk,1)7 (10)

where a € [0, 1] is an adjustable parameter.

Compared with (3), the LF-SZO method (10) has an addi-
tional “momentum” term a(x ) — k1) that is introduced
by the low-pass filter. When setting o = 0, the LF-SZO
method (10) reduces to the vanilla SZO method (3).

3.1.3. INTEGRATE BOTH A HIGH-PASS FILTER AND A
Low-PAss FILTER

By integrating both a high-pass filter and a low-pass filter
into (3), we develop the HLF-SZO method (11):

(HLF-SZO) : VE=1,2, -
2z = (1=P)zp—1 + f(xp+rur) — f(@r—1+rur—1)

Thil =Tk =1 2kUE + a(xr — xr-1),

Y

which is basically the combination of (9) and (10).

Note that in the HLF-SZO (11), only one function evalua-
tion f(xy + ruy) is queried at each iteration k, while the
value f(xg_1+rug_1) is directly inherited from the last
iteration, which is the same for the HF-SZO (9). As for
the choices of adjustable parameters a and 3, the theoret-
ical analysis in Section 4 shows that 3 = 1 is optimal for
convergence, which is also validated by the numerical ex-
periments conducted in Section 5. Besides, a momentum
parameter o = 0.9 or a similar value is suggested (Ruder,
2016) and there have been extensive studies (Polyak, 1964;
Tao et al., 2021; Qian, 1999) on the role and selection of the
momentum parameter. See Section 4 for more discussions.

Remark 3.1. High-pass and low-pass filters are classic tools
in the field of control and signal processing. It is interesting
to find their connections to optimization approaches. Specif-
ically, the integration of a high-pass filter coincides with the
residual-feedback method proposed in Zhang et al. (2021),
which can significantly reduce the estimation variance of
SZO methods. This is also consistent with the function
of a high-pass filter explained in Remark 2.1. In addition,
the integration of a low-pass filter can be interpreted as
the momentum (heavy-ball) method (Polyak, 1964), which
can accelerate the convergence. These observations are fur-
ther explained in Section 4 and are verified via extensive
numerical experiments in Section 5.
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3.2. Detailed Derivation Process

For the ES system illustrated in Figure 1, we denote f as the
output of the static map, and let z be the signal after passing
f through the high-pass filter —=—. Then we have

sHwg*

S

L{z} = L{f} = Z+wyz= 1, (12)

S+ wy
where £{-} denotes the Laplacian transform. We discretize
the continuous-time dynamics (12) under the time gap 9:

kel _ Je=fra
5 twrsel = T

— 2z = (1 —dwn)zk—1+ fr — fe—1,  (13)

where fj, := f(xy + ruy). Essentially, zj can be regarded
as the refined value of fj after passing it through the high-
pass filter. Denote 3 := dwy > 0. Then replacing fi, by zx
in the vanilla SZO (3) leads to the HF-SZO method (9).

As shown in Figure 1, a low-pass filter é_‘:i - is added before
passing the gradient estimation to the integrator. We denote
g € R? as the gradient estimator and y € R? as the refined
signal after passing g through the low-pass filter. Then we

have the relation:

L{y} =

wr
s+ wy,

L{g} <= y=wr(~y+g). 14

We discretize the resultant dynamics (14) and the integrator
dynamics & = —y under the time gap J, and obtain

w =wr(—Yr + gr)

= Ypr1 = (1 —0wr)yr + 0wrge, (15a)

LTr+1 — Tk

; = —Yrt1 <= Tpyp1 = T — 0Ypy1. (15b)

Denote 1 := 6wy, and o = 1 — dwy,. After eliminating the
variable y from (15) and letting g = %f(mk + rug)uy as
in the vanilla SZO (3), we obtain the LF-SZO (10).

When both a high-pass filter and a low-pass filter are applied,
we obtain the HLF-SZO method (11), which is basically the
combination of (13) and (15).

4. Theoretic Analysis

In this section, we analyze the convergence of the proposed
HLF-SZO method (11). We make the following assumption
throughout our analysis.

Assumption 4.1. The function f is G-Lipschitz and L-
smooth, i.e., forall x,y € R, we have

[f (@)= f)<Glle—yl, [Vf(x)=Vi(y)l|<Llz—yl.

Note that Assumption 4.1 is mainly for theoretical analysis,
and the proposed HLF-SZO works well for a wide range of

problems that may not satisfy this assumption, as verified
by the numerical experiments in Section 5.

We first consider the case when the objective function f is
convex, and the following theorem states the convergence
properties of the HLF-SZO (11).

Theorem 4.2. (Convex Case). Let a € [0,1), 8 € (0,2),
and the total number of iterations T be given. Suppose that
Assumption 4.1 holds, f is convex and has a finite minimizer
x* € R, Then by choosing

_ T}
S(1 a)(1 |11 B 7 4dndG <r< G“
20LdT3 (I-1-8)(1-a) LT3
(16)
the HLF-SZO method (11) achieves
E[f(@r)] — f(z")
3(1 — )|z, —x*|? 3G? d
< _
- anT 2LT2/3 + O(T)’ (17

where T = % Zle x . Moreover, by letting 1 achieve
the equality in (16), we have

E[f(@r)] — f(x")
d (15L|w1 —x*||?
= 7om \ (- 1= Al

2
+ 3G> + O(%). (18)

2Ld

The proof of Theorem 4.2 is provided in Appendix B. Some
key implications of Theorem 4.2 are discussed below:

1. Convergence rate: The dominant term on the right-hand
side of (18) is O(d/T%), which is better than the con-
vergence rate O(d3 /T'3) of the vanilla SZO method
(Gasnikov et al., 2017) whenever T' > d. Compared
with the residual-feedback SZO method with the rate
of O(d?/T3) given in (Zhang et al., 2021), the HLF-
SZO (11) has the same dependency on 7" but achieves
better dependency on the problem dimension d, which
is due to the refined analysis on the second moment of
the zeroth-order gradient estimator. On the other hand,
all these SZO methods are inferior to the two-point ZO
methods (Nesterov & Spokoiny, 2017) that achieve the
convergence rate of O(d/T'). See Table 1 for the iteration
complexity of these ZO methods.

2. Choice of : It is seen that the optimal 3 that minimizes
the dominant term in (18) is given by 8 = 1. This choice
of £ implied by the theoretical analysis is consistent with
our empirical results in Section 5. As mentioned above,
the HF-SZO method (9) with 5 = 1 is equivalent to the
residual-feedback SZO method (Zhang et al., 2021).

3. Choice of a: It is seen that the parameter o does not ap-
pear in the dominant term on the right-hand side of (18).
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This suggests that, theoretically, the HLF-SZO (11) con-
verges at least as fast as the HF-SZO (9) (or the residual-
feedback SZO). Moreover, the numerical results in Sec-
tion 5 show that the HLF-SZO (11) with a > 0 em-
pirically achieves faster convergence than the residual-
feedback SZO (Zhang et al., 2021).

Next, we establish the convergence of HLF-SZO (11) for a
nonconvex objective function f with Theorem 4.3.

Theorem 4.3. (Nonconvex Case). Let o € [0,1), 8 €
(0,2), and the total number of iterations T be sufficiently
large. Suppose that Assumption 4.1 holds and f* =
inf epa f(x) > —o0. Then by choosing (16), the HLF-
SZO method (11) achieves

1

N

T
STE[IV (@)
k=1

4(1—a)(f (1) —
nT T2/3

) 8G? d

< +O(T)'

19)

Moreover, by letting n achieve the equality in (16), we have

ijleuH]

d (80L(f(a:1
— T2/3

’ﬂ

)= 1) 8GPY | d
AL ) rotp). e

The proof of Theorem 4.3 is provided in Appendix C. Note
that in (19) and (20), we use the ergodic rate of the squared
norm of the gradient ||V f(x)||? to characterize the con-
vergence behavior. This is common for local methods of
unconstrained smooth nonconvex problems, where one does
not aim for global optimal solutions (Ghadimi & Lan, 2013;
Nesterov & Spokoiny, 2017). Besides, it is observed that the
bound (20) is very similar to (18), and the discussions on
Theorem 4.2 can also be applied to the smooth nonconvex
case with minor modifications.

5. Numerical Experiments

In this section, we first study the properties of the proposed
SZ0 methods that incorporate high-pass and low-pass filters.
Then the HLF-SZO (11) is tested on logistic regression,
ridge regression, an artificial test function, and the linear
quadratic regulator (LQR) problem, in the comparison with
the residual-feedback SZO and the two-point ZO method.

5.1. Properties of SZO Methods with Filters

This subsection compares the performance of vanilla SZO
(3), HF-SZO (9), LF-SZO (10), and HLF-SZO (11), and
studies the impact of the parameter 5 on HLF-SZO (11),
via the numerical tests on logistic regression.

0.4 0.4
Vanilla SZO —LF-SZO
~03 80% CI e 80% CI
=
0
0 5 10 0 2 4 6 8 10
Function Queries  »10* Function Queries x10%
04 0.4
s ——HF-570 &5 ——HLF-SZ0
* 80% CI i‘,_</ 80% CI
02 %02
= =
*= 0.1 *= 01
0 0
0 100 200 300 400 500 0 100 200 300 400 500

Function Queries Function Queries

Figure 2. The convergence results of applying vanilla SZO (3), HF-
SZO (9), LF-SZO (10), and HLF-SZO (11) to solve the logistic
regression (21) in Case 1a).
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Figure 3. The convergence results of HLF-SZO (11) under differ-
ent /3 for solving the logistic regression (21) in Case 1b).

Consider solving the logistic regression problem (21) (Uribe
et al., 2020):

N
min f E
x G]Rd —

where A; € R? is one of the data samples, y; € {—1,1}
is the corresponding class label, and N is the total sam-
ple size. In our experiments, each element of a data sam-
ple A; is randomly and independently generated from the
uniform distribution Unif([—1, 1]), and the label is com-
puted by y; = sign(A z, + ¢) with z, = 0.51, and
€; ~ Unif([—0.5,0.5]).

Case 1a). Letd = 2 and N = 200. We set r = 0.1,
B =1, a = 0.9 and the initial condition &y = 04 for the
SZO methods. Then we manually optimize the stepsize 1 of
each SZO method to achieve its fastest convergence®. The
selected stepsizes are 5 X 104, 0.3,5 x 1072, and 0.05 for

(1+exp(—yi - Al @), (@D

2We gradually tune the stepsize for each SZO method and
select the one that has the fastest convergence without divergence.



Improve Single-Point Zeroth-Order Optimization Using High-Pass and Low-Pass Filters

the vanilla SZO (3), HF-SZO (9), LF-SZO (10), and HLF-
SZO (11), respectively. We run each SZO method 200 times
and calculate the mean and 80%-confidence interval (CI)
of the distance to optimality, i.e., f(x)) — f(«*). Figure
2 illustrates the experimental results of solving the logistic
regression (21) with these SZO methods.

Case 1b). Next, we tune the parameter 3 from 0.6 to 1.4
and run experiments for each case to study the impact of
(. Other settings are the same as the above Case 1a). The
convergence results of HLF-SZO (11) with different 3 are
shown in Figure 3.

The key observations are summarized as follows:

1) From Figure 2, it is seen that HF-SZO and HLF-SZO
have much smaller variances and converge much faster
than the vanilla SZO. It indicates that the integration
of a high-pass filter can greatly reduce the estimation
variance of SZO, and thus leads to faster convergence.

2) Figure 2 also shows that HLF-SZO converges even faster
than HF-SZO due to the integration of a low-pass filter. It
implies that the momentum term introduced by the low-
pass filter can further accelerate convergence, which is
verified by more numerical tests in the next subsections.

3) From Figure 3, it is observed that the case with § = 1
achieves the least variance and fastest convergence. This
is consistent with the theoretical analysis in Section 4
that 8 = 1 is the optimal choice.

5.2. Comparison with Other ZO Algorithms

This subsection compares the performance of the proposed
HLF-SZO method (11) with the residual-feedback SZO
method (Zhang et al., 2021) and the two-point ZO method
(4), through the tests on logistic regression, ridge regression,
and Beale function. Here, the vanilla SZO method (3) is
not considered for comparison, because it has a much larger
variance and much slower convergence.

In the following cases, we run each ZO method 200 times
and calculate the mean and 80%-confidence interval (CI)
of the distance to optimality, i.e., f(xx) — f(a*). Figure 4
illustrates the convergence results of these ZO methods.

Case 2a). Consider solving the logistic regression problem
(21) with d = 50 and N = 1000. We manually optimize
the stepsize 1 of each ZO method to achieve its fastest
convergence. The selected stepsizes are 1.5 x 1072, 4.5 x
1072, and 0.7 for the HLF-SZO (11), the residual-feedback
SZO, and the two-point ZO (4). Other settings are the same
as Case la) in Section 5.1.

Case 2b). Consider solving the ridge regression problem

Logistic Regression in Case 2a)

ot Residual 80% Cl-Residual |
——HLF-SZO 80% CI-HLF
Two-Point 80% CI-Two Point

0 1000

2000

3000 4000 5000

Function Queries
Ridge Regression in Case 2b)

Residual 80% Cl-Residual |
=——HLF-SZO 80% CI-HLF
4 Two-Point 80% CI-Two Point |

log ,,(f00)-F("))

0

1000

2000

3000

4000

5000

Function Queries
Beale Function in Case 2c)

Residual
——HLF-SZO
Two-Point

80% CI-Residual
80% CI-HLF
80% CI-Two Point 7

\\\\

log.,,(fx)-fx))

2000 3000 4000

Function Queries

0 1000 5000

Figure 4. The convergence results of residual-feedback SZO, HLF-
SZO (11), and two-point ZO (4) for solving logistic regression (21)
in Case 2a), ridge regression (22) in Case 2b), and Beale function
(23) in Case 2¢).
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(22) (Uribe et al., 2020):

. 1 1
min f(z) = 5llb— Hal} + scllalll.  (22)

In our experiments, each entry of matrix H € RN*4 is
generated randomly and independently from Gaussian dis-
tribution A(0,1). The vector b € R” is constructed by
letting b = Ha, + € for a certain predefined «, € R< and
€ ~ N(0,0.11). The regularization constant is set to be
c=0.1. Letd = 50, N = 1000 and =, = 0.5 x 14. For
the ZO methods, we set r = 0.1, « = 0.9, 8 = 1, and
manually optimize the stepsize 7 to achieve the fastest con-
vergence. The selected stepsizes are 1 x 1076, 2.4 x 1076,
and 2 x 1075 for the HLF-SZO (11), the residual-feedback
SZ0, and the two-point ZO (4), respectively.

Case 2¢). Consider minimizing the nonconvex Beale func-
tion given by (23), which is an artificial test function and
has a global minimum at * = [3;0.5] with f(x*) = 0.

f(x) = (1.5 — 21 4+ z129)% + (2.25— 21 + z122)>
+ (2.625—x1 + x125)2. (23)

For the ZO methods, we set r = 0.01, 8 = 1, a = 0.9,
xo = [0; 0], and manually optimize the stepsize 7 to achieve
the fastest convergence. The selected stepsizes are 2 x 1074,
5.8x 1074, and 6 x 1073 for the HLF-SZO (11), the residual-
feedback SZO, and the two-point ZO (4), respectively.

From Figure 4, it is seen that the proposed HLF-SZO (11)
converges faster than the residual-feedback SZO method in
all cases, and its performance is comparable to that of the
two-point ZO method (4). Since the residual-feedback SZO
is equivalent to the HF-SZO (9) with 8 = 1, these results
indicate that the integration of a low-pass filter can further
accelerate the convergence of SZO via the momentum term.

5.3. Control Policy Optimization for Linear Quadratic
Regulator (LQR) Problem

We consider solving the linear quadratic regulator (LQR)
problem (Anderson & Moore, 2007; Fazel et al., 2018) (24)
with the linear feedback control policy u; = —Kx;.

min J(K) = E[Zyt (2] Qzy +u/ Rut)] (24a)
t=0

S.t. L1 = ACCt + But + wy. (24b)

Here, ; € R™ and u; € R™+ are the state and the con-
trol input at time step t, respectively. w; ~ N(0,621)
denotes the random system noise. In the simulations,
we set n, = 20, n,, = 15, and thus the problem di-
mension is d = 300. Let the discount factor v be 0.9.
Each element in the transition matrices A € R"=*"= and
B € R"=*"u are randomly generated from Unif([—0.1, 0])

and Unif([0, 0.02]), respectively. Let Q and R be the iden-
tity matrix. To evaluate the total cost J(K), we run the
episode with a finite horizon H = 50 to approximate it,
which has been checked to be sufficiently long for the sys-
tem to converge. The initial state is set as g = 1,,,.

We apply the HLF-SZO (11), residual-feedback SZO, and
two-point ZO (4) to solve the LQR problem (24). The
initial K is constructed by Ko = K* + K , where K* is
the optimal solution and each element in K is randomly
generated from Unif([—1,1]). We set r = 0.1, « = 0.9,
[ =1, and tune the standard deviation ¢ of w; to simulate
different levels of system noise, as in the following cases.
In each case, we manually optimize the stepsize 7 of each
Z0 method to achieve its fastest convergence.

Case 3a). Let § = 0. The selected stepsizes are 7.5 x 1076,
2.25 x 1075, and 7.5 x 10~* for HLF-SZO (11), residual-
feedback SZO, and two-point ZO (4), respectively.

Case 3b). Let 6 = 0.005. The selected stepsizes are
4% 107%,2.4 x 1075, and 1.2 x 10~* for HLF-SZO (11),
residual-feedback SZO, and two-point ZO (4), respectively.

Case 3c). Let 6 = 0.01. The selected stepsizes are 3 x 109,
2.1 x 107%, and 9 x 10~° for HLF-SZO (11), residual-
feedback SZO, and two-point ZO (4), respectively.

The convergence results of these ZO methods are illustrated
in Figure 5. It is observed that larger noise leads to slower
convergence and lower convergence accuracy of ZO meth-
ods. In all the cases, the HLF-SZO (11) can converge faster
than the residual-feedback SZO and achieve comparable
performance to the two-point ZO method (4).

6. Conclusion

In this work, by leveraging the idea of high-pass and low-
pass filters from extremum seeking control, we develop a
novel single-point zeroth-order optimization (SZO) method
called HLF-SZO. Interestingly, we find that the integration
of a high-pass filter coincides with the residual feedback
scheme proposed in Zhang et al. (2021), and the integration
of a low-pass filter can be interpreted as the momentum
method. We prove that the HLF-SZO method achieves an
iteration complexity of O(d2 /€2 ) for both convex and non-
convex objective functions under the Lipschitz and smooth-
ness conditions. This iteration complexity is improved over
the vanilla SZO method (Gasnikov et al., 2017) and the
residual-feedback SZO method (Zhang et al., 2021), al-
though it is inferior to the two-point ZO methods. Exten-
sive numerical experiments demonstrate that the HLF-SZO
method achieves a much smaller variance and much faster
convergence than the vanilla SZO method; it empirically
outperforms the residual-feedback SZO method and has
comparable performance to the two-point ZO method.
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Figure 5. The convergence results of residual-feedback SZO, HLF-
SZO (11), and two-point ZO (4) for solving the LQR problem (24)
under different levels of system noise §.

Bridging ZO and extremum seeking control to benefit each
other is a promising direction of research. This paper is
a preliminary attempt to throw light on this direction, and
much remains to be studied. Our future work includes 1)
extending HLF-SZO to stochastic optimization problems,
2) designing better filters and time-discretization schemes
to further improve convergence, etc.
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A. Notations and Preliminary Results

It can be checked that the iterations can be equivalently written as

d
G = —ZkUk, 2k = (1= B)zk—1+ fler+rug) — f(Tr—1+rur—1),

Pr = apPr—1 + NGk,

Lr4+1 = Tk — Pk,

fork > 1, and we set pg = 0, 1 = ¢ and 2o = 0. We denote 3 :== 1 — |1 — | for notational simplicity. We treat 1 = @
as deterministic quantities and let F; denote the filtration generated by -, ..., x; and ug, wy, ..., up_1 for k > 1.

The following lemma deals with the expectation of gy.

Lemma A.l. Denote By == {z € R?: ||z|| < 1}. Forall k > 1, we have
Elge | Fi] = V fr (),

where f, : R — R is defined by f,(x) = Eyunit,) [f (@ + ry)]. Moreover, for all x € R?,

(@)~ @) < 3% Vi) - V)] < L

and if f is convex, then f.(x) > f(x).

Proof. The result Elgy | F,] = Vf-(x) is standard in zeroth-order optimization (Flaxman et al., 2005). By the L-
smoothness of f, we have

My, V(@) ~ oyl < fw+ry) - (&) < rly, V(@) + oyl

and by taking the expectation with y ~ Unif(B,), we get

2P < @) - f@) < 5

for any & € RY. If f is convex, then f(z+ry)— f(x) > r(y, Vf(z)), and by by taking the expectation with y ~ Unif(Bg),
we get f(x) > f(x).
Finally, regarding the gradient V f,.(x), we have

IV fr(x) = V(@) = |VEy~unit@,) [f (® +ry)] — V()|
= |Ey~unitey) [V f(x +ry) — V(@)
< Ey~unitsy) [Lrllyll] < Lr,

where we interchange integration and differentiation in the second step, and it can be justified by the dominated convergence
theorem. O

The following lemma deals with the accumulated second moment of zj.

Lemma A.2. We have

T T-1 T-1
9 512 9 2G? 9 10Tr4 L% 512 9
> (] < 5 S ENVI @] + 55 SO Elledl’] + 55— + SVl
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Proof. For k = 1, by the initial conditions imposed on x( and z,, we have

E[|212] = E[|f(@1+7u1) = f(@1+7u0)[2] = E[|f @ +rwr) - f(@1) - (f@+ruo) — (1)) ]

r r 2
_E /O(Vf(w1+su1),u1>ds /O<Vf(oc1+su0),uo>ds ]

r r 2
=E 7”<Vf(931)7u1—u0>+/0 <Vf($1+5u1)_vf($1)aul>ds_/0 <Vf($1+8uo)—vf(w1)auo>d5 ]
< Zr2Vf(:c1)TE[(u1 —up)(ug — uo)T] Vf(x1)

r 2 r 2
+10E / IV (@1 -+5us) — V1 ()llllu]| ds| | +10E / IIVf(w1+8uO)—Vf(w1)||IuOIIdS]

2

AN

+ 10E

512 r
S 11+ 108 | [ Lol ds
0

|V f(x1)]|? + 5L

[ thsllualas
0

T
5r?
2d

IN

The first inequality above is the application of the inequality (a + b + ¢)? < %a2 + 106% + 10c?, as gaQ + 1062 +
10> — (a + b+ ¢)? = (%a —V/8b)% + (%a —V8¢)? + (b — ¢)> > 0. The second inequality above is due to
E[(ul — uo)(ul — UO)T:I = %Id

Then for k > 1, by the inequality (a + b)? < (1 +7v)a® + (1 + %)b2 for any v > 0 (frequently used below to bound the

1-[1-5]

square of a sum), we let v = =3]

and get

E[|Zk|2] ST (1—5)2E[‘2k—1|2] + ﬁﬂl \f(wk—&-ruk)_f(wk—1+7“’uk—1)|2

= (1-P)E[|ze-1/*] + B_lE“f(-’Bkerk)—f(wkfl +7“Uk71)|2}

when 3 # 1. And obviously this inequality also extends to the 8 = 1 case, because z; = flept+rug)— f(er—1+ruK—1)
and 8 = 1 when 8 = 1. Furthermore,

E[\f(a:k+ruk)—f(mk_l—ruk_l)ﬂ
ZE[\f($k+7"uk)— f(xp_1+rug) + f(Tr—1+rug) —f(wk—1—7“u/c—1)|2}

< 2(E[|f(:ck,1 +rug)— f(Tr_1 -H"uk,l)ﬂ + E[|f(:nk+ruk)—f(a:kf1 +ruk)|2]).
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For the first term, we have
E[|f(@r—1+rur) — f(@p_1 + rug_1)|’]

r(Vf(xr—1), up—ur—1) + /T<Vf(33k—1+8’uk)*Vf(ick—l),Uk) ds
0

r 2
- / (VF (@i + 5t001) — V f (@5r), 1) ds
0

<5E

+ 22 B[V f(@re) i) ]

4
( | @l + Loty ds) ]

+ 27”2IE:[vf(fﬂkfl)w‘:[(uk_uk*l)(uk_“’ﬁl)T | Fiet] Vf (@r-1)]

<5E

_ 4L2 ﬁE 2
=52 4 54 IV f(@r-1)]1%]

where we used ||ug|| = ||ur—1|| = 1, the law of total expectation, and

2

E[ (wr—wp—1)(ur—up—1)" | Frc1] = E[upn) +wp1u) | Fr1] = p

and for the second term, we have

Id7

( / IV F @+ su) =V f@) | + 1V s +stn1) —V F(n)]) ds) ]

]E[|f(i'3k+ruk) — f(®r—1 +7“Uk)|2] <G’E [||f’3k - wk%”ﬂ = G’E [Hpkfl”Q] .

Therefore for k > 1,

. 52 1074 L2 2G2
E[|z/2) < 0= E[lz-1?] + Z-E[IVF(@e-0)I?] + —=
By summing over k = 1,...,T, we get
T Tl 5p2 T=1 O(T — 1)r4L.2
S B[] < (1-8) Y B[l + )+ =
k=1 k=1

1

G? —
+ 2 S Bl + RN A@)IP] + 572
k=1
- 5r2 10742 oGz T-1
< (1-— E 2 + 2 B ) L lorrtz?
<( ﬁ)kZ:l 2k ] Ba 2= IV f(z)|?] ; 6

which then implies the desired result.

The following lemma then provides bounds for the accumulated second moment of g, and py.
Lemma A.3. Suppose the quantity

A?d?G%(1 + a?)
B 32r2(1 — a?)2

El[lps-1l°] -

7'2 2
|+ o IV @)l

O
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is positive. Then we have

d 5d & 10772122 5d
E _ \V4 kil Bt [ v/ 2 25
3 Elloel] < gz S ElIVIE0I] + =5+ 5V @)l 25)
T
1 + o2
S E[lpel?] < 7(’ ZEngkn 26)
k=1

Proof. By the definition of pj, we have

Elloel?] < (1450 ) 0 Iy )] + (142 ) PE gl
- 202 - 1—a?
14+a? 1+a?
= ]E[Hpk—1||2] + [HQkH ]
2 l—«

By summing over k = 1,..., T, we get

T T—1 T

1+a2 1+a2
S Ellpel] < =55 Y Ellpel] + 1n® S E[llgell?

which then implies (26).

Now, since gj, = %zpuy and [Jug|| = 1, we see that E[||gy,[|2] = & E[|24[?]. By using the bound in Lemma A.2, we get

T —
10Tr2L2d%  5d
> E[lgel?] < E[||p«|’] Z E[IVf(zn)lP’] + ——=— + =V (),
k=1 k=1 B 2p
After plugging in the bound (26), we can show that
4n2d2G2 1—|—a a 10Tr2L2d?  5d
(- Zﬂ«: lull?] Z IV A @0IP] + 5+ LIVl
which gives (25). O]
B. Proof of Theorem 4.2
Denote wy, := & — apg—1/(1 — a)). We have
« 1 « n n
Wi+1 = Th41 — 1 Py =& — 7— Pk = Tk — Pr—1 — gk = W — — Yk,
-« 11—« 11—« 11—« 11—«
and thus )
|2 2 21 * n
w1 — x| = ||Jwp — || — m@”k—w ,gk>+m”gk”2-
By taking the expectation conditioned on Fj, we get
. . 2n . n?
E[|lwps1 — *||* | Fi] = [Jwy — ¥ — fa<’wk — ", V. (xx)) + WE[H%HQ | Fi]
. 2n .
= [lwi —2*|* — E@k -z, Vf(x))
2O~ @, V@) + B gl ]
e k k=1, V Jr(Tk (i—a)? k k| -

Noticing that the convexity of f implies

—(@, — -1, Vir(xr)) < —(fr(k) = fr(®r-1)),
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— (@ — 2", V() < —(fr(@r) — fr(27)),

we get

. ; 2n "
E[[lwesr —a"|*] <E[|lwe — 2" *] = 1= ~Elfr(@x) — fr ("))
2na 7 2
- WEM(%) — fr(®p-1)] + WE[HQI@H ]
2)2] > 0. By taking the telescoping sum over k = 1,...,T

Now let us assume 6 == 1 — 4n2d2G?(1 + o2)/[5%r%(1 — «
and plugging in the bound on 3_,;_, E[||gx[|?] in Lemma A.3, we get
2n d 2na
E[HwTJrl—fB*HQ] < ||w1—a:*||2 1o ZE[fr(wks)—fr(fB*)] - WE[fr(fBT)—fr(%)]
-1

L 107°Ld e, M0TRAr2L2d2 5yPLd o
+(1_a)2952;E[f($k) f@™)] + 1_a)y07 +(1_a)295(f(m1) fx*)),

@) — f(x*)) (see equation (2.1.7) in (Nesterov, 2004)). By

where we also used the inequality ||V f(zx)||? < 2L(f(

Lemma A.1, we get
2nTr?L  2nar’L

T
E (w2 7) < Jun 27| - 1—2 @) - ol ) )]+ S
a TP L2d | 5P Ld (Fla1) - Fa*)

10n°Ld N
+(1_a)2032;ﬂg[f( k) f( )]+ (1—04)29B2 (1_04)298

which further leads to
T

sl 1 .
(1~ ) 7 ) @)
5nLd  \ 1 — X a E[f(zr) — f(z)]
< (1_M)932)T1;E[f(wk)_f($ H+1—Oz T
(1—a)||x, —z*||>  5nr2L2d? 9 ar?l ( o 5nLd > flx1) — f(x*)
ST a—app T amar T \ima P 2i—aed T
Now, by letting
<(1—a,6’2 andG _ _ G
20LdT1/3’ B(1—a) — "I
we see that
g1 L UFae) 3 oikd 2
= 4 (1+a)? T4 (1-a)8j? 3713 =3
and then we obtain
1 I
L3 Elf () - fa)]
k=1
C30-a)|a —2*? G 3G 3aG? 3/ a 10nLd \ f(z1) — f(z*)
= T T 50T T aLTe T 21— a) LT 2 (1 3(1—a)5) T

3(1—a)||zy — =*|? 3G?
< T
= T + 5rges T OWT),

which implies the desired bound as f is convex.
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C. Proof of Theorem 4.3

We let wy, := &, — apr—1/(1 — «), and it can be checked that w1 = wg — ngr/(1 — «). By the L-smoothness of f, we
have

Flwes) < flawn) = 1L (o V1 w0) + 5o el
= J(w0) — 1, V)~ V) - 1l V) + 50
By taking the expectation conditioned on Fy, we get
B ()] < ) = (V@) 10) ~ ¥ (@) — T (V@) V1 z0)
+ s Bl

Note that

—(Vfr(@k), Vf(wi) = Vf(zk))
—(Vf(xr), VI(wr) = V(xr)) — (Vfr(zr) = VI (zn), V(we) — V()

< JIVS @RI + 19 f(wn) = VAR + IV fylwr) = V£ + 719 aw) = VS (@)

= 1HVf(wk)ll2 IV Er (@) = VI (n)* + §IIVf(wk) = V(@)

ZHVf(wk)HZ + L% + iLZHwk — x| )2 (by Lemma A.1 and L-Smoothness of f)
1 2 2.2 5L7a” 2
and
~(Vfe(@r), Vf(@r) = = V() = V(@) = V@), V)
1
< = IVF@IIP + V(@) = VE@)I” + LIV F ()]
3
= = JIVF@OI* + IV fr(@r) = V£ (@)
3
< = IV @n)? + L.
Therefore
Elf (wi) ] < L e
i) 7l < flawn) — g IV @l + 5
5nL2a? n?L 9
+ m”?k 112+ 21— a)g]E[Hng | Fk].
Now, by taking the total expectation and summing over k = 1,..., T, we get
d 2777‘2L2T
<
E[f(wr)] < flw g;E|Vfwkn a
577L2 5 T—1 T

SEIEpr ( ) 5> > Elllge]?)-

k=1
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Assuming 6 := 1 — 472d?G?(1 + o2)/[B%%(1 — o2)?] > 0 and plugging in the bounds in Lemma A.3, we get

T 272
n 9 2nreL°T
< _— - - -
Bl twran)] < Jln) — 57y SRV A @O + 2
2 2722
n°L 5nLa?(1+a?) ) 10Tr*L*d 5d 9
+ 1+ E Vf(x —_—+ — .
2(1a)2< 1—a)P+a)? 9522 IV £ (@) |IP] + 05 295“ fle)]|
Now let T" be sufficiently large such that 5
T1/3 2ﬁ2
~2d(1 — a)?’
and let -
(1—a)pB dndG G
< = <r< -—-s
T=90LdT A F—a) - LTV
We then have < (1 — «)?/(10a2 L), and thus
2 2 2 2
921_1 (1—|—a)2§’ 57]La((1+oz) < 1+a Sl-
4 (14a)?2 4 (I-a)3(14+a)? ~ 2(14a)? ~ 2
Therefore
n 1077Ld d
E < — 1-— E[
[ lwr )] < flwn) = 5 ( o )Z IV @)l
2nr2 L2T ’L Ld
+ L operag o SR 19 @)l
o ' (I—app 2(1-a)p
d G?d 7 3
271/3 2
< f(z1) — Z]E IV f () [17] + - 2G*TY m S T4 8T1/3||Vf(1'1)”
Since f* < E[f(wry1)], it leads to
T .
< A—o)(f(@y) — ) 8G2 | 2G2d | B|Vf(=1)|?
TZ va wk ” nT + T2/3 + T + 2T4/3 ’



