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ABSTRACT: Predicting the total power generation of a wave farm under actual operational
conditions (e.g. random sea) is an indispensable task in the layout design of wave energy
converters (WECs). However, such prediction usually entails significant computational cost,
especially for large arrays of WECs. To address the challenge, a convolution-fed Gaussian
process (CFGP) model with active learning is proposed to efficiently predict the probabilis-
tic power generation of large-scale wave farms. The layout configurations of WECs are first
transformed into binary images to automatically consider the permutation invariance property
of WECs in the array. Then the images are fed into a convolutional neural network to extract
the low-dimensional features. These top-level features are then used to fit a GP model to
predict the probabilistic power generation. Furthermore, an active learning scheme is devel-
oped to adaptively enrich the training data to improve the prediction accuracy of the CFGP
model. The efficiency and accuracy of the proposed CFGP model is demonstrated through an
application to arrays with up to 10 WECs.
KEYWORDS: Gaussian Process; convolutional neural network; active learning; wave energy

1 INTRODUCTION

The deployment of wave energy converters
(WECs) in large arrays in the form of wave
farms offers great prospects for harnessing
renewable wave energy. To improve the
power generation of wave farms, the layout
of WECs needs to be carefully designed so
that the hydrodynamic interactions between
WECs can be positively exploited. Thus, es-
timating the power generation of WEC arrays
has drawn extensive attention in this field.

However, most of the relevant research on
estimating array power generation has fo-
cused on applications under deterministic sea
states, which assume that waves have a pre-
dominant period and do not accurately rep-

resent the actual operational conditions for
WECs. To establish layouts with robust
performance (e.g. expected power produc-
tion), the uncertainties in the random wave
characteristics need to be incorporated (Bor-
garino et al., 2012; Balitsky et al., 2014; Jia
et al., 2015). Meanwhile, in order to calcu-
late the power generation of the array, hy-
drodynamic interactions between WECs need
to be modeled. To understand the hydro-
dynamic performances of WEC arrays, dif-
ferent models have been proposed by Folley
et al. (2012). Among different methods, the
multiple-scattering method (Mavrakos, 1991)
attempts to converge to exact solutions and
strikes a good balance between computa-
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tional complexity and accuracy. However,
if high accuracy is required, the computa-
tional efforts may still be burdensome, espe-
cially when the number of WECs is large.
Besides multiple-scattering, other numerical
models have also been developed. Recently,
the open-source WEC-Sim tool (Yu et al.,
2014; Tom et al., 2015) was developed to
facilitate time domain modeling of a WEC.
WEC-Sim has the ability to model devices
that comprise rigid bodies, power take-off
systems, and mooring systems. Besides in-
dividual WECs, WEC-Sim has the capability
of modeling arrays (Mankle et al., 2019). Re-
gardless of the models used, additional chal-
lenges also arise when dealing with prob-
lems, such as uncertainty quantification and
optimization, which typically require a large
number of model evaluations.

To address the above challenges, a
convolution-fed Gaussian process (CFGP)
model is proposed to efficiently predict the
power generation of WEC arrays considering
the uncertainties of the random sea state. The
layout configurations of WECs are first trans-
formed into binary images to automatically
consider the permutation invariance property
of WECs in the array. Then, the images
are fed into a convolutional neural network
(CNN) to extract the top-level features (cor-
responding to low-dimensional latent repre-
sentations), which are then used to fit a GP
model. Furthermore, the local variance infor-
mation provided by the GP is exploited to de-
velop an active learning scheme to adaptively
enrich the training data and improve the pre-
diction accuracy. The proposed model is ap-
plied to estimate the probabilistic power gen-
eration of a wave farm with different numbers
of WECs, and its efficiency and effectiveness
are investigated.
2 PROBABILISTIC POWER GENERA-

TION OF WEC ARRAYS IN A RAN-
DOM SEA STATE

Among different types of WECs, this paper
mainly focuses on cylindrical heave point ab-
sorbers, which are heaving floating resonant
buoys connected to a power take-off moored
to the seafloor. Our ultimate goal is to cal-

culate the power generation from an array of
such devices in a random sea (typically char-
acterized by a chosen wave spectrum), and
propagate the uncertainties of the random sea
characteristics (i.e. the model parameters of
the selected spectrum) to the calculation of
the power generation.
2.1 Power generation of WEC arrays in a

random sea state
The calculation of the power generation in
a random sea state for an array of such de-
vices is based on the modified method from
Scruggs et al. (2013), which is extended
here to consider multiple converters oscillat-
ing only in the heave direction. The random
sea state is first characterized by a stochastic
stationary excitation, which will be discussed
in detail in Section 2.1.2. For a given WEC
array, the (average) power generation in the
random sea state is then estimated by a fre-
quency domain numerical model

Pst
gen =

1
2π

∫ ∞

−∞
Sp(ω)dω (1)

where ω is the frequency and Sp(ω) is the
spectral density of generated power in the fre-
quency domain, which is given by
Sp(ω) =GH

a [I+GiY]−H [Re{Y}−RcYHY]
[I+GiY]GaSa

(2)

where (.)H denotes the Hermittian adjoint
(i.e. complex-conjugate transpose), Re{.} de-
notes the real component, and Rc is the sta-
tor resistance of the generators. The func-
tional relationships on ω in the right-hand
side of Eq. (2) were suppressed for simplic-
ity. Ga = Ga( jω) and Gi = Gi( jω) are the
transfer functions for wave (input) to energy
(output) and need to be calculated based on
the hydrodynamic coefficients of the WECs.
Y = Y( jω) is the frequency domain repre-
sentation for the controller, and in order to
maximize Sp(ω) (i.e. maximize Pst

gen under
given Sa), the optimal controller is given by
(Scruggs et al., 2013)
Y( jω) =

[
GT

i (− jω)+2RcI
]−1

(3)

Plugging Eq. (3) into Eq. (2) yields Sp(ω).
Sa = Sa(ω) is the spectral density of the sta-
tionary stochastic process used to character-
ize the random sea state.
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In the end, Pst

gen can be calculated through
standard numerical integration of the scalar
integral in Eq. (1). This first requires parti-
tioning the frequency range of interest (where
Sa(ω) has nonzero contribution) into appro-
priate frequencies {ωi; i=1, . . .,Nω}. Then,
the hydrodynamic coefficients for each fre-
quency ωi need to be calculated to obtain
transfer functions Ga and Gi. For given
Sa(ωi), Sp(ωi) can then be calculated. Fi-
nally, Pst

gen can be evaluated through the con-
tribution from each frequency.

Therefore, in order to calculate the power
production of WEC arrays in a random sea,
hydrodynamic modeling of WEC arrays and
characterization of the random sea state are
the key steps. These will be discussed in Sec-
tions 2.1.1 and 2.1.2, respectively.

2.1.1 Hydrodynamic modeling
Assume the considered WEC array has N
identical buoys floating in the water, and
a two-dimensional Cartesian coordinate sys-
tem is defined to express the locations of the
WECs. The WECs in the array are under the
incident wave propagating along the positive
x-axis, and the corresponding incident angle
is an arbitrary number β . Figure 1 shows an
example layout of the array with N WECs.
Without loss of generality, the leftmost buoy
of the layout is assumed to be located at the
origin of the coordinate system. The lay-
out can then be characterized by the loca-
tions of the remaining N− 1 buoys, i.e. x =
[x̄1 x̄2 ... x̄N−1 ȳ1 ȳ2 ... ȳN−1] ∈ X ⊂ R2(N−1),
where the pair (x̄i, ȳi) represents the coordi-
nates for the ith WEC and X denotes the ad-
missible layout space. For convenience, the
layouts of the WEC arrays are transformed
into equivalent layouts with all buoys on the
right half plane with β = 0 beforehand, which
can be established by rotating the coordinate
system and adjusting the origin.

The multiple-scattering method is adopted
in this paper to calculate the hydrodynamic
interaction within the array of WECs because
of its versatility in achieving enhanced accu-
racy. This method relies on estimating single-
body hydrodynamic characteristics, and de-

scribes the interaction between the different
bodies by superimposing the incident wave
potential and various orders of propagating
and evanescent modes that are scattered and
radiated by all the devices in the array, so that
an accurate representation of the total wave
field around each device can be obtained. Ul-
timately, for each considered frequency ωi,
the multiple-scattering method provides the
forces exerted by the incident wave for each
body. It also provides the added mass and
damping coefficients exerted on each degree
of freedom of body p by unit-displacement
oscillation of each degree of freedom of body
q. These hydrodynamic characteristics are
sufficient for deriving the transfer function
between wave amplitude and WEC velocities
for the entire array, which can be further used
to calculate the power generation of the array.

Figure 1. Layout of an array of N WECs in the Carte-
sian coordinate.

2.1.2 Random sea state characterization
The random sea state is characterized in this
paper as a stationary stochastic process with
spectral density Sa(ω), described through the
standard JONSWAP power spectrum (Faltin-
sen, 1993). Sa(ω) is parameterized by its
mean wave period Tp, significant wave height
Hs, and sharpness factor γ , as

Sa(ω) = 310π
H2
s

T 4
p ω5 exp

(
− 944
T 4
p ω4

)
γη (4)

where

η = exp

[
−
(
0.191ωTp−1√

2ϕ

)2
]
;

ϕ =

{
0.07; ωTp ≤ 5.24
0.09; ωTp > 5.24
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The sharpness factor is typically constrained
to be between 1 and 7 with γ=1 describing a
fully developed sea.

2.2 Expected power generation of WEC ar-
rays in a random sea state

The (average) power generation Pst
gen under

a stochastic stationary excitation calculated
above is under known characteristics for the
sea spectrum (i.e. given Tp, Hs, and γ for
the JONSWAP spectrum). However, previ-
ous works show that there is significant vari-
ability for the parameters of the sea spectrum
(Balitsky et al., 2014), which might have an
important impact on the array power genera-
tion, and potentially on the layout design. Un-
certainty propagation can be used to account
for the variability. Let θ = [Tp Hs γ] lying
in Θ ⊂ Rnθ be the vector of uncertain model
parameters, where Θ denotes the set of their
possible values. A probability density func-
tion p(θ), which incorporates our available
knowledge about the excitation, is assigned to
characterize the uncertainty in these parame-
ters. The expected power generation consid-
ering all the uncertainties in the stationary sea
excitation is then expressed as
Pgen(x) = Ep(θ)[P

st
gen(x,θ)]

=
∫

Θ
Pst
gen(x,θ)p(θ)dθ

(5)

where Ep(θ)[·] denotes expectation under
probability model p(θ).

The above integral can be calculated
through general stochastic simulation (e.g.
Monte Carlo simulation), especially when the
dimension is high, or through numerical in-
tegration when the dimension is low (e.g. 2
or 3). To reduce the number of dimensions,
the proportionality of Pst

gen to H2
s is consid-

ered based on Eqs. (1)−(4). The power gen-
eration Pst

gen is then given by Pst
gen(x,θ) =

H2
s P

st
gen(x,θ |Hs = 1), where θ = [Tp γ]. How-

ever, even with the computational tricks men-
tioned above, the computational cost can be
expensive. This is mainly because the hy-
drodynamic modeling (i.e. modeling hydro-
dynamic interactions between WECs) takes
a lot of computational time, especially when

the orders of interaction for the multiple-
scattering approach are set to be high (cor-
responding to more accurate modeling) and
when the number of WECs is large. The ex-
pensive model for calculating the probabilis-
tic power generation mentioned above is re-
ferred to as the high-fidelity model hereafter,
which calculates Pgen(x) for given x.

3 CONVOLUTION-FED GAUSSIAN
PROCESS WITH ACTIVE LEARNING
FOR POWER PREDICTION

3.1 Overall idea

To alleviate the computational burden in cal-
culating the probabilistic power production
of WEC arrays, surrogate modeling (such as
GP) can be used. However, direct application
of GP in this context may face the challenge
of high-dimensional input (e.g. correspond-
ing to the coordinates of all WECs). More-
over, a GP model that takes the coordinates of
WECs as inputs ignores the physical charac-
teristics of the input/output relationship, i.e.
the power generation of the array is permu-
tation invariant with respect to the ordering
of the WECs. Directly taking the coordinates
as inputs will significantly enlarge the design
space. This may significantly impact the pre-
diction accuracy of the GP model (under a
given number of training data).
To address this challenge, a CFGP model

is proposed to efficiently predict the proba-
bilistic power production ofWEC arrays. The
wave farm domain is first discretized, and dif-
ferent layouts of WECs are transformed into
images. The transformed images can auto-
matically incorporate the physical knowledge
(i.e. permutation invariance property) of the
problem, because representing WECs as pix-
els in the images does not specify the ordering
of the WECs. Then, the images are fed into a
CNN to extract the top-level features, which
correspond to the low-dimensional latent rep-
resentations. The extracted low-dimensional
features are then used to fit a GP model to
predict the response. Further, the local vari-
ance information provided by the GPmodel is
used to develop infill criteria to facilitate the
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Figure 2. Illustration of the CFGP model with active learning and network architectures.

active learning of the CFGP model. This ac-
tive learning scheme adaptively enriches the
training data to improve the prediction accu-
racy. The proposed CFGP model with ac-
tive learning is illustrated in Figure 2. It ul-
timately will provide an efficient approxima-
tion for the output of the high-fidelity model.

3.2 Convolution-fed Gaussian process

The original input of the high-fidelity
model is a location vector defined by
the coordinates of the WECs, i.e. x =
[x̄1 x̄2 ... x̄N−1 ȳ1 ȳ2 ... ȳN−1]. To take advan-
tage of the image processing capability of
CNN, the input x is first transformed into an
image. More specifically, the wave farm do-
main is first discretized into a grid, and the
numbers of pixels along the x-axis and y-axis
are Nx and Ny, respectively. Each node of the
grid is assigned with a value to represent the
deployment of the WEC (e.g. 1 represents
that a WEC is deployed whereas 0 represents
that a WEC is not deployed). With such dis-
cretization, different layouts of WECs can be
transformed into images with the pixel values
corresponding to the node values of the grids.
Figure 3 demonstrates the transformation of a
layout of 6 WECs into a binary image.

It is worth noting that discretizing the wave
farm domain into a grid and deploying the de-
vices at the nodes will reduce the design do-
main due to the discretization. For layout de-
sign or optimization problems, the grid size

is suggested to be small so that potential op-
timal layouts can be covered. For power pre-
diction problems, if the WECs of a real layout
case are not at the nodes (even if the grid size
is small), the WECs can be assigned to the
nearest nodes to approximate the real layout.
The transformed input is then denoted ximg,
which is a binary matrix with elements equal
to 0 or 1. For the output y, it is defined as the
expected power generation (i.e. Pgen).

Figure 3. Transformation of a layout of 6 WECs into
the binary image (Note: dashed rectangle represents
the wave farm region).

In the framework of the CFGP model, a
CNN is first trained as a feature extractor.
The architecture of the CNN used in this pa-
per is shown in Figure 2 which will be ex-
plained in detail later. It takes ximg (i.e. im-
ages) as the input and passes it through a se-
quence of layers (including convolutional lay-
ers and fully connected layers), and in the end
outputs the prediction ŷCNN(ximg) of the re-
sponse y(ximg). In this problem, the CNN
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can be divided into two parts: (i) a feature
extractor that consists of a sequence of con-
volutional layers and fully connected layers,
(ii) a regressor defined by the last fully con-
nected layer. The loss function of the CNN is
selected as the Log-Cosh Loss

L=
n

∑
h=1

log[cosh(ŷCNN(xhimg)− y(xhimg))] (6)

where n is the total number of the training
data, ŷCNN is the prediction of the response
y from the CNN, and xhimg is the hth input.
To improve the accuracy of the trained CNN,
the training set is augmented by flipping the
images with respect to the x-axis because the
output (i.e. expected power of the array) is
symmetric with respect to the x-axis in this
case.

After the calculation of the feature ex-
tractor, the top-level features (i.e. low-
dimensional latent representations) of the
input ximg can be automatically extracted.
Then, the low-dimensional features, denoted
as z, are used to train a GP model to predict
the final response y. GP model is selected for
this implementation because it provides not
only the mean prediction but also the local
uncertainty information, which can be useful
for guiding the selection of training data. For
a system model with input z, a GP model ŷ(z)
can be trained to approximate the determinis-
tic system response y(z) ∈ R. The predictive
distribution conditioned on the training data
D is given by

ŷ(z∗)|D ∼ N (K∗[K+σ2I]−1y,
K∗∗−K∗[K+σ2I]−1K∗+σ2)

(7)

where z∗ is a new input point, N (·) repre-
sents the normal distribution, y is the observa-
tion vector, σ2 is the variance of the measure-
ment error and I is a identity matrix. K, K∗,
and K∗∗ represent the covariance functions
(i) between the training data, (ii) between z∗
and the training data, and (iii) between z∗, re-
spectively. Through the proper tuning of the
covariance functions and the corresponding

hyperparameters (e.g. lengthscale and vari-
ance), GP model can approximate very com-
plex functions. The optimal selection of the
hyperparameters can be based on the Maxi-
mum Likelihood Estimation (MLE) principle,
where the likelihood is defined as the proba-
bility of the observations.
The development of the CFGP model re-

quires, the creation of a database of n obser-
vations y based on the high-fidelity model,
corresponding to evaluations of the response
vector {yh;h = 1, . . . ,n} for different inputs
{xhimg;h = 1, . . . ,n} in the training set. These
inputs can be selected using some space fill-
ing technique such as Latin Hypercube Sam-
pling (LHS), perhaps augmented through an
adaptive refinement to improve the accuracy
in target regions (Zhang et al., 2017; Kyprioti
et al., 2020). For the latter, as mentioned ear-
lier, the variance of GP prediction can guide
the design of experiments (i.e. adaptive sam-
pling of the training data) and one example
is to use expected improvement (EI) as infill
criterion to explore design regions with high
predictive uncertainty. Note that the CNN and
the GP share the same training set in this im-
plementation.

3.3 Active learning

In order to build a CFGP model accurately
with as few samples as possible, active learn-
ing schemes can be used. More specifically,
new samples are selected in an iterative man-
ner based on the information extracted from
the previously trained model. In this manner,
the new samples typically are drawn from lo-
cations of interest in the design space (e.g. lo-
cations with high uncertainty).
A key step of active learning is to select an

appropriate infill criterion to balance the local
exploitation as well as the global exploration.
Expected Improvement for Global Fit (EIGF)
(Lam, 2008) is adopted in this paper. The rea-
son is that (i) it aims to accurately estimate the
whole design region, (ii) it can make the most
of the variance information extracted from the
model trained in previous iterations, and (iii)
it is more computationally efficient than most
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of the other infill criteria. In this paper, EIGF
is calculated in the feature space, and at the
new point z∗ it is given by

EIGF(z∗) = (ŷ(z∗)− y(zclosest))2+σ2
ŷ (z

∗)

(8)

where zclosest is the point in the training set
which is the closest neighbour of z∗, and σ2

ŷ is
the predictive variance of the GP model. By
solving the optimization problem (i.e. max-
imize EIGF), one or multiple new sample
point can be selected and added to the training
set. It should be noted that the feature space
is not continuous in this problem since not ev-
ery point in the feature space corresponds to a
valid layout configuration. Therefore, instead
of directly solving the optimization problem,
an alternative option is used. It first generates
a large reference set which covers most of the
possible layout configurations and then opti-
mizes EIGF over the reference set.

To implement the active learning, we first
prepare a reference set which includes a large
amount of inputs (i.e. layout configurations),
denoted Xre f . At the same time, we gen-
erate a small number of training data X0,
and evaluate the high-fidelity model to ob-
tain corresponding response y0. The sizes of
the reference set and the training set are de-
noted nre f and n0, respectively. The CFGP
model is initially trained based on the the pair
{X0,y0}, and the model is then used to pre-
dict the response for the candidate samples in
the reference set (denoted as ŷre f ). Based on
Eq. (8), EIGFs are calculated for the candi-
date samples, and the ones with top nadd high-
est EIGFs are selected. The selected samples
(denoted Xadd) are removed from the refer-
ence set and added to the training set, and the
corresponding response of the selected sam-
ples (denoted yadd) is then calculated with the
high-fidelity model. Finally, the CFGP is up-
dated with the new training set. This adap-
tive addition of new sample points is carried
out iteratively until some convergence crite-
rion is reached, e.g. setting an upper limit on
the number of iterations, or total number of
model evaluations.

4 EXAMPLE
The performance of the proposed CFGP with
active learning method is demonstrated by ap-
plying it to predict the expected power gen-
eration of a wave farm with different num-
bers of WECs. The wave farm is in a rect-
angular domain with 200 m along the x-axis
and 400 m along the y-axis, and the water
depth is 60 m. The WECs are identical cylin-
ders oscillating in the heave direction only
and are the same as the one considered in
(Jia et al., 2015). The radius of each buoy
is rb=3 m and its mass is mb=1.8e5 kg, cor-
responding to a draft of Dr=6.37 m. The
transducer damping is cg=2 kN/m/s, the sta-
tor resistance is Rc=1 Ohms, and the short
circuit damping is Ce=10 kN/m/s. For the
high-fidelity numerical model, when calcu-
lating the hydrodynamic coefficients, the or-
der of interaction is set as 5 for the multiple-
scattering approach, whereas the eigenfunc-
tion series are truncated at 5 and 40 for the
main fluid and the fluid below the cylinder, re-
spectively. These values are selected through
a convergence study of the numerical model.
The wave climate statistics are based on the
recommendations in the literature. The sig-
nificant wave height Hs is assumed to follow
a Weibull distribution with a shape parame-
ter of 1.53 and a scale parameter of 3.1. The
mean wave period Tp follows a conditional
onHs lognormal distribution with median and
coefficient of variation given by
Tp,med = exp(1.78+0.288Hs

0.474)

Tp,cov =
√

0.001+0.097exp(−0.255Hs)
(9)

The sharpness factor γ is assumed to follow
a beta distribution with shape parameters 1.5
and 2 constrained between 1 and 7. The
uncertain model parameter θ corresponds to
θ = [Hs,Tp,γ], which leads to θ = [Tp,γ].
Because θ has only two components in this
implementation, standard numerical quadra-
ture is selected for estimating the probabilis-
tic performance with respect to them.

4.1 Implementation details
For the discretization of the design domain,
Nx = 20 and Ny= 40 are selected, which leads
to a grid with 21× 41 nodes. The nodes
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at which WECs are deployed are assigned a
value of 1; other nodes are assigned a value of
0. The grid is then transformed into a binary
image where the pixels values correspond to
the original node values. For the initial num-
ber of the training data for the CFGP, n0 =
200 is selected, and the samples are gener-
ated using LHS. To establish the reference set,
nre f = 10,000 candidate samples are gener-
ated by LHS. For the active learning, in each
iteration, a total number of 200 samples is se-
lected from the reference set (i.e. nadd = 200).
The stopping criterion of active learning is se-
lected as when the maximum number of iter-
ations reaches 10.

The architecture of the CNN is illustrated
in Figure 2. The input fed into the network
is the image with 3 channels and 21×41 pix-
els, and the output dimension after each layer
is shown on top of each layer representation.
The dimension of the top-level features is se-
lected as 5 for all cases. As to the augmenta-
tion of the training data, augmentation on the
fly is adopted, and a random flip across the
x-axis is applied. More specifically, in each
epoch, each training data has the probability
of 0.5 to be flipped and the probability of 0.5
to remain unchanged. The CNN is trained us-
ing the Adam version of minibatch stochas-
tic gradient descent with a minibatch size of
32, and the learning rate is 0.001. The loss
function, as mentioned earlier, is selected as
the Log-Cosh Loss. Pytorch is used to imple-
ment the networks, and the number of epochs
is set as 500. For the GP part, a radial ba-
sis function kernel is selected and maximum
likelihood estimate (MLE) is used to optimize
the hyperparameters.

To validate the accuracy of the established
CFGP with active learning, validation metrics
are calculated over a testing set in each itera-
tion. The test size is set as ntest = 1000, and
the testing data are also generated by LHS.
Here, we use the coefficient of determination
R2 and the mean absolute percentage error
MAPE as the validation metric. Large R2 val-
ues or small MAPE values indicate that the
trained model has good accuracy.

4.2 Results and discussions
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Figure 4. Comparison of the model accuracy between
GP and CFGP.

Figure 4 reports the prediction accuracy met-
rics of the CFGP model with active learning
over the 1000 testing layout configurations.
For all the cases, R2 is over 0.70 and MAPE
are no more than 0.7%, which indicates good
prediction accuracy. As the number of WECs
increases, the prediction accuracy decreases.
This is expected because the transformed im-
ages corresponding to wave farms with more
WECs have more complex features than those
with fewer WECs, and therefore it is more
difficult for the surrogate model to effectively
capture the features with the same amount of
training data.
In order to compare the performance of

the proposed CFGP model with the basic GP
model, we also build a GP with the same to-
tal number of training data and the same type
of kernel function, and predict the output over
the same set of testing data. The input of the
GP model is selected as the coordinates of the
WECs, i.e. x = [x̄1 x̄2 ... x̄N−1 ȳ1 ȳ2 ... ȳN−1].
The accuracy metrics are also shown in Fig-
ure 4. It can be observed that with only
2000 training data, the established GP model
shows significantly worse performance than
the CFGP model in terms of both R2 and
MAPE. Note that R2 values for the GP
model are nearly 0 as observed from Fig-
ure 4. By examining the results, we find
that the predictions significantly deviate from
the ground truth values in the domain with a
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small amount of training data. This indicates
bad generality of the GP model. The reasons
for low prediction accuracy of the GP model
are twofold: (i) the GP model takes the co-
ordinates as the inputs which inevitably spec-
ifies the ordering of the WECs (e.g. which
WEC is the first, which one is the second,
etc.); however, for a given layout the response
is permutation-invariant with respect to the
ordering of theWECs. By contrast, the CFGP
model can take into account the permutation
invariance automatically and also consider x-
axis symmetry through augmenting the train-
ing data; (ii) the training data of the GP model
are generated one time by LHS, whereas the
training data of the CFGP model are adap-
tively enriched through active learning.

Figure 5 shows the variation of validation
metric R2 with the iteration for arrays of 3
to 10 WECs. As the iteration evolves, more
samples are adaptively added to the training
set and the prediction accuracy thus increases
gradually. This increasing trend converges
quickly, and when 1200 additional samples
are added, the accuracy for almost all cases
can be up to 70%. The figure demonstrates
the effectiveness of the active learning on im-
proving the prediction accuracy. It should
be noted that R2 does not always increase
when more samples are added, partly because
the selected candidate samples might not al-
ways be helpful in improving the prediction
accuracy of the CNN part because the uncer-
tainty of the CNN prediction is not included
in developing the infill criterion. In addition,
the candidate samples are added in batches,
which might make some of the updated train-
ing data clustered in the design space. One
remedy for this issue is to introduce a distance
metric between the candidate samples to en-
courage adding more diversified samples.

Finally, we discuss the efficiency gain pro-
vided by the CFGP model. On average, one
evaluation of the high-fidelity model for cal-
culating the probabilistic power generation of
arrays of 3 to 10 WECs takes 12.4 s, 12.6
s, 15.6 s, 20.7 s, 27.6 s, 41.3 s, 48.5 s, 71.9
s, respectively. Overall, the computational

time increases exponentially with the number
of WECs in the high-fidelity model, further
highlighting the computational challenges in
modeling large arrays. On the other hand,
the CFGP model takes an approximately sim-
ilar amount of time for different number of
WECs, i.e. only around 0.0007s. Therefore,
several orders-of-magnitude speedup can be
obtained. Note that when more expensive nu-
merical models (such as time domain mod-
els) are used, the computational gain by us-
ing CFGP will be even greater. This speedup
is of great importance for solving problems,
such as layout optimization of large-scale
wave farms where typically a large number
of model evaluations are required and using a
high-fidelity model may be prohibitive.
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Figure 5. Variation of the R2 with the iteration for ar-
rays of 3 to 10 WECs.

5 CONCLUSION
This paper proposed an efficient convolution-
fed Gaussian process (CFGP) model with
active learning algorithm for predicting the
probabilistic power generation of WEC ar-
rays in a random sea. The illustrative example
verified the effectiveness and efficiency of the
proposed algorithm. The proposed algorithm
was able to predict the expected power gener-
ation of arrays with 3 to 10WECs in a random
sea state with relatively high accuracy. The
active learning helps enrich the training set
and adaptively improves the prediction accu-
racy. A future research topic of great interest
is how to incorporate the uncertainty of CNN
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prediction into the development of the infill
criterion for active learning. Also, applica-
tions to even larger-scale wave farms will be
investigated. Considering the high efficiency
in evaluating the CFGP model, the model has
great potential to solve optimization problems
(e.g. the layout design of wave farms), which
will be investigated in future work.
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