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ABSTRACT. This paper is concerned with the numerical solution to the di-
rect and inverse electromagnetic scattering problem for bi-anisotropic periodic
structures. The direct problem can be reformulated as an integro-differential
equation. We study the existence and uniqueness of solution to the latter equa-
tion and analyze a spectral Galerkin method to solve it. This spectral method
is based on a periodization technique which allows us to avoid the evaluation
of the quasiperiodic Green’s tensor and to use the fast Fourier transform in the
numerical implementation of the method. For the inverse problem, we study
the orthogonality sampling method to reconstruct the periodic structures from
scattering data generated by only two incident fields. The sampling method
is fast, simple to implement, regularization free, and very robust against noise
in the data. Numerical examples for both direct and inverse problems are
presented to examine the efficiency of the numerical solvers.

1. Introduction

We study in this paper numerical methods for solving both direct and inverse
electromagnetic scattering problems for bi-anisotropic periodic media. This work
is motivated by applications of electromagnetic scattering from complex periodic
media (e.g. bi-anisotropic media, chiral media) in optics and metamaterials; and
nondestructive evaluations [13, 15, 9, 27].

Results on the well-posedness of the direct problem for both bounded and pe-
riodic scattering media can be found in [5, 2, 29, 7, 8, 30, 26]. To our knowledge
results on numerical methods for direct and inverse scattering problems for electro-
magnetic complex media are limited. The authors in [3] studied numerical analysis
of a finite element method for solving the direct problem for periodic chiral me-
dia. Spectral Galerkin methods for the integro-differential equation formulation of
the direct scattering problem were studied in [24] for chiral bounded objects and
in [23] for bi-anisotropic bounded objects. The advantages of the spectral Galerkin
method studied in [23] are that this spectral method, which is based on a peri-
odization technique, allows us to avoid the evaluation of the quasiperiodic Green’s
tensor and to use the fast Fourier transform in the numerical implementation of
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the method. In this paper we study this spectral method to solve the direct prob-
lem for bi-anisotropic periodic media by extending the results in [21, 23]. More
precisely, we follow the periodization process of [21] for the integro-differential
equation. The Garding estimates for the integro-differential equation can be done
similarly as [23]. The uniqueness of solution, the mapping properties of the peri-
odized integro-differential operators, and the numerical examples for the Galerkin
method are the new ingredients of the study for the direct scattering problem in
this paper.

For the inverse problem, we refer to [19, 20, 17, 6] for some uniqueness re-
sults in the case of bounded scattering objects. To numerically solving the in-
verse problem, the factorization method was studied in [12] for the case of chiral
bounded objects. This method was also studied in [22, 25] for periodic chiral and
bi-anisotropic periodic media. However, the factorization method requires the scat-
tering data associated with multiple incident fields. In this paper we implement
the orthogonality sampling method (OSM) to solve the inverse problem with only a
few incident fields. The OSM we implement is also very stable against noise in the
data. The OSM was introduced by Potthast in [28] and has attracted increasing
interests thanks to its computational efficiency. We refer to [10, 1, 11, 16] for
some other results on the OSM for inverse scattering problems.

The paper is organized as follows. The direct problem and its basic setup are
presented in Section 2. We discuss in Section 3 the integro-differential formulation
for the direct problem and its well-posedness. A spectral Galerkin method, its
convergence analysis are presented in Section 4. Numerical examples of the direct
solver are presented in Section 5. The inverse problem and the OSM are studied in
Section 6.

2. The problem setup

We are concerned with the scattering problem for a bi-anisotropic medium
which is 27-periodic in 21, o and bounded in x5 (here x1, za, x3 are the three
coordinates of a vector x = (1,22, 73) " in R3). Let Dy C R® be the interior of the
medium. The problem is governed by the time-harmonic Maxwell’s equations with
frequency w > 0

(2.1) curlE 4+ iwB =0, curlH—iwD =0, inR3,

where the electric field E, the magnetic field H, the electric flux density D and the
magnetic flux density B are three dimensional vector-valued functions, along with
the constitutive relations

(2.2) B=pH+¢/eopo E, D=cE+&/eono H

where the permittivity € and the permeability u are 3 x 3 matrix-valued bounded
functions. We assume that these functions are 2m-periodic in 7 and x2 and that
they are respectively equal pol3 and £9l3 in R3\ Dy (I3 is the identity matrix). The
function ¢ is related to the magnetoelectric effect (see [18]) which is also a 3 x 3
matrix-valued bounded function. This function is also assumed to be 27-periodic
in z; and x5 and to be zero in R?\ Dy.

We introduce the relative quantities

£ p

Ep i = —, Uy = —
€0 Mo
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and the scaled quantities (with the same notations as the original ones)

E:=\cE, H:= .,/ H
Using these new quantities and plugging (2.2) into (2.1) we obtain
(2.3) cwrlE — ik(pu, H+€¢E) =0, curlH +ik(s,E+ H) =0

where k := w,/Eog is the wave number.
Assume that s, is invertible almost everywhere in R3, by the first equation in
(2.3) we can write

(2.4) H-= —%ﬂ;lcurlE — u YEE.
Plugging this into the second one and rearranging the resulting equation we obtain
(2.5) curl (u, *curl E) + ik [E,ur_lcurlE — curl (ur_le)] — ke, — Ep HOE = 0.
Let d = (d1,ds,d3) € R? be the wave vector satisfying d3 # 0 and |d| = k, we
consider the plane electromagnetic wave given by
_ 1 . . _
(2.6) E" = e (s x d)e’d™, H" = geld™

where s is the polarization vector satisfying s-d = 0. The interaction between this
plane wave and the medium gives rise to the scattered wave (E®¢, H*¢), and the
total wave (E,H) given by E = E™ + E*¢, H = H" + H*¢ satisfies (2.4)—(2.5).
From now on we will be working with E only since E and H are intimately related
by (2.4).

For simplicity we denote u := E*¢. Note that by construction, E” satisfies

curl curl E™® — E2E™ = 0,

thus (2.5) can be rewritten as

(2.7) curl?u — k*u = k? [(P — &u, €)(BE™ +u) + %Eu;l(curl E™ + curlu)
+ curl [Q(curl E™ + curlu) — ikp, 'E(B™ + u)]

where P := ¢, — [ and @ := I — p,7! are the contrasts. It is clear that outside of
Dy, €, and pu, equal the identity matrix, so P = @ = 0. Thus we have

supp(P) U supp(Q) C Dy.

We now define that for a = (g, az,0) € R?, a function v : R? — R3 is called
a-quasiperiodic if for any n = (ny, ng,0) € Z3

2mian

v(z1 + n12m, o + no2m, x3) =€ v(z1,22,23), XE€E R3.

Let a = (a1, 2,0) = (dq,ds,0) and o, = (a1 + my, e + ma, 0) for m € Z2.
Then it can be seen that the plane wave E” is a-quasiperiodic. It is well-known that
we will seek for the unique solution u of the direct problem as an a-quasiperiodic
function.

Next we prescribe a radiation condition for u. Recall that the medium Dy is
bounded in x3, thus let A > 0 be such that

(2.8) h > sup{|zs| : x € Do}
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and for m € Z? define
B = { VE —laml? o] <k
i am]? — k2, |am| >k
then u is called radiating if it can be expressed as the following Rayleigh expansion
(2.9) u(x) = Z ak ellam xEfm(@aFh)  for po > +h
meZ?
where

™ 4q2

Note that all but finitely many terms in (2.9) are exponentially decaying, which
helps us easily deduce absolute convergence of the series for every x. Moreover, we
can choose o and k such that f3,, are nonzero for all m € Z2, and this will be the
case for the remaining part of this paper.

We now introduce notation and assumptions related to the spatial domains
and function spaces that we will be using throughout this paper. First, due to
periodicity of all the introduced quantities and the condition (2.9), we can restrict
our problem from R? to one period

Q= (—m,m)?xR.
Also, for any r > 0, we define a truncation of Q2 as
Q, = (—m,m)% x (=r,7).
Next we introduce some Sobolev spaces for vector-valued functions
L3 (0)3 = {w = (w1, w2, w3)T : wy, wa, w3 € L*(0)},
H(curl,0) = {w € L*(0,C?) : curlw € L*(O,C?)},
Hyoe(curl,0) = {w : w|y € H(curl,V) for all V.C O open, bounded},
He(curl,0) = {w € H(curl,O) : w = W|p for some a-quasiperiodic
function W € Hyoe(curl,R?)},
Hq joc(curl, 0) = {w € Hy,(curl, O) : w = W|p for some a-quasiperiodic
function W € Hyoe(curl,R?)},

. 1 s s .
Tha / / e " Xu(xy, xe, £h)dxdas, m e Z2.

along with L°°(R?)3*3 which is the space of 3 x 3 matrix-valued functions whose
components are functions in L>(R?). We define the following norm on this space

[Vl = max [[7ijlloo
=13

ij
for v € L>(R3)3%3,

Let D = DyN €. It is clear that D is open and bounded. Finally, the following
assumption holds true throughout the theoretical analysis in this paper.

ASSUMPTION 2.1. Assume that D has Lipschitz boundary; e,, p., . t, & are
in L>°(R3)3*3, symmetric almost everywhere in R? and ¢ is real-valued. Moreover,

(1) There exist c1,cz > 0 such that for all z € C?
Re (u; ')z Z > cilzl’, Re(e, —€uy€)z 2 > colaf’
a.e in R and that

i€l plloo < crea.
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(2) There exist c3,cq > 0 such that for all z € C3

—Im (u,; )z -2 > c3|z)?, Im (g, — & )z - 2 > cy|z)?

a.e in R® and that

1 .
5 (”:ur 16”20 + 1) S min {03704} .

Here the norm ||| - | p||oo is defined as, for a 3 x 3 matrix-valued function A = (a;;),
5 1/2
HAlplloo = || D lai;I?
ij=1
o0

3. Integro-differential formulation

In this section, we will reformulate the direct problem into an integro-differential
equation. Define the operators

Su=(P—¢utou+ %f,ur_lcurl u, Tu= Qcurlu—iky, '¢u

and let f = SE", g = TE™. Then it is clear that Su, 7u, f and g are compactly
supported in D and (2.7) can be written as

(3.1) curl 2u — k*u = k*(Su + f) + curl (Tu + g).

Note that (3.1) needs to be solved in the variational sense, therefore we will
be seeking solutions in Hg joc(curl,2) and u is called a solution of (3.1) in the
variational sense if it satisfies

(3.2) /(curlu-curlv—kzu-V) dx = k2/ (Su+f)-v dx+/ (Tu+g)-curlvdx
Q D D
for all v € Hy(curl, Q) with compact support.
Let G be the a-quasiperiodic Green’s function of the Helmholtz equation, then
G has the Fourier expansion (see [4])

i 1 i(otm X T
G(X): 8? Z B?e( m +ﬁm| 3|)

mez?
for x € R3, x # (27n1,2mn2,0), ny,ny € Z.
The variational problem (3.2) along with the radiation condition (2.9) is equiv-
alent to the following integro-differential equation
(3.3) u—ASu—BTu=Af + Bg in
where

Ah(x) := (k* + Vdiv) /D G(x —y)h(y)dy,

Bh(x) := curl /D G(x —y)h(y)dy

in the sense that, if a radiating u € Hg joc(curl, Q) solves (3.2) then u|p solves
(3.3). Conversely, if u € Hy(curl, D) solves (3.3) in then u can be extended by
the right-hand side of (3.3) to a radiating solution of (3.2) in Hg 1oc(curl, 2). The
proof for this equivalence is similar to that in [14].
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The operator I —AS — BT on the left-hand side of (3.3) satisfies a Garding-type
estimate, and thus the Fredholm property. Note that D C €, so we only need to
know u on 2, and then extend it to the whole 2 using integration. On the solution
space Hq(curl, ), we define the inner product

() Ho (curl ,0n) = k2 (-, )r2(us + (curl -, curl ) 20,8

where (-,-)2(q,)? is the usual inner product in L?(Q4)3.
Under Assumption 2.1, the following Fredholm property can be proved in a
similar manner as in [23].

THEOREM 3.1. There exist a constant C' > 0 and a compact operator K on
He (curl, Q) such that

Re (u— ASu — BTu,0)p, (curt,2,) = Clull?r, w0, + Re (Ku,0) i, cu 0,)-

Since the Fredholm property holds, existence of solution to (3.3) is equivalent
to uniqueness, therefore we show that it has a unique solution.

THEOREM 3.2. The integro-differential equation (3.3) has a unique solution in
He (curl, Qp,).

PROOF. Suppose (3.3) has two solutions uj,uz in He(curl, ). Let u =
u; — ug, we have

(3.4) u—ASu—BTu=0

in Q. In particular, u|p solves the (3.4) in D. Therefore u|p can be extended
by the right-hand side of (3.4) to a radiating solution @ € Hgq 10c(curl, ) of the
variational problem

(3.5)
/ (curldi - curl ¥ — k20 - ¥) dx = / (K*(P — €pte)a + ikép, teurld) - ¥ dx
Q D
+ / (Qeurl @t — ikp, téq) - curl ¥ dx
D
for all v € Hq(curl, Q) with compact support. Let ¢ € C§°(R) be a smooth cut-off
4

function such that ¢(t) = 1 if |t| < h and ¢(t) = 0 if |t| > 2h. Using the test
function v(x) = ¢(x3)u(x) in (3.5) yields

(3.6)
/ (curl@ - curl ¢u — k%@ - gua) dx = / (K*(P — & ) a4 ikép, P eurl @) - @ dx
Qgh D

+ / (Qeurl @ — ikp, t€q) - curl @ dx.
D
Since 1 is divergence-free and solves curl 24 — k2t = 0 on Qs \ 25, we have

/ (curl i - curl gu — k% - pu1) dx
Qap

= / (Jcurl@|? — k%|a)?) dx + / —/ (e3 x curld) - & ds(x)
Qn {z3=h} {zs=—h}
}

— / (Jcurl @|? — k*a|?) dx + / —/ (aga“?’ - ai% —1128”2> ds(x).
Qp {xzz=h} {z3=—h Oz3 Oz3 Ox3
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Using radiation condition (2.9) on the boundary term then taking the imaginary
part of both sides gives

Im (curl@ - curl ga — k*a - 1) dx = —4r? Z B ()% + |4, 12) < 0.
Qap m: B >0
On the other hand, by Assumption 2.1,

Im (/ (K*(P — &p te)a + ikép teurl @) - @ dx + / (Qcurl @ — ikp, téq) - curla dx)
D D
> k2co|a||? + ci||curl @)|® 4 kRe (€p; teurl @, @) — kRe (u; 'éq, curl ),

here || - || and (-,-) denote the L?(D) norm and L?(D) inner product, respectively.
Using Cauchy-Schwarz inequality and the fact that p ! and ¢ are symmetric we
have

_ _ _ U 1 _ - ~
RRe (g0 owrl 6, 6) > — &gy "eurt allljeal] = =3 (1€l 3 oy leurl 612 + k2 ]2
and

1en . e~ - 1 _ - .
—kRe (€8, curl @) > |y "€a flewrl & = =3 (Kl ]l o 811 + lewrt @) -

Therefore
Im (/ (K2(P — &pte)a + ikép teurl @) - @ dx + / (Qcurl @ — ikp, t€q) - curl@ dx)
D D
> C|jcurlal]® + k2Cy||a|?,

where

1 _
Ci=c1— §(|||Nr 1£‘F||2L°°(D) +1) >0,

1 _
Co =2 = S (I €l pllim (o) + 1) > 0.
Combining the estimates for the two sides of (3.6) we have
O leurl &2 + B2ClJi? <0,

and thus @ = 0in D or u|p = 0. Due to (3.4), u= 0 in Hy(curl, ), which means
u; = uy in He(curl, Q). O

4. Periodization of the integro-differential equation

We will be focusing on solving
(4.1) u— ASu—BTu=Af + Bg, wue€ Hy(curl, Q).

The idea is to transform (4.1) into a periodic equation so that we can utilize all the
tools of periodic integral equations, especially the fast Fourier transform (FFT),
while ensure that the solution to this periodic equation can be used to find u that
solves (4.1).
For R > 2h let
Kr(x) =G(x), xe€Qgr\{0}

and then extend g 2R-periodically in x3 and a-quasiperiodically in z; and x5 to
the entire R3. Since G is already a-quasiperiodic and smooth everywhere but at
its singularities, extending along the x1 and x5 axes will not affect the smoothness
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of Kr. However doing so along the x3 axis does as G is not periodic in z3. Thus
next we smoothen g by defining

K(x) = Kr(x)x(z3), x €R®\ {(ni2m,n92m,132R) : ny,ng,n3 € L}
where x : R — [0, 1] is a 2R-periodic smooth function satisfying

x(t) = { (1) t_itht S2h and X' (£R) = X"(xR) = X""(£R) = 0.

The explicit formula for the Fourier coefficients of r can be found in [21]. This
helps us avoid the evaluation of g in the spectral domain. We also extend P, @,
¢ from Qg to R? 2m-periodically in z, 25 and 2R-periodically in z3, and extend
f, g from Qg to R? a-quasiperiodically in z;, x5 and 2R-periodically in xz3. We
obtain the following periodic integro-differential equation

(4.2) u—A,Su—B,Tu=A,f+B,g, uec Hgyp(curl,Qp).

Next we will analyze the periodic integral operators in the equation. To this
end, for XA > 0, we consider periodic Sobolev spaces H, ,(Qr) and H), ,(curl,Qg)
as spaces consisting of functions in L?(Qg)? that satisfy

1wl o = 300+ ARG < oo,
jezs

~ 2
Il e o = 32 (1 B (29007 + [ 50| ) < o
jez3

respectively, where j = (o1 + j1, 02 + Jo, %‘”) Note that HY ,(Qr) = L*(Qr)*
and H, ,(curl,Qr) = Hq p(curl, Qg). Here the orthonormal basis for L*(Qg)* is
defined as

1 . TJ . L
(43) ¢j(x) = \/m eXp <ZO(5 "X+ Z].Z:‘TS) y J= (.71a]27j3) € Z3

where j = (j1,2), and for w € L?(Qg)?, the Fourier coefficients W(j) are given by

(4.4) #(j) = / w ()3 (X)dx.

T

In fact
2 2 2 2
Wiz | eurtam) = K IWIEY (0n) + lcwlwlizy o

Note that the extension of a function w in Hg p(curl,Qg) to the entire R?
using the Fourier expansion

w(x) =Y W(j)e5(x), xR’
jez?
is a-quasiperiodic in z;, 9 and 2R-periodic in z3.
Let H, c’)’p(Q r)>*3 be the space of 3 x 3 matrix-valued functions whose columns

are functions in H{,\L’p(Q r). Now we prescribe an assumption on regularity of the
parameters as well as the solution u of (4.2).

1
ASSUMPTION 4.1. Assume that e, ji,, -, € € Hg:;f +€(QR)3X3 for some € > 0
and n > 1. Moreover, u € H}, ,(curl, Q) for some X such that 0 < X\ <7 — 1



DIRECT AND INVERSE SCATTERING FOR BI-ANISOTROPIC PERIODIC MEDIA

Next, for h € H), ,(Qr), we define
Ayh(x) == (K + Vdiv)/ K(x —y)h(y)dy,
D

Bph(x) := curl / K(x —y)h(y)dy
D
as periodized versions of A and B respectively.

LEMMA 4.2. A, and B, are bounded linear operators from H), ,(Qg) to H), ,(curl,Qg)
PRrROOF. The linearity is obvious. From the Fourier coefficients of K in [21]

there exists Cy, Cy > 0 such that |K(j)| < C1[j|=2 and [j| < Calj| for all j € Z3\ {0}.
Let v € Hé,p(QR),

— 2 ~ — 2
1A By o = 30+ 527 (12 [T+ [ x Tvaa|)

jezs

= A~/ TS D e~/ 2 rt TN N 2

= > @+l <k2 BRGG) +3 (- KGVH)| + i x #EGG)] )

jez3

< K*(2k" + 2|t + K af?)[K(0)?[9(0)|* + CFK? (2K +2C5 + C3K2) > (1+[IHMVG)1™
jez3\{0}

Hence let C? = k?max {(2k4 +2laft + K2|af?)[K(0)[2, C2 (2k* + 204 + cg;#)}

we have

ARVl et 0r) < ClvIE @n)-
On the other hand

IB.v1Ey ey = S0+ (1 [Ev )+ i v
Je ) ) R ,
jx@xxmﬂﬂ>}

< (Blal + | YEOPFO)F +CF (C3F* +C3) D L+ DMNVOIP

jez?\{0}

Let C"? = max {(kz|oz|2 + ||| (0)]2, C2 (C3K* + Cg)} we have

= S0+ [ix koo +

jezd

||pr||Hé\“p(curl ar) < C/“V”HQP(QR)-

O

The operators A,S and B,7T have some interesting mapping properties. First
the following lemma will be handy.

LEMMA 4.3. If A€ HY ,(Qr)**3 and v € HY, ,(Qr) wherey > § and 0 < v <
v — % then there exists C > 0 such that

1AV ay ,n) < ClivIiag @n)-
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PROOF. Suppose A = [a1 as 33}7 V= [vl Vg ’Ug]T then

3
(4.5) 1Av]% = Zaﬂg <3 llajo;l;.
v J=1

For j =1,2,3 we have

lagos By om = S+ P w62 = 321+ 32

jezs jezs 1€73
2
< (Z 1+ 5% %] j(j1)||@(1)>
jez3 \lez3

<2y (Z [+ 15— 1UD% + 1+ 12)%] |8 —1>||v7<1>>

jezs \1ez
< 27HL(S) + Sy)

where

2
S1=2 (Z(1+ 5 —1)%a5( —1)||v?(1)> ,

jez3 \lez3

2

2= (Z(u 1|2>5|€j<j1>|@<1>|) .
jez3 \lez3

Applying the Cauchy - Schwarz inequality consecutively gives

> &G - D5

2

Si<y (Z(1+ 5= 125G - DG MF Y0+ 15 1) F|a( —1)>

je€Z3 \1ezZ? 1€73
- (z<1+u| ) S EOE S (14 - 16 - )
1€z3 €73 Jjez3

< (Z(l +11%)% E%(DI) >+ E )
and

SZ<Z<Z(1+1|)|3JJ_1||UJ Z|aj.]_l>
€73

1€73 173

A, 1)I> Do IGME YA+ P& G - Dl P

1€73 jezd

_ (Z
Z3
2
< (Z(l + |1|2)5|%(1)|> >+ P g P
1€z3

1€73
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Thus

2
20517, (@) <2272 (Z(1+|1|2)5|5j(1)|> >+ 1RGP,

€73 €73
Also by the Cauchy - Schwarz inequality

(Z(1+ll )%la ) < > @HIP T (AHIE)E WP = CEllay i -

leZ3 1ez3 lez3

where C? = Y55 (1 + [1|2)”™7 (this series converges since v —y < —3). Hence

(4.6) HaJUJHHv J(Qr) S 22y+2012||aj||§1;p(913)HVH%{;TP(QR)'
By (4.5) and (4.6)
3
HAV”%{;J,(QR) = Z”ajvj”%igw(ﬂR) < 3224207 m]f?lx{”ajuilg,p(nm} ||V||%{;,p(QR)-
j=1

Let C = /3.2"11C} max {||aj||H; (QR)}, we have
j sP

1AVl @) < CIVILag )
O

LEMMA 4.4. The matriz-valued functions P, Q, &ut, EptE, ptE belong
to HY, ,(Qr)**3. Moreover, the operators S, T are bounded linear operators from
H}, ,(curl, Qg) to H), ,(QR).

PROOF. For the first part, we only prove for £u; €, the other cases are either
similar or straightforward. Suppose £ = [El &, 53], then p 1€ = [ur_lél o tés
1
For j = 1,2,3, since p; ! € Hap' (Qp)*® and §; € HZ (Qp), by Lemma 4.3
there exists ¢ > 0 such that
&5l mn o) < Cll€illan @) < 0o

Similarly we can show that ||€u; 1£]HH @) <y 1€]||Hg L(Qr) < oo for some
¢ >0. Thus {u, ' & € HY ,(Qp)*"3.

Linearity of S and 7T is clear, we only prove their boundedness. For u €
Hé)p(curl,QR), curlu € Hé,p(QR)~ Therefore by lemma 4.3

%S,ur_lcurlu

ISulliy ) < I(P — &u7 €)ulliy_qam + \
' H) ,(2R)

< Cik|ullgy  (op) + Collcwrlullgy (ap)
< C”“”H;p(curl,nR)
and
I Tulley ) < llQeurlullmy (ap + liku " ulluy p
< Cillewrlul[ gy (on) + Cokllullmy (@n)
< ||U1HHA (curl ,QR)

where C,C1, Co, Ch, C,C" are positive numbers. O

M:lé?)}’
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The following theorem gives us the the relation between the periodic equation
(4.2) and the original one as well as its Fredholm property.

THEOREM 4.5. If u € Hgq p(curl,Qg) is a solution to (4.2) then ulg, €
He (curl,Qp) solves (4.1). Moreover, there exist a constant C > 0 and a com-
pact operator K on Hq p(curl, Qg) such that

Re (u—A,Su—B,Tu,w)n, ,(cun 0n) = Cllullt, cut 0m R (KWW b, cun 0n)-
The proof can be done using the same reasoning as in Theorem 5.2 and Theorem
5.3 in [21].
5. A spectral Galerkin method

For N € N, define
. .. 4T N N
Z3 Z{JZ []1 J2 JS] €Z31—2<j1,127j3§2}~

Now we consider

Tv =span{¢;:j € Z3}
which is a finite dimensional subspace of Hy p(curl, Qg) and let Py : Hq p(curl,Qr) —
Twn be the orthogonal projection onto Ty, i.e

Pyu= Y 6(j);(x).
jezy,

We approximate (4.2) by the following Galerkin equation
(5.1)
(uy—ApSun—B,Tun, Wn) ., ,(curl,Qr) = (Apf+Bp8, WN) ., (curl 0)s UN € Ty

for all wy € Tn, which is equivalent to
(52) uy — PNApSuN - PNBpTuN = PNApf + PNBpg, uy € Ty.

We will see that convergence is achieved without smoothness of the parameters,
but the smoother they are the higher order of convergence we will get.

LEMMA 5.1. There exists Cy > 0 such that for all w € Hém(curl,QR)
||PNW - W”Ha,p(curl,QR) <CA\N~ ||VVI|HA (curl,QR)-

PROOF. For w € H}, (curl,Qp)

2
1AW Wl ) = S (kﬂw 2 +[ixwo)f)
¢z,

2
_ S29A [ 1.2
23 1+|| 5 (1 +5%) (kz [w(j) +’J><W )‘)
JE73,
2
)\Zl+|.]| (k2|w +}_]><w )’)

( + 3 73

\ /\

4 A
< (7 N_Q/\HWH%[évp(curl,QR)'
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Recall that the equation (4.2) satisfies a Garding estimate, we have the following
convergence theorem for the Galerkin method.

THEOREM 5.2. There exists Ng > 0 such that for all N > Ny, the equation
(5.2) has a unique solution uyn and the following error estimate holds
A

||uN - u”Hayp(curl,ﬂR) < C)\N_ |u||H37p(curl,QR)

where Cy > 0 is a constant depending on A and u is the solution to (4.2).

PROOF. Since (4.2) satisfies the Garding estimate in Theorem 4.5, by Theorem
4.2.9 in [31], there exists Ny and a positive constant C' independent of N such that
for all N > Ny,

HuN - uHHa,p(Curl,QR) S Cwi{%er ||WN - u”Hoc,p(CurlaQR)'

Moreover, according to Lemma 5.1,

”WN 7u||Ha,p(curl,QR) < ||PNu7uHHa7p(curl,QR) < CANi)\”uHHéyp(curl QRr)

inf
wWNETN
therefore the desired estimate holds. O

By this theorem, we can conclude that the spectral Galerkin method converges
with arbitrarily high order provided u is sufficiently smooth. The discretization of
equation (5.2) as well as the process of calculating the Fourier coefficients of the
involved quantities can be done similarly as in [21], therefore are omitted here.

6. Numerical examples

We now present numerical results for the Galerkin method. The computational
domain is the rectangular box (—m,7)? x (—1,1) (h = 1) which is partitioned
uniformly in each dimension into N3 grid points for some N € N. The wave
number k = 37/2. We choose the following a-quasiperiodic plane wave is used as
the incident electric field

1
E"(x) = [1] .
0

We ran the simulation in MATLAB and observed the scattered electric field u
at x = (0,0,1.5) when N varies from 20 to 100 with step size 10. For each value of
N, we calculated the relative error between u of the current step and that of the
previous one, that means

lu; (%) —un;, ()]

luy; -, ()]

error; = , g=12....8.

Here Ng = 20 and N; = N;_; + 10. We consider three test cases in the numerical
simulations.

6.1. Small smooth spheres. The first case is a medium consisting of a small
sphere in each period with the geometry given by

D:{XGQh:m%+x§+x§<0.22}
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and, for x € (), the material parameters are
er(x) = I+ yo(x)diag {0.2,0.4,0.1},
iyt (x) = I + vo(x)diag {0.3,0.1,0.2},
&(x) = y0(x)diag {0.01,0.02,0.05)},

where g : R® — [0, 1] is a smooth function that equals 1 at the center of the sphere
and 0 outside it. More specifically, for x € D,

() ) 0.22
X) = ex — )
o p 0.22 — 22 — 23 — 23

The three-dimensional image for the geometry as well as the relative errors for
increasing values of N are shown in Figure 1. The error decreases as IV increases
and the difference between N = 90 and N = 100 is very slim.

10°
” -2
2, ) 10
© 0. °
< ) °
2] J .
* .
5 _— 10
~ M — } 5
R e
\)\ _— 0
5 — 5
X, X, 106 . " . . .
30 40 50 60 70 80 90 100
N
(A) Periodic structure (9 periods) (B) Relative errors of u at (0,0, 1.5)

FIGURE 1. Solving the direct scattering problem for periodically
aligned spheres.

6.2. Smooth rectangular boxes. Next we consider a medium that consists
of one rectangular box in each period. The geometry is given by

D={x€Q:|r1] <0.5,]|z2] < 0.5,]|z3] < 0.2}
and, for x € Qy, the material parameters are
er(x) = I +71(z1)72(22)73(23)diag {0.2,0.4,0.1},
pr (%) = I 4 1 (21)y2(22)y3(23)diag {0.3,0.1,0.2}
€(x) = y1(z1)y2(x2)vs(23)diag {0.01,0.02,0.05) },

where 71,72,73 : R — [0, 1] are smooth functions such that their product equals 1
at the centers of the box and 0 outside it. For x € D, they are given by

0.5
M(z1) = exp (1 - 0.52—2>

salen) e (1 - 05)

0.5%2 — 23

va(3) = exp (1 _ 022) .

0.22 — 23
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107"

-2
p
- 0
2
0 - °
x [ ] 103
2 ® =
B - e
5 ™ s
8 M [ ] 5 104
N~ 0
X2 X 10°
30 40 50 60 70 80 90 100
N
(A) Periodic structure (9 periods) (B) Relative errors of u at (0,0, 1.5)

FIGURE 2. Solving the direct scattering problem for periodically
aligned boxes.

Figure 2 shows the true geometry and relative errors for the rectangular box.
Overall, the error decreases from N = 30 to N = 100. There is an abnormal rise
in error from N = 60 to NV = 70, but the error is already very small at this point
so this might be due to roundoff errors.

6.3. Smooth flat strip. The last scattering medium is a strip that spans the
entire period horizontally. The geometry is

D={xeQy,: || <04}

and, for x € Qy, the material parameters are
er(x) = I + v4(x)diag {0.2,0.4,0.1}
ot (x) = I + v4(x)diag {0.3,0.1,0.2},
&(x) = y4(x)diag {0.01,0.02,0.05)} ,

where
ya(x) = { exp (1— %) ifxe D,
0 ifxeQp\D.

In this case, the error gradually decreases as N increases, see Figure 3.

In summary, the spectral method converges numerically for all examples. The
periodization of the integro-differential equation along with the use of the fast
Fourier transform helps significantly improve computational time and accuracy
since we can avoid direct computation of the a-quasiperiodic Green’s function.

7. The inverse problem

We consider the inverse problem of reconstructing the geometry of periodic
scattering objects using data generated by solving the direct problem. For s > h,
let

Ty, = (=7, m)? x {£s}
be the set where data is measured. Moreover, we consider two incident electric
fields E7*(x) which are a-quasiperiodic plane waves of the form

Ezj:t (X) _ qei(oélfrl +agrotBrs)
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10
30 40 50 60 70 80 90 100

N

(A) Periodic structure (9 periods) (B) Relative errors of u at (0,0, 1.5)

FIGURE 3. Solving the direct scattering problem for a flat strip

where 8 = \/k? —a? — a3 and q € R? is the polarization vector satisfying q -
[ozl (o B] T = 0. Note that this choice of the polarization vector q is appropriate
according to 2.6, in fact, it is proportional to s x d when s = q x d. These two
incident fields can be understood as one propagating upward and one propagating
downward.

Inverse problem. Given the scattered electric field uy(x) for x € T'y =
Iy sUT_g corresponding to Ei*(x), respectively. Determine the geometry D of the
scattering object.

7.1. The imaging functional. For p € R?, z € Q, and p > 0, define

/ u, (x) - pG(x, z) ds(x)
Iy

p
+

(7.1)  I(z) =

/ u_(x) - pG(x,2z) ds(x)
Ts

The definition of Z(z) as in (7.1) is inspired by that of the orthogonality sam-
pling method solving the inverse scattering problem for bi-anisotropic bounded
objects in [23]. Based on our numerical experiments, Z(z) also behaves as an imag-
ing functional for the inverse problem in this paper, meaning it attains large values
when z € D and is close to 0 when z ¢ D. Therefore, we use it as a tool to solve
the inverse problem numerically. The analysis of the imaging functional will be
addressed in the future.

7.2. Numerical results. We use the same set of parameters as in the nu-
merical study for the direct problem, which means h =1, k = 37/2, ay = s = 0,
B = k. The two incident waves are

1
Ei'(x) = |1] eFikes,
0
The scattered electric fields are measured on I'yy 5 = (—m,7)? x {£1.5}, each

contains 32 x 32 points of measurement. The sampling domain (—m,7)? x (—=1,1) is
uniformly partitioned into a 64 x 64 x 64 grid. The direct problem is solved on the
same domain but with grid density 32 x 32 x 32. We also added 50% of artificial
noise to the data obtained from the direct solver.
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We used a discretized version of the imaging functional Z(z) for the reconstruc-

tion
32 32
Zzu+ $1,I2,+15) pG(($1,$2,+15) ) +
Ji=1j2=1
32 32 o o P
+ Z Z uy (27!, 22?2, -1.5) - pG <(m{17x;2, —1.5),z) +
Jj1=1j2=1
32 32
Z Zu (22", 2, 4+1.5) - pG ((1’1 ,x, +1.5), ) +
ji=1ja=1
P
+ZZ“ IlaxQ,_15) pG((l1ax2’_15) ) )
Jj1=172=1

where p = [1 1 1]T and the exponent p = 4. We then normalized the values
of Z(z) by dividing it by the largest value over all z € Qy,, thus we ignored all
the constant factors in its discretization including the grid step size. We consider
two periodic scattering media. The first is a medium consisting of a small smooth
sphere in each period identical to that in the direct problem. Cross-sections of the
true and reconstructed geometries are shown in Figure 4.

(¢) True geometry at {x2 = 0} (D) Reconstruction at {z2 = 0}

FIGURE 4. Reconstruction of a small sphere (in one period) using
two incident fields.
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For this small smooth object, the imaging functional was able to give a good
reconstruction even though we only used two incident waves. The second medium
consists of a non-smooth ring-like object in each period. Each ring is in fact a
relatively thin hollow cylinder with small height. The geometry is given by

D={xecQ,:08 <a?+a3 <1,|r3| <0.1}.
For x € D, the material parameters are
er(x) = I +diag{0.2,0.4,0.1},
pt(x) = I + diag {0.3,0.1,0.2} ,
¢(x) = diag {0.01,0.02,0.05)},

Forx € Q,\ D, &, = pu;! = I and £ = 0. The true and reconstructed cross-sections
are shown in Figure 5.

(A) True geometry at {x3 = 0} (B) Reconstruction at {z3 = 0}

1 1

0.5 0.5

-05 -0.5

&
N
o
N
w
&
)
o
N
w

(¢) True geometry at {zz =0} (D) Reconstruction at at {z2 = 0}

FIGURE 5. Reconstruction of a ring (in one period) with two in-
cident fields.

This ring is an interesting object but challenging to reconstruct when there are
only a small number of incident waves used. Regardless, the imaging functional
gives us some decent information about the shape of the ring, especially in the
{z3 = 0} cross-section.

The reconstruction method using Z(z) is viable for reconstructing relatively
small and thin objects when data is provided for two incident waves. The most
promising aspects of the method are its simple implementation and stability. In its
discretized form, calculating the imaging functional consists of only dot products
and summations. As for stability, it can deal with very high levels of noise compared
to some other methods, as we can see from the above examples.
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