2211.13066v1 [cond-mat.mtrl-sci] 23 Nov 2022

arxiv

The Mixing Thermodynamics and Local Structure of High-entropy Alloys from
Randomly Sampled Ordered Configurations

Andrew Novick, Eric Toberer, and Vladan Stevanovi¢*
Colorado School of Mines

Quan Nguyen and Roman Garnett

Washington University in St.

Louis

(Dated: November 24, 2022)

A general method is presented for modeling high entropy alloys as ensembles of randomly sam-
pled, ordered configurations on a given lattice. Statistical mechanics is applied post hoc to derive
the ensemble properties as a function of composition and temperature, including the free energy of
mixing and local structure. Random sampling is employed to address the high computational costs
needed to model alloys with a large number of components. Doing so also provides rigorous con-
vergence criteria, including the quantification of noise due to random sampling, and an estimation
of the number of additional samples required to lower this noise to the needed/desired levels. This
method is well-suited for a variety of cases: i) high entropy alloys, where standard lattice models
are costly; ii) “medium” entropy alloys, where both the entropy and enthalpy play significant roles;
and iii) alloys with residual short-range order. Binary to 5-component alloys of the group-IV chalco-
genides are used as case examples, for which the predicted miscibility shows excellent agreement

with experiment.

I. INTRODUCTION

From a materials design perspective, alloying provides
a continuous composition space over which multiple con-
flicting properties can be simultaneously optimized. This
flexibility has allowed for semiconducting alloys to have a
wide variety of applications, including use in LEDs, solar
cells, batteries, and thermoelectric generators [1-4]. In-
creasingly, this desire for multi-property optimization en-
courages the exploration of high-entropy alloys [5]. The
complexity of these chemical spaces necessitates compu-
tational guidance with respect to alloy stability, local and
long-range structure, and material properties. For alloys
with fewer components, ab-initio methods such as Spe-
cial Quasi-random Structures, Cluster Expansion, and
the Independent Cell Approximation are effective in guid-
ing experimental efforts [6-9]. Each of these approaches
faces significant challenges when moving to higher dimen-
sions; this work presents how the Independent Cell Ap-
proximation can be modified to efficiently explore high-
dimensional alloys.

The Special Quasi-random Structure (SQS) approach
uses a single supercell whose atomic arrangement is opti-
mized to emulate a fully disordered (random) alloy struc-
ture within the constraints of periodic boundary condi-
tions [6]. Alloying on both sub-lattices of an ionic sys-
tem can result in short-range order due to the diversity
of constituent atom sizes and interactions; as such the
complete disorder approximation of SQS overestimates
the enthalpy of mixing [1, 10]. Further, no information
on entropy is provided—the analytic approach associated
with SQS overestimates entropy by assuming a fully ran-

* vstevano@mines.edu

dom alloy [5], disregarding any possibility for correlated
disorder or short-range order [11, 12].

Despite these stability challenges, the use of a single
supercell allows for the full suite of plane-wave based
DFT methods to predict material properties. However,
the extremely large supercells required for complex alloys
quickly become computationally costly since DFT scales
with the number of atoms as O(N?).

Unlike SQS, Cluster Expansion (CE) does not assume
complete disorder; instead, a model Hamiltonian is fit
with a series of total-energy calculations on a number
of small supercells of varying configurations and compo-
sitions. An accurate model Hamiltonian is a powerful
tool-with it, the calculation of arbitrarily large super-
cells of varying configurations becomes almost effortless.
Coupled with Monte Carlo, a model Hamiltonian can be
used to predict the order-disorder behavior across the
modeled alloy composition space, all as a function of
synthesis-temperature [13-15]. This is particularly use-
ful for studying systems with short-range order. Still, the
number of interaction parameters required to fit a clus-
ter expansion grows with the number of alloyed elements,
necessitating more calculations. The large number of cal-
culations makes the method costly—and even prohibitive—
for high entropy spaces. Furthermore, the model Hamil-
tonian does not provide predictions on the overall struc-
ture of the alloy. In the field of semiconducting alloys,
the extended strain fields and distortions arising from al-
loying are important for the ways in which they affect
transport properties and band dispersions [16-19].

Within the independent cell approximation (ICA), the
material is modeled as an ensemble of ordered configura-
tional states, as illustrated in Fig. 1 [8, 9, 20]. Specifically,
calculations are first run on multiple supercells of varying
configurations at or near a single composition. The prob-
ability of each configurational state is then calculated
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FIG. 1.  Alloys are represented as an ensemble of config-
urational states within the Independent Cell Approximation.
Post hoc application of statistical mechanics then predicts the
alloy’s local structure, thermodynamic stability and material
properties.

using statistical mechanics. Finally, the material prop-
erties are calculated by taking the weighted average over
the configurations. In contrast to CE, no model Hamil-
tonian is fit; the ensemble properties are derived directly
from the cells within the ensemble. By avoiding the rigid
lattice assumed by CE, the resulting ensemble averages
can describe local structural distortions arising from dis-
order (e.g., deviations in bond lengths, bond angles, and
local volumes). The ICA has been successfully used in a
variety of applications: alloying [8, 20-23], composition
disorder [9], spin disorder [24], metastable polymorphs
[25-27], and glasses [28, 29].

In the context of alloys, there has been considerable
diversity in how ICA is implemented. Key differences
have involved supercell size, sampling of the configura-
tional space, and the treatment of configurational en-
tropy. An early example of ICA by Jiang et al. sought
to replicate large SQS of inverse spinels with relatively
few smaller supercells; the contributions of these super-
cells were weighed such that the correlation function of
the ensemble resembled a fully random alloy [8]. Using
just two 28-atom supercells was sufficient to determine an
ensemble energy that agreed with both a 168-atom SQS
and a cluster expansion (with a cross validation error of
3.4 meV /formula unit) . By focusing on matching a large
SQS cell, this embodiment of ICA is not able to interro-
gate the temperature dependence of local structure and
properties.

In addition to reproducing SQS results, ICA also
has the capability of measuring configurational entropy.
Leder et al. fit various ICA configurations to a clus-
ter expansion in order to estimate the solubility as a
function of temperature [21]; however, cluster expan-
sion in high entropy spaces is computationally expen-
sive. Sarker et al. developed an approximation for the
configurational entropy that directly uses ICA results
termed the “entropy forming ability” (EFA). This met-
ric is based on the spread of the supercell energies. In
this work, the metric is applied to 56 high entropy car-
bides (V.2Wg.2X0.2Y0.2Z0.2C); experimental formation
of homogeneous alloys was found to correlate with EFA
magnitude, regardless of the enthalpy of mixing. As these
carbides all have the same configurational entropy in the

high-temperature limit, this work highlights the impor-
tance of considering the configurational entropy at finite
temperatures.

This paper addresses opportunities for improving the
ICA, with a focus on (i) quantitatively determining con-
figurational entropy, and thus, the free energy convex
hull; (i¢) accurately modeling local structural distortions;
and (4i7) exploring high-dimensional chemical spaces. In
all cases, this is made computationally tractable by ran-
domly sampling a portion of the configurational space,
thus allowing for the use of larger, more disordered su-
percells within a first-principles framework.

First, PbSeg.5Tep.5 and PbSy.5Teqg. 5 are used as a way
of illustrating the methodology. These compositions are
chosen because they have sufficiently few configurations.
Therefore, ensemble statistics can be derived from com-
pletely sampling all possible configurations for a given
supercell size. Convergence tests are then run to deter-
mine the necessary supercell size and number of configu-
rations needed to capture the configurational thermody-
namics and local structure of these IV-VI alloys. With
complete sampling as a benchmark, random sampling is
then conducted on the same systems with far less com-
putational cost and little added uncertainty. The un-
certainty due to random sampling is then derived by
using the Central Limit Theorem [30, 31] in order to
quantify the robustness of the result. With a rational
approach to random sampling in hand, this case exam-
ple is extended to the pseudo-ternary, PbS;Se,Tei_,_y.
The temperature-dependent phase diagram is calculated
and matches well with experiment. Finally, the computa-
tional tractability of this method in high-entropy spaces
is illustrated through the exploration of the quintary,
(Pb1_5Gey)(TeySe.S1—y—2).

II. METHODS

An overview of the presented method is shown in
Fig. 2. First, the initial conditions are established. Al-
loy configurations are then randomly sampled from the
set of total of configurations. Total-energy calculations
are run on the configurations, plus the additional calcu-
lations that are needed to compute the properties of in-
terest. Then, the temperature-dependent probabilities of
these configurations are determined using statistical me-
chanics. The ensemble properties are derived from the
probabilities of the configurations and their properties.
For the property of interest, the uncertainty in the pre-
diction is estimated using the Central Limit Theorem. If
the uncertainty is above the specified convergence crite-
ria, the Central Limit Theorem is used to determine the
number of additional configurations that are needed. Fi-
nally, these calculations are conducted, and the ensemble
property is reevaluated.
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FIG. 2. The methodology developed herein begins with specifying the initial conditions; random configurations are then gen-
erated within those constraints. The AH,,i; ; and the temperature-dependent probability of each configuration are calculated.
The properties of interest are then determined using ensemble averaging. Additionally, AGy,:, is calculated to determine
stability with respect to the free energy convex hull. The central limit theorem is then applied to estimate the uncertainty in
the predictions (og) and the number of new configurations that may be needed to further reduce the uncertainty below the

convergenve criteria, Omaz-

A. Configuration Sampling

As referenced in the first panel of Fig. 2, the desired
composition, structure-type, supercell size, and number
of initial configurations are specified. The convergence
property and criteria need to be specified as well, but we
will discuss this in IT C. For a given supercell size, a num-
ber of symmetry-inequivalent supercells are constructed.
This is done by using the algorithm developed by Hart
and Forcade [32], which produces Hermite Normal Form
transformation matrices that correspond to symmetry-
inequivalent supercells. A complete list of possible dec-
orations is then built for each supercell. Here, a con-
figuration is defined as the pairing of a supercell and a
decoration. The size of the complete set of configura-
tions is simply the product of the number of supercells
and decorations. A randomly chosen configuration is one
that is sampled from this set.

All transformation matrices used provide symmetry in-
equivalent supercells, but once decorations are applied,
some configurations will be symmetrically equivalent.
Both translational and rotationally symmetric configura-
tions are included in the ensemble. They are interpreted
to be degenerate, and thus should be counted within the
ensemble, as is done elsewhere [20]. Finally, the cho-
sen configurations are subjected to full structural relax-
ations, which was done using VASP [33]. The generation
of configurations was executed in Python using the Py-
lada software [34]. The numerical approaches used this
work are described in detail in Section IID.

B. Probability Distribution and Ensemble
Properties

The first step is to calculate the partition function, Z:
n

Z=2 e B, 1)
i

where 7 is the configuration index, n is the total num-
ber of configurations sampled, F; is the total energy per
formula unit of a given configuration, kg is Boltzman’s
constant and T is the absolute temperature. The ensem-
ble probability of the ith configuration, P; is

efEi/kBT

P, = — (2)
Tllustrated in Fig. 3 are the ensemble probabilities of
50 configurations of PbSegsTeps. The probability of
the ground state configuration approaches unity as tem-
perature decreases, while in the high-temperature limit,
the probability of each configuration asymptotes to n=L.
Generally, the ensemble average of a property, X,, is
given by taking the weighted average over m configura-
tions,

X = En: PiX;. (3)

Depending on the property, ensemble averaging may re-
quire more nuanced averaging—for example, the ensemble
radial distribution function in [28].

Importantly, when the entropy or free energy of mixing
are mentioned, they refer to the configurational free en-
ergy and entropy. Vibrational degrees of freedom are not
considered here. As Esters et al. show, vibrational en-
tropy should be considered when the parent compounds



have different nearest neighbor environments from the re-
sulting alloy [35]. This is not the case in our work, since
we consider rocksalt alloys and parent compounds that
are either rocksalt, or distorted versions of rocksalt. The
exclusion of the vibrational degrees of freedom may affect
the accuracy of the mixing temperatures.

The configurational free energy of mixing, AG ., can
be calculated from the partition function in a standard
way:

K
AGiz = —kpTIn(Z) =Y | Ejx;. (4)
J

This is value will need to be adjusted once the AS,,,;, cor-
rection is applied. In this work, we will be referring to
pure constituents that make up the alloy as parent com-
pounds, but the framework presented here would also
apply if only elements were being alloyed. Here, j counts
over parent compounds of the alloy, x; is the fraction of
the alloy made up by that parent, and F; is the total
energy of the parent. Finally, K is the number of par-
ents that comprise the alloy. The enthalpy of mixing,
AH,piz 4, for configuration i, is defined in the following
equation:

K
(B4 pV) = (B + V). ()

AHmim,i =

Here, p is the pressure and V; and V; are the volumes
per formula unit. All results presented here correspond
to the low pressure (p & 0) case for which internal energy
and enthalpy are equal, as are the Helmholts and Gibbs
free energies. The formalism can easily be extended to
elevated pressures by computing the equations of state,
E(V), for both the randomly sampled configuration and
their parent compounds.

AH,,;, for the ensemble is then defined by ensemble
averaging over all AH,,;; ;. Next, the entropy of mix-
ing, Siniz, can be calculated from the ensemble averaged
enthalpy of mixing AH,,;, and the free energy of mixing:

AHypio(T) — AGin(T)
- . (6)

AS iz, AGmiz, and to a lesser extent, AH,,;., are de-
pendent on the number of configurations sampled. Ran-
dom sampling approximates well the distribution of en-
ergies, and hence, its ensemble average. Thus, AH ;s
will remain relatively constant after convergence with re-
spect to the number of configurations has been achieved.
However, AS,,;z, and consequently AG,,;., will change
because the partition function increases monotonically
with the number of configurations.

To remove the dependency of AS,,;, on the number of
randomly sampled configurations, a scaling factor is ap-
plied to AS,,,;, so that it always asymptotes to the config-
urational entropy in the high-temperature limit, which is
analytically known. This value, which we will call AS,,
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FIG. 3. Within a given ensemble, the variation in AH iz,
leads to significant temperature evolution of the probabil-
ity for each configuration. In the high-temperature limit,
the probabilities converge to n~'. Here, an ensemble of 50
PbSeo.5Teo.5 configurations is considered, with each configu-
ration represented by a line colored by its AHpiz,i.

can be calculated using the standard formula for the con-
figurational entropy of fully random alloys:

ASs = —kp Z ziln(z;), (7)

where 7 is a parent compound of the alloy and z; is its
alloy fraction. A scaling factor, d, is defined as:

ASs
AS iz (T — 00)

In this work, T = 2,000 K is sufficiently high such that
the entropy has asymptoted. This temperature was cho-
sen based on the inspection of the systems present in
this paper, but it may need to be reconsidered for other
systems. The scaling factor is then applied to the en-
tire ASyi curve. From there, the free energy of mixing
can then be recalculated using this scaled final entropy
of mixing.

—d. 8)

C. The Central Limit Theorem and Supercell Size

When faced with an overwhelmingly large configura-
tional space, random sampling is one approach to ren-
der the number of calculations tractable. Random sam-
pling can be viewed as an acceptable approximation un-
der the following condition. For a property of interest, X,
the ensemble average derived from n randomly sampled
configurations, X, is in agreement with the ensemble
average of the total distribution of configurations, Xy
(i.e. X, = Xior). In practice, however, X, will not be
available. Therefore, an alternative method for verifying
random sampling is required.

The Central Limit Theorem (CLT) offers one such path
[30, 31]. Tt states that if the above random sampling pro-
cedure were repeated infinitely many times, the resulting
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FIG. 4. To illustrate the CLT, we start with the composition PbSeq.5Teq.5 and highlight in (a) that the distribution of AH,,

values for any given n forms a Gaussian centered around the true value, AHyot.
Oaf,n, decreases with increasing n. Each Gaussian arises from calculatmg AH, of 10,000 ensembles.

The standard deviation of each Gaussian,
Each point in (b) is

determined by taking the standard deviation in AH from 10,000 ensembles, including the Gaussians in (a). In (b), this decrease
in oA f,, can be modeled using the central limit theorem (black line). By s1mply knowing the ensemble size and oam,tot, Cam,n
can be determined. The procedure is repeated for PbSg.5Teg.5 to illustrate the importance of chemical composition. Since
OH,tot i larger, PbSo.5Teo. 5 requires more configurations to reach the same level of uncertainty.

distribution of X'n values would have three main charac-
teristics. It would be i) approximately a Gaussian distri-
bution that is ii) centered around the true mean, Xy,
and iii) the distribution would have a standard deviation
ofog n Critically, o ¢ . 18 the uncertainty in our X, pre-
diction due to random sampling. Evaluating 0% , Will be
crucial for justifying the random sampling 1mpiemented
in this work.

In a simpler form, the CLT applies for sampling from
the true distribution. In our case, we are sampling con-
figurations randomly from a uniform distribution, and
thus, the simpler form of the CLT applies for when all
configuration probabilities are equal. This happens in the
high-temperature limit. The uncertainty in the ensemble
averages are thus for the high-temperature limit.

The CLT allows us to do this; in the limit as n — oo,
the CLT states:

X tot
e (9)

For finite n, eq. (9) is an approximation. However, the
left side of eq. (9) asymptotes to the right side for fairly
small n. Often, an n of 30 is deemed sufficient such that
eq. (9) holds [36, 37]. As will be shown in Fig. 4, our
numerical simulations for the systems in this work are in
general agreement; we illustrate that using an n >= 20
results in X distributions that are approximately Gaus-
sian with standard deviations that agree with eq. (9).

We will now be moving on to the second approxima-
tion within the CLT. Given a particular ensemble of n
randomly chosen configurations where property X has
been calculated for each configuration, the resulting dis-
tribution of X values has a standard deviation of oy ;.

0X7n =

When n is sufficiently large, ox ,, is approximately equal
to o x tot, as will be shown in the Results. One can then
make the following approximation:

OX,n =~ 0X tot- (10)
In this way, the uncertainty of X can be estimated from
one sufficiently large ensemble of configurations.

In practice, a modestly large ensemble of initial size
N, is built and the above approximation is made. If the
uncertainty in X is larger than desired, one can rear-
range eq. (9) using the desired o, and OX n, tO esti-
mate the additional calculations needed to achieve the
desired uncertainty. After the additional calculations are
completed, one can reassess the uncertainty using eq. (9).
Overall, the described approach efficiently establishes X
within the desired uncertainty, while keeping the number
of calculations to a minimum.

In applying the CLT to the independent cell approx-
imation, we will need to determine an appropriate n,
that is sufficiently large to estimate ox +o+ while remain-
ing computationally efficient. In practice, one needs to
perform a proper convergence test to find a suitable n,.
In our work, we determine the appropriate n, in a differ-
ent way by using an exhaustive enumeration of all con-
figurations, which is done to illustrate the methodology
and compare our findings with exact results.

A significant portion of the Results will be centered
around the thermodynamics of mixing. We therefore
chose to illustrate CLT with AH,,;,. Here we use the
high-temperature limit of AH, ;0 (AH i (T — 00) =
Aﬁ), such that AH is the simple average of AHpiz,i
across all sampled configurations. We use the AHp;z ;



of all ~37,000 24-atom configurations of PbSeq 5Teq 5 to
make our total distribution. From the total distribution,
10,000 different ensembles of n configurations are ran-
domly generated and the corresponding 10,000 AH,, val-
ues are calculated. Furthermore, as shown in eq. (9), the
standard deviation in the distribution of the 10,000 AH,,,
Oaf.n, changes as a function of n. To illustrate this ef-
fect, we performed the above procedure, building 10,000
ensembles for various n, ranging from 20 to 300. Al-
though we use the high-temperature limit for simplicity
of illustration, the CLT can be applied for any tempera-
ture; the standard deviation must reflect that not all con-
figurations have equal probabilities. As spoken about in
the Discussion, doing so requires further caution around
sampling.

Fig. 4a shows the associated distributions of AH,, val-
ues for various n. All of the distributions form an ap-
proximate Gaussian, as expected from the CLT. If the
number of ensembles were infinite instead of 10,000, the
distributions would truly be Gaussians. As n increases
from 20 samples per ensemble to 300, it is apparent that
oaf,n decreases. In other words, if one were to randomly
sample 20 configurations of PbSeq 5Teg 5, there is a large
range of probable AHyy values that could occur, while
sampling 200 configurations would significantly narrow
this range.

Fig. 4b further illustrates how the size of n reduces
uncertainty in the calculation of AH,. The standard
deviation of each Gaussian, o ,,, in panel a is plotted,
as well as for many other n that were not shown in panel
a. For comparison, the same procedure was repeated for
PbSp.5Teg.5, which has a larger oam,it- The two lines
plotted in Fig. 4b are generated from eq. (9).

Composition affects uncertainty as well. The un-
certainty in AH is smaller for PbSegsTeps than
PbSg.5Teg 5, reflecting the wider distribution of config-
urations in the latter. For a given uncertainty criteria,
PbSg.5Tep.5 requires more samples. However, for AH
in the studied systems, the uncertainty is kept below 3
meV/f.u. across the entire composition space using just
50-55 configurations. We employ the CLT throughout
the work. In Fig. 6, we will return to the CLT and il-
lustrate that o, = 04, is a reasonable approximation to
make within the context of our method.

Supercell Size. Using a sufficiently large supercell
size is crucial for calculating the ensemble properties of
an alloy. The ensemble statistics can widely vary de-
pending on the supercell size chosen, as will be shown
in Fig. 7. The following procedure was adopted for de-
termining the appropriate supercell size. First, evaluate
the properties of interest using an SQS for the specified
structure-type and composition. It is important to make
sure the SQS properly sized as well. Second, for the same
composition and structure-type, run a series of randomly
sampled configurations. Using the CLT, iteratively add
samples until the high-temperature ensemble average re-
sult is sufficiently converged. This high-temperature en-
semble average should match up well with SQS. If it does

not, then repeat the same procedure with configurations
of a larger supercell size until the high-temperature en-
semble average and the SQS values are within the needed
uncertainty.

D. Computational Details

Structural relaxations and total energy calculations are
conducted within VASP [33], using the PBE functional
[38] within the projector-augmented wave method [39].
All structural degrees of freedom were allowed to be op-
timized within the structural relaxation (ie. volume, cell-
shape, atom positions). A planewave cutoff of 340 eV and
a gamma-centered k-point mesh are used such that the
energy is converged to within 3 meV /atom.

We use the AFLOW-POCC method [20] for conduct-
ing complete sampling for PbSeq 5Teg 5 and PbSy 5Teq 5.
The SQS structure was generated using Monte Carlo SQS
(mcsgs) within the ATAT framework [40]. Clusters were
randomized up to the sixth nearest neighbors for pairwise
interactions, and first nearest neighbors for three-wise
interactions. The bulk modulus was calculated by fit-
ting the Birch—-Murnaghan equation of state. For a given
structure, this involved generating multiple volumes near
the minimum volume of the structure and calculating
the energy of those volumetrically scaled structrues. The
equation of state was then fit from those total energy
calculations.[41, 42]. The ensemble bulk modulus was
calculated by taking the Reuss average over all config-
urations. The reuss average was used since it assumes
that all configurations are under equivalent stress [43].
For PbSeg5Teq. 5, the bulk modulus was calculated for
all configurations with supercell sizes up to 20 atoms.
For 24-atom supercells, the bulk modulus was calculated
for 200 randomly sampled configurations instead of all
1107 non-degenerate configurations in order to keep the
test computationally affordable.

Determining the coordination number of an atom in-
herently requires making a somewhat arbitrary decision
about what atoms are considered to be nearest neighbors.
Our method is the following: for a given atom, we find
the closest neighboring atom, set that as our base bond
length, and only include other atoms into the first shell
of coordination if their distance from the central atom
is within 20% of the base bond length. We find that a
tolerance of 20% helps to capture distorted bonding envi-
ronments while excluding the second coordination shell.

III. RESULTS

We will be working through multiple case examples
to validate this method and illustrate its various ap-
plications. To start, we will study a single composi-
tion, PbSeg;Teq 5, before moving on to the complete
PbSe;_,Te, pseudo-binary where we will derive the
free energy of mixing across the composition space, all
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FIG. 5. The distribution of AHpiz,; is shown in the left
panel, made from an ensemble of 50 PbSep 5Teg 5 configu-
rations. AHso denotes the average AHpiz,i and AHpmin
shows the ground state configuration. In the right panel,
the ensemble AH,,;, approaches AHso as the temperature
increases. The entropic contributions (T'ASmiz) and the re-
sulting free energy AGp,i, are also shown. For temperatures
where AG i is below zero, the alloy is stable against decom-
position to its parent compounds (i.e., PbSe and PbTe).

as a function of temperature. Subsequently, the Pb-
chalcogenide pseudo-ternary (PbSi_,_,Se;Te,) will be
explored to show broader trends and the use of the free
energy convex hull as it compares to experiment. Finally,
a high-entropy system, (Pbi_,Ge,)(Tey,Se.S1—y—.), will
be studied.

A. Pbseo,5Te(),5

For the single composition PbSeq 5 Teg 5, we will be fo-
cusing primarily on the thermodynamics of mixing. To
show that the results are sufficiently converged with re-
spect to random sampling, the Central Limit Theorem
(CLT) will be used. We take this opportunity to illus-
trate the main assumptions of the CLT within the context
of this method. Next, the supercell size necessary to cap-
ture acruately the thermodynamics of mixing needs to be
determined; we thus calculate the high-temperature en-
semble averages for varying supercell sizes and compare
them to the SQS value. Finally, we briefly illustrate the
dependence of ensemble supercell size on the bulk mod-
ulus. This is done to illustrate the importance of moving
to larger supercells when considering ensemble properties
beyond thermodynamics.

Thermodynamics of Mixing. The thermodynam-
ics of mixing for PbSeg 5Teq 5 was calculated according
to the equations in section IIB. In Fig. 5, the Ther-
modynamic Density of States (TDOS) in the left panel
shows the distribution of states resulting from 50 ran-
domly sampled configurations. The resulting ensemble

AH e, ASmiz, and AG,,;, are shown in the right panel.
At 0K, AH,,;; is equal to the ground state configu-
ration at that composition. As the synthesis tempera-
ture increases, AH,,;, rises, approaching the average of
the TDOS. The AS,,;, is convex at low temperatures,
and in this particular system, it asymptotes to its high-
temperature limit above 50K, resulting in an ostensibly
linear TAS,,;, curve. The AG,,;; becomes negative at
~ 550K, and thus will not decompose into its parent
compounds after that temperature. However, a negative
AG i does not necessarily imply that the composition
will be stable. Later sections will show the importance of
using the free energy convex hull in determining stability.

Determining Sufficient n, for CLT. As stated in
the Methods, a convergence test must be conducted in
order to show that the number of randomly sampled con-
figurations in the initial ensemble, n,, is sufficiently large
to satisfy eq. (10). Here, we run a more advanced con-
vergence test by assembling statistics on oa g, values on
10,000 unique ensembles of PbSeq 5Teq 5 and PbSg 5Teq 5.

Fig. 6 assesses how an,, changes with increasing en-
semble size and compares this result to o tor, derived
from all configurations within the complete distribution.
As n increases, dam,, quickly asymptotes to oam tot-
The error bars represent one standard deviation from
OaH,n- Further, the error bars shrink, corresponding to a
decrease in the uncertainty of oa g, for a given ensemble.
For n of 50 configurations and above, the uncertainty in
the estimates of oam or are fairly small. As the uncer-
tainty decays, we can increasingly justify the assumption
of Eq. (10). To actually assess the uncertainty contri-
bution from making the approximation in Eq. (10), the
error bars in Fig. 6 can be divided by /n. For instance,
consider an n = 50 ensemble of PbSy 5Teg 5. On aver-
age, the og 50 value is 14 + 2 meV/f.u. Calculating the
uncertainty in AH using Eq. (9) and Eq. (10) results in
oam 50 = 2.0 £0.3 meV/fu. In this particular instance,
we are focused on determining the uncertainty in o g 50,
not its actual value. Having an uncertainty in o gz 50 of
0.3 due to Eq. (10) is insignificant and well within the
typical noise of thermodynamic calculations using DFT.
We thus conclude that, for our system and property of
interest, an initial ensemble size of 50 is sufficiently large
such that op ., &~ 0f tor- In the remainder of the results,
we will adopt an n, of 50 as a starting point for esti-
mating op , . As detailed in the methods, additional
configurations can then be added to the ensemble until
O, is within the desired uncertainty.

Supercell Size Convergence. To disentangle the ef-
fects of random sampling from supercell size dependence,
we ran our convergence tests by sampling all possible
configurations from 4 to 24-atom supercells. The results
were also compared to a large (128-atom) SQS of the
same composition. Since the SQS represents the ensem-
ble in the high-temperature limit, the SQS energy should
be equivalent to the mean energy of the thermodynamic
density of states, AH.

In Fig. 7, AH begins to converge with the SQS-128 re-
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FIG. 6. Given the complete ensemble, there is a standard
deviation in the values of AHpmiz (0m,t0t) denoted by the
horizontal grey dashed lines. With increasing ensemble size,
the mean standard deviation 6, rapidly approaches o tot-
However, the om,, of a single ensemble shows greater vari-
ation as denoted by the error bars, corresponding to + one
standard deviation from the mean. The small variation from
O H,tot highlights the accuracy of the approximation of Eq.
(10). The larger variation in o, for PbSo.5Teg.5 arises from
a broader distribution of AH,i, values in the complete en-
semble.

sult by 12 atoms per cell, with the difference decreasing
to below 6 meV/f.u. However, the distribution of ener-
gies does not converge until 20-24 atoms; here complete
sampling involves 200 and 1107 unique configurations, re-
spectively. This convergence can be seen in the thermo-
dynamic density of states and their respective standard
deviations. Only minor differences are found between
the 20 and 24 atom cells; the differences between the
mean energy and the SQS-128 are 3.3 and 3.5 meV/f.u.,
and the standard deviations are 8.1 and 8.3 meV/f.u.,
respectively. Convergence with respect to supercell size
and the SQS indicates that 20-atom supercells are suffi-
ciently large to incorporate the effects of configurational
disorder for this system. These results can be viewed in
terms of the CLT. If one were to build an ensemble of 50
randomly sampled configurations and calculated AHso,
one would have a 68 % of being within 1.17 meV /f.u. of
AHi,y, (grey shaded region in Fig. 7), and a 95 % chance
of being within 2.34 meV/f.u.

Since energy is not our only property of interest, we
converged the supercell size with respect to the bulk
modulus. We chose bulk modulus as a test case since it
is a medium-cost property that is dependent on atomic
structure. In Figure 7b, the 12-atom supercells are
not large enough to properly represent the softening in
PbTeg 55€e9.5 that comes from distortion. However, by 20
and 24 atoms, we see excellent correspondence between
the ensemble average and SQS, as well as the distribu-
tions between 20 and 24 atoms. Considering the distri-
bution for 24-atom cells, we see significant variation in B

and thus obtain a o5, of 5.4 GPa. From the CLT, to
achieve an uncertainty of less than 1 GPa in B, we would
require an ensemble with n = 30.

Local Structure. By ensemble averaging the struc-
ture of relaxed cells, we can explicitly calculate the effects
of configurational disorder on short-range structural dis-
order. From 50 randomly relaxed cells, there are 3,600
bonds and 7,200 bond angles, originating from a variety
of unique local atomic arrangements. The magnitude
of data allows for an in-depth statistical analysis of the
structure. Furthermore, unlike SQS, the ensemble struc-
ture can be calculated as a function of temperature.

At 10K, as shown in Fig. 8, the distributions of bond
lengths and bond angles have well-defined peaks. In fact,
the x-axis for the bond lengths had to be stretched to four
times that of 100 K and 1,000 K, just to fully include the
peaks. The narrowness of the peaks can be, in part, at-
tributed to the configurational probability distribution.
At such a low temperature, the four lowest energy con-
figurations make up 95% percent of the ensemble (as can
be seen in Fig. 3). The degree of structural disorder is
thus limited by the narrow range of structures present in
the ensemble.

Within the ensemble, Pb-Se bonds are closer to the
pure PbSe bond length (shown as a horizontal dashed
line), but they are slightly larger due to the presence of
Te. The reverse is true for Pb-Te bonds—they are shorter
than that of pure PbTe. If the Virtual Crystal Approx-
imation were invoked, and PbSeq 5Teq 5 were assumed
to be perfectly rocksalt, then its single, universal bond
length would be 3.19 A, derived from taking the average
for that of PbSe and PbTe. There is, however, a signifi-
cant gap between the two bond length distributions, and
ostensibly no amplitude at 3.19 A. The ensemble struc-
ture is thus locally distorting from the rocksalt structure,
so that the constituent bond lengths may more closely re-
semble the pure parent compounds. The same has been
observed experimentally in ZnSe;_,Te, [44] and theoret-
ically for PbSe;_,Te, [45]. The bond angle distributions
at 10 K are also relatively narrow. Angles that are made
up of exclusively Se anions are obtuse to accommodate
the larger Te atoms. For angles with Te as the only anion,
the angles are acute, and mixed anion angles are centered
around 90 degrees, which corresponds to the ideal rock-
salt structure.

As the temperature increases from 10K to 100K, the
probability of higher energy configurations increases as
well, resulting in a smearing of the bond length distribu-
tion. Interestingly, while the distribution of bond length
smears, the average Pb-Te and Pb-Se bond lengths re-
main constant (within 0.011 and 0.019 A, respectively).
Due to the smearing, there is now amplitude where there
was a gap, and there is a slight peak at 3.2 A that is
shared by both distributions, corresponding to the bond
length that would be derived from the Virtual Crys-
tal Approximation. The bond angles also significantly
smear, but the average still remains at 90 degrees, point-
ing to a local distortions and the structure being glob-
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(a) To assess the minimum required supercell size, we increase the supercell size for PbSeq.5Teo.5 until the distribution

converges and the AH;,; of the distribution (red) has come into agreement with the AH,,;, of a 128-atom SQS supercell
(blue). The convergence of the distributions can also be tracked via the ocam, ot values (grey). Here, each distribution is built
from complete sampling of PbSeg.5Teq 5 for a given supercell size. (b) The importance of using larger supercells is even more
visibly important for a material property like the bulk modulus. For supercell sizes of 12 and 16 atoms, the distributions are
significantly different from both the properly converged 20 and 24-atom distributions and the SQS-128.

ally rocksalt. For bond lengths at 1000 K, the peak at
3.2 A grows, and since there is both Pb-Se and Pb-Te
amplitude, it is roughly twice the size of the surround-
ing peaks. Thus, higher energy structures that adopt a
more VCA local structure (i.e. have bond lengths of 3.19
A) are being incorporated into the ensemble. The bond
angle distributions continue to smear moving from 100 K
to 1,000 K.

The same bond length analysis was repeated for the
complete set of all 37,000 configurations, and the result-
ing distributions are shown as grey dashed lines in Figure
8. At 10K, it can be seen that complete sampling has
narrower, larger peaks than random sampling. This is
to be expected. Random sampling, which samples from
a uniform distribution of configurations, will have dif-
ficulty approximating a highly nonuniform distribution
where the configurational probabilities vary widely, like
one that is seen at 10 K. Still, the derived probabilities of
the various configurations is sufficiently good to show the
gap in bond lengths at 10 K. The average bond lengths at
10K for Pb-Te and Pb-Se are 3.256A and 3.124 for com-
plete sampling and 3.255A, 3.128A for random, showing
overall good correspondence as well. Finally, at 100 K
and 1,000 K, where the probability distribution for con-
figurations is more uniform, random sampling, does an
excellent job of replicating the bond length distribution.

B. PbSe;_,Te, Pseudo-binary

The free energy calculations from Fig. 5 were extended
across the PbSe;_,Te, system. Fig. 9 plots the AG iz
for all thirteen compositions as a function of temperature.
The AG,,;, of every alloy decreases with temperature,

but this change is greater for compositions towards the
center since they have larger configurational entropies.
Thus, the AG,,;, curve goes from being concave to con-
vex as the temperature increases. At typical growth tem-
peratures of about 770-990 K, PbSe; _, Te, is fully misci-
ble experimentally [46-48]. The work by Liu et al. show
the temperature at which full miscibility occurs is be-
tween 573 and 773 K. Our results align with these experi-
mental results, showing that PbSe;_, Te, is fully miscible
at 600 K, below the typical experimental growth temper-
atures and within the range that Liu et al report. At
elevated temperatures, we find that there are some com-
positions where the AG,,;, curve is locally concave, but
this deviation from convexity is 1-2 meV/f.u., which is
within the uncertainty of random sampling. More specif-
ically, a composition is classified as being on the hull if
its AGmiz is within 2 X o5, of the free energy convex
hull.

We also studied the local structure across composi-
tions. In Fig. 10, the distribution of bond lengths is
shown across the PbSe;_, Te, pseudo-binary. All config-
urations are weighed equally in these distributions, cor-
responding to a high-temperature ensemble average. For
PbSey1/12Te1 12 the bond lengths are tightly clustered
around that of PbSe, but the bonds are slightly larger
due to the incorporation of the larger Te atom. The
amplitude at 3.2 A originates from Pb-Te bonds, as can
be seen in the supplementary. The reverse trend is true
for PbSe;/12Te11 /12, where the slight amplitude at 3.15
A comes from the Pb-Se bonds. For the compositions
towards the middle of the pseudo-binary, the bond dis-
tribution has an evidently larger spread. In part, this
can be explained by simply having more diversity in the
anions. If all Pb-Se and Pb-Te bonds were at a fixed
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FIG. 8. At low temperature, PbSeg.5Teo.5 has distinct Pb-Te
and Pb-Se bond lengths and strong clustering of bond angles.
The deviation from 90° even at low temperature for these
rocksalt structures highligths the internal strains present in
these alloys. With increasing temperature, the distribution
of bond lengths and angles broadens significantly. The x-axis
of the 10K panel has a scale that is four times larger than
the 100K and 1,000 K panels in order to accommodate the
large, narrow peaks. Here, the colored distributions are for a
random ensemble for 50 configurations and the dashed lines
show the complete sampling for bond lengths. Despite the low
number of configurations, these structures still involve 3,600
unique bonds and 7,200 angles.

length, then moving to the middle compositions would
still increase the spread of the distribution. However,
the spread also increases in the Pb-Se and Pb-Te bonds,
as can be seen in supplementary Fig. S1. The position
of the largest peak in the distribution shifts linearly as
a function of composition. The position of these peaks
corresponds to the Vegard’s derived bond length. The
use of Vegard’s law can still show the max peak of the
distribution, but more in-depth structural techniques like
this method are necessary for ascertaining the extent of
structural distortions.
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FIG. 9. The AGmiz of PbSei_,Te, gradually becomes more
concave with increasing temperature, reaching full convexity
at 620 K (within a tolerance of 205 ,,). Here, the alloy com-
positions are sampled at 1/12 increments.
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FIG. 10. Bond length distributions in PbSe;_;Te, smear as
we move towards x-values of 6/12, highlighting the increased
structural disorder in these alloys. The peak of each distribu-
tion corresponds well to Vegard’s law. All distributions are
shown in the high-temperature limit, and are generated from
50 configurations.

C. PbS.Se,Te;_,_, pseudo-ternary and the Free
energy convex hull

Extending this methodology from psuedobinaries to
pseudo-ternaries, we consider the PbS,Se,Tei_;,_, sys-
tem. The enthalpy of mixing (AH,,;.) at 600K across
this chemical space is shown in Fig. 11. Within the com-
position space, PbSg 5Teq 5 has the highest AH,,;,. This
can be explained by the two parent compounds having
the largest volume mismatch (AV = 16 A3/f.u.), which
has been shown to be a significant factor in determin-
ing miscibility [49, 50]. The AH,,;, across PbTe-PbSe is
lower due to the smaller size mismatch (11 A%/f.u.), and
PbSe-PbS has the lowest AH,,;,, corresponding to its
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FIG. 11. (a) The calculated enthalpy of mixing (AH,niz) for the PbS;Se,Te1_,_, space is shown. AHp, is particularly
high for PbS-PbTe-rich compositions. (b) The free energy above the convex hull (AGpu) finds that compositions rich in both
PbS and PbTe are at energies above the hull. They are thus subject to decomposition to PbS and PbTe alloys. Grey circles
denote being on the hull, and grey triangles signify being that the composition is on the hull within the uncertainty from
random sampling (ie. AGruu < 20am). The simulated results are corroborated by experimental findings, although there is a
temperature offset. Both AH,i, and AGhryuu were calculated at 600 K. The grey dashed line is an experimental result showing

the region of immiscibility at 773K [47].

lowest size mismatch (6 A%/f.u.). Adding Se to the PbS-
PbTe binary reduces the AH,,;,; one could rationalize
this as the Se diluting the unfavorable Te-S interactions.
The converse is also true: adding S to the PbSe-PbTe
compositions raises its energy by increasing the concen-
tration of S-Te interactions.

To determine which compositions of PbS,Se,Te;_,_,
are stable against decomposition, AG,,;, was calculated
for a temperature of 600 K, and a free energy convex hull
was subsequently built from those values. The energy
difference between the alloy and the free energy convex
hull at each point, AGpy, is shown in Fig. 11b. If a com-
position is on the hull, that is, the composition is stable
against phase separation, then AGp,; = 0. Hexagons
with grey dots in them are mathematically on the hull
(ie. AGpuu = 0), while hexagons with triangles are on
the hull within their uncertainty (ie. AGruy < 20amH)-
Some error is inherent in this approach as the hull is built
from discrete points rather than a continuously defined
AG,,i. function. We find that there is a wide two-phase
region along the PbS-PbTe pseudo-binary. This region
narrows as PbSe is added, both by decreasing the en-
thalpy and increasing the entropy. These predictions are
consistent with prior experimental literature; the dashed
line Fig. 11b reproduces the phase boundary at 773K
temperature from reference [47]. The offset of 100-200 K
between experiment and our approach is to be expected.
This is likely due to the presented approach ignoring vi-
brational degrees of freedom.

D. (Pbi_.Ge;)(TeySe.Si_,—.) High-entropy Space

We extend the Pb-chalcogenide pseudo-ternary to
the high-dimensional (Pbi_,Ge;)(Te,Se.S1_y_,) sys-

tem. Here we choose Ge for its small radius relative to
Pb, which is expected to result in significant regions of
immiscibility. For reference, the ionic radius of Ge is only
39% smaller than that of Pb when both have a sixfold
coordination and a +2 oxidation state [51]. Ge was addi-
tionally chosen as an intriguing expansion of the composi-
tion space due to the structural diversity found in the end
members (i.e. GeS, GeSe, GeTe). In their ground states,
GeS and GeSe are Pnma and GeTe is R3m [52-54]. Fi-
nally, Ge-based chalcogen alloys have shown intriguing
thermoelectric behavior [55-57].

In the study of the (Pbi_,Ge,;)(TeySe,S1_y—2) sys-
tem, an n, of 50 configurations with 24-atom supercells
was used for all 78 compositions. The standard deviation
in the AH,,;, for a given composition, o 59, remained
fairly consistent throughout the composition space. The
CLT was employed to calculate the uncertainties in the
AH,,;; using these o 50 values; only Pbg5GepsS and
GeTeq.2550.75 had an uncertainty higher than 3 meV/f.u.
Both compositions required only five more configurations
to get below the desired uncertainty.

The (Pbi_,Ge;)(Te,Se,S1_,_.) composition space
yields a pseudo-hexnary alloy represented by a trigo-
nal prism, bounded by two pseudo-ternaries and three
pseudo-quaternaries (Fig. 12a). Concerning the pseudo-
ternary faces, the PbS;Se,Te;_,_, face has been dis-
cussed in section IIIC. Fig. 12 shows different slices
through this composition space at two different temper-
atures.

As previously discussed, at T = 600K the pseudo-
ternary in Fig. 12b appears to be the most soluble
judging by the number of compositions that are on
the convex hull. The free energy of the opposite face,
GeS,SeyTeq_5—y, is shown in Fig. 12 at 600 K. Once
again, the GeS-GeTe alloys are more energetically costly
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temperature, the =0.5 compositions are not on the hull and the resulting tetrahedra of (a) span from =0 to =1 compositions.
(e-h) The lower row shows the results at 700 K. At this temperature, far more compositions are on the hull, including in the
interior of the prism (g), where many of the compositions exhibit significant entropy stabilization.

than the GeS-GeSe and GeSe-GeTe alloys. Experimental
phase stability measurements indicate extremely limited
solubility for GeS-GeTe [58]. There is also limited solubil-
ity for GeS-GeSe [59], despite GeS and GeSe having the
same crystal structure. Experimental studies of GeSe-
GeTe indicate a complete solid solution at temperatures
above 930 K and narrow ranges of immiscibility at low
temperature to account for changes in space group [60].
The symmetry-driven regions of immiscibility are fairly
narrow, and therefore are not found using the coarse com-
positional sampling presented here. There is fairly little
solubility reported for adding GeSe and GeS to GeTe,
with phase separation occurring at the dilute concentra-
tion of GeSo.05SeO,05Teo,9 [56]

The middle slice of the prism (Figure 12¢) is en-
tirely above the hull at 600 K. Despite these compo-
sitions having the highest entropy in the prism, they
are not on the free energy convex hull due to their
high AH,,;, and the presence of competing alloy com-
positions with low AG,,;,. Highlighting this com-
petition, 9 out of the 22 compositions in the mid-
dle slice have negative free energies, and thus would
not decompose into their parent compounds, but due
to competing alloy compositions, they are not on the
hull. For instance, Pbg5Geq.5S¢.335€9.33Teg.34 decom-
poses into GeSe0_25Teo,75, GeSe0_5Te0_5, PbSe045Soi5, and

PbSep.0550.75. The results would have been qualita-
tively different if a metric like the temperature of mix-
ing had been used since it only determines the tem-
perature at which AG,,;, is zero, thus assuming that
the parent compounds are the only competing compo-
sitions. We find that the presence of competing al-
loy compositions to be large, especially in high-entropy
spaces, underlying the need for a free energy convex
hull to determine solubility. The predicted tendency
to decompose to GeX- and PbX-rich pseudo-ternaries
is consistent with known Pby_,Ge,S, Pb;_,Ge,Se, and
Pb;_,Ge, Te pseudo-binaries [61-63]. At high tempera-
tures, Pby_,Ge; Te is known from experiments to become
miscible for a narrow temperature range before melting
(843-965 K) [63].

The interior of the prism shown in Figure 12a is com-
pletely filled with Alkemade tetrahedra. These four-
phase regions arise from determining the convex hull of
this three dimensional composition space. It is impor-
tant to note that because our calculations are limited to
single points in composition space, a single phase region
can only be represented as a series of adjacent, small,
multi-phase regions. This discrete sampling likewise pre-
cludes a complete determination of the phase diagram at
the current sampling density. However, even this limited
sampling provides predictions concerning phase stabil-



ity. Specifically, the (Pbg.5Geg.5)(Te,Se,S1_,_.) compo-
sitions that are above the hull indicate a concave region
in the interior of the prism. The edges of this concave re-
gion are not, however, well defined as there is likely some
mixed cation solubility in the single phase regions at the
top and bottom of the prism. Limited sampling does not
provide a lower bound on the energy of the hull, but it
does provide an upper bound; if a composition is found
to be above the hull, no amount of increased sampling
will push it onto the hull. Furthermore, if a composition
is found to be on the hull, increased sampling may result
in the discovery of a new low energy composition that
pushes previously found compositions off the hull.

Even with the low sampling density considered herein,
some preliminary insights into the free energy surface and
associated multi-phase regions can be inferred from Fig-
ure 12a. The presence of many Alkemade tetrahedra
connecting to a single point, as seen along the GeTe-
GeSe edge, suggests the presence of a nearby favorable
extrema (i.e., large positive Hessian) in the free energy
surface. These results are consistent with the experi-
mental results for the pseudo-binaries discussed above.
To our knowledge the interior of the prism has not been
experimentally studied.

Considering the 700K behavior of
Pby_,Ge,TeySe,S1_y_., we predict significant sta-
bilization of the interior (x = 0.5), as seen in Figure
12(e)). As expected, the lower entropy Ge and Pb
pseudo-ternaries show minimal increased stabilization
from the 100K increase in temperature. The resulting
grid is still coarsely sampled (i.e., x=0, 0.5, 1) and is
likely subject to qualitative changes in the resulting
phase diagram with increased density. Nevertheless, the
presented method allows for the efficient evaluation of
the free energy for many compositions.

To investigate the local structure in the high-
entropy alloy, Pbg.5Geg.550.335€0.33Tep.34, we con-
sider bond lengths trends (Fig. 13) with those
of the pseudo-ternaries GeSg.335€p.33Teg3s and
PbSg.335€e0.33Tep.34 and the parent compounds. Begin-
ning with PbSg.335€e.33Tep.34, the Pb-X bond lengths
are close to their parent bond lengths. However, the
mixture of anions yields an average lattice constant that
drives local strains. This strain is visible as the average
Pb-Te bond distance shrinks and Pb-S bonds grow such
that they are closer to the overall average bond length
(3.1 A). As this average bond length is close to that
of PbSe,the Pb-Se bonds do not significantly distort.
We also calculated the average coordination number of
the composition to be 5.9, indicating the presence of
structural deviations from the undistorted rocksalt with
a coordination of 6.

A qualitatively  similar  trends exist with
GeSp.335€p.33Teg.34; the Ge-Te bonds slightly shrink
and the other two bond types have to grow. However,
the average coordination number is 4.4, indicating a
significant distortion from rocksalt. This behavior can
be rationalized by examining the parent structure across
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FIG. 13.  Local distortion resulting in alloy bond lengths

deviating from their parent bond lengths. Further complica-
tios arise when mixing parent compounds with different struc-
tures. Average bond lengths, broken up by type, are shown
for various compositions. The bars denote the standard devi-
ation in the bond lengths for a given type and composition.
For reference, the parent bond lengths are included as well.

the Ge-chalcogenides. To start, we review structure and
polymorphism in the respective parent structures. Given
our algorithm for determining the first coordination
shell, GeTe in the R3m space group is found to be
six-fold coordinated, and thus the plotted point is the
average of its three short bonds (2.85 A) and three
long bonds (3.26 A). We note that the trend in bond
length for the Ge-X compounds is very consistent with
the Pb-X compounds if only the short Ge-Te bond is
considered in Fig. 13. This strong distortion can be
viewed through the lens of thermodynamics; namely,
the R3m structure is 34 meV /f.u. higher in energy than
the rocksalt polymorph. GeSe and GeS (Pnma) show
up as being three-fold coordinated and their rocksalt
polymorphs are 20 and 108 meV/f.u. Given the above
information about the three parents, it is reasonable
that even though the Ge atoms start out octahedrally
coordinated in GeSg.335eg.33Tep.34, they relax locally
such that their coordination number is significantly
reduced.

With this understanding of the Pb- and Ge-
based pseudo-ternary alloys, the behavior of
Pbo 5Geq.5S0.335€0.33Teg.34 can be rationalized. The
average coordination number is 4.3 within this alloy and
is these broken bonds are evenly distributed between
Ge and Pb; this is quite low given the nearly perfect
octahedral coordination found in PbSg 335eq.33Teq 34.
The average bond length in this compound is 3.0 A;
this leads to a shrinking of the Pb-S and Pb-Se bond
lengths. In contrast, the distribution of Pb-Te bond
lengths are relatively unaffected by the addition of Ge at
high concentrations. Considering the Ge-X bonds within
Pbo,5Geo,580,33860433T80,34, the addition of Pb is largely



inconsequential. The average coordination number is
4.2 and and the bond lengths are consistent with the
GeSg.335€0.33Teg 34 pseudoternary.

It is intriguing that despite the large structural
distortions away from the Pb-chalcogenide parents,
Pbo.5Geg.550.335€0.33Teg. 34 is on the free energy convex
hull at 700 K. The result is a testament to the magnitude
of stabilization that is possible from entropy, and the in-
teresting structures that entropy stabilization enable.

IV. DISCUSSION

Having demonstrated the utility of this method in a
variety of alloy spaces, here we review the strengths,
identify persistent challenges, and highlight opportuni-
ties for expanding upon the current work. Broadly, we
try to position this method in between two extremes for
simulating alloys—using a single large supercell like SQS,
and completely sampling small supercells, as has been
done with other implentations of the independent cell
approximation [20, 22]. Working within the independent
cell approximation allows for the evaluation of ensem-
ble properties as a function of synthesis temperature.
By employing random sampling, we are able to evalu-
ate larger, more disordered supercells in a computation-
ally efficient manner. Using these supercells allows for an
in-depth evaluation of the local structure, all as a func-
tion of synthesis temperature. Lastly, random sampling
provides the basis for effectively navigating the compu-
tational trade-offs between precision and computational
cost; from the Central Limit Theorem, we derive the rela-
tionship between precision and the number of additional
samples. Doing so allows for a judicious use of compu-
tational resources in exploring composition space. Fur-
thermore, having the ability to trade off between cost
and uncertainty can be leveraged in optimal experimen-
tal design [64] and Bayesian optimization methods [65].

Nevertheless, effective use of this method requires care.
It is important to be aware of polymorphism in alloys
and rare configurational ground states that might not
be found using limited random sampling. Furthermore,
any thermodynamic methodology will suffer from the fact
that there could be competing stoichiometries that push
compositions off the hull.

Polymorphism. In the efforts herein, the polymor-
phic competition for the parent binaries is between three
phases (rocksalt, R3m—a rhomboheral perturbation, and
the more significant Pnma distortion). Within DFT
relaxations, we have found continuous transitions be-
tween these structure-types and the ergodic hypothesis
is thus generally satisfied. However, caution must be
taken in initializing heterostructural alloys where the par-
ents have different ground state structures without con-
tinuous transitions between them (e.g., zincblende and
rocksalt). Here, relaxations in DFT may only capture
the local ground state structure-type and miss the global
ground state. Testing the sensitivity to starting lattice
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choice is, in these cases, critical. Further, post hoc group-
ing of the resulting structures based on space group and
local coordination is needed to avoid incorrectly assuming
ergodicity between all sampled structure-types [25, 26].
Another method for comparing free energies of various
structure-types is to start with amorphous structures
rather than known crystalline prototypes, and conduct
structural relaxations, as we have done in various other
works [25, 26]. This approach provides insight into the
basins of attraction for these polymorphs and makes no
assumptions about structure-type.

Sampling Limitations. In importance sampling, the
target probability distribution is not directly accessible;
in our case, this would be the probability of any spe-
cific configuration occurring. Instead, we randomly sam-
ple from a uniform distribution of configurations; in the
event that the true probability distribution is close to
random, then our method will converge with relatively
less samples than a highly non-uniform distribution [66].
In the high-temperature limit, the true probability dis-
tribution is uniform, and at the temperatures of interest
for our systems, the probability distribution is nearly uni-
form. As such, random sampling is an effective method
to assemble an ensemble. For systems equilibrated at low
temperature, or have strong ordering tendencies, a larger
number of samples will be required to accurately repre-
sent the distribution. Importantly, there are two sources
of error. The first is due to incompletely sampling from
a distribution of configurations, and the second is due
to sampling from an erroneous distribution. The Cen-
tral Limit Theorem allows for the evaluation of the first
source of error, but not the second. Thus, the Central
Limit Theorem may offer misleading guidance with re-
spect to convergence in this situation.

The challenge of highly non-uniform distributions can
be addressed in a multitude of ways. First, complete
sampling using small supercells can be used to partially
mitigate this risk. Second, Monte Carlo (MC) can be
used to sample from an approximate distribution that
more closely resembles the true distribution [13-15, 67].
MC inherently requires discarding a portion of the over-
all calculations, and thus requires a model Hamiltonian
to make the computational cost accessible. This sec-
ond point underlines how the independent supercell ap-
proach is not antithetical to model Hamiltonian-based
techniques; indeed, pairing these approaches would allow
for efficient sampling from highly non-uniform distribu-
tions.

V. CONCLUSION

Evaluating the stability and structure across high di-
mensional alloy space is fundamental to future high
throughput searches for high performing alloys. In this
work, we implemented the independent supercell ap-
proximation, allowing for the calculation of the ther-
modynamics and structure of disordered alloys. Ap-



plying this method to the (Pb,Ge)(S,Se,Te) composition
space and sub-spaces therein, we predicted phase dia-
grams consistent with prior experimental literature, and
make novel predictions concerning the local structure.
Consideration of the convex hull reveals that some high
entropy compositions (e.g. Pbg.5Geo.550.335€0.33Teq 34,
Pbo.5Geg.5S0.165€0.67Teg.17) are stable at high temper-
atures despite their highly distorted structure and large
AH,,;.. The presented method can also be extended
to ensemble properties, as initially demonstrated by the
consideration of the PbSeq 5Teq 5 bulk modulus.
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FIG. 1: Pb-Se bonds are shorter than the Vegard’s law bond length, while Pb-Te bond lengths are longer. The grey dashed
lines show the bond lengths of pure PbSe and PbTe. The Vegard’s law bond length is thus a linear interpolation between those
two extrema. Each distribution is normalized such that their integrals are equivalent.

IMPLEMENTING THE CLT AT FINITE TEMPERATURES

For property X, the ensemble average of the property, X can be calculated at finite temperatures. Caution needs
to be taken since we are not sampling from the true distribution of configurations, but rather we are using a uniform
distribution as a proxy. Here we use X to denote that the ensemble average is no longer an arithmetic average, like
X. We start with the same expression used in the main text:

i

This can be expanded out:
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The above gives us the form used by Tokdar et al. From Tokdar et al. , the variance of the distribution is:
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Finally, the above expression can be simplified and used to derive the standard deviation, o3 . :
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As a sanity check, we can show that the above equation reduces down to eq. [9] when sampling from the true
distribution. When sampling from the true distribution, no reweighting of the configurations is required. Thus, the
probabilities are all equal (n~!), and the ensemble average reduces down to an arithmetic average. Substituting this
in:




