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ABSTRACT 1 INTRODUCTION

Crowdsourcing is widely used to solicit judgement from people in
diverse applications ranging from evaluating information quality
to rating gig worker performance. To encourage the crowd to put
in genuine effort in the judgement tasks, various ways to structure
and organize these tasks have been explored, though the under-
standings of how these task design choices influence the crowd’s
judgement are still largely lacking. In this paper, using recidivism
risk evaluation as an example, we conduct a randomized experiment
to examine the effects of two common designs of crowdsourcing
judgement tasks—encouraging the crowd to deliberate and provid-
ing feedback to the crowd—on the quality, strictness, and fairness of
the crowd’s recidivism risk judgements. Our results show that differ-
ent designs of the judgement tasks significantly affect the strictness
of the crowd’s judgements. Moreover, task designs also have the
potential to significantly influence how fairly the crowd judges
defendants from different racial groups, on those cases where the
crowd exhibits substantial in-group bias. Finally, we find that the
impacts of task designs on the judgement also vary with the crowd
workers” own characteristics, such as their cognitive reflection lev-
els. Together, these results highlight the importance of obtaining a
nuanced understanding on the relationship between task designs
and properties of the crowdsourced judgements.
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In recent years, crowdsourcing has become a prevalent paradigm to
collect judgements from the public—with many of them reflecting
people’s subjective opinions—to tap into the wisdom of the crowd.
For example, the crowd is asked to rate the credibility of news con-
tent [2], to assess the performance of their peers in massive open
online courses [15], and to make judgements about other people
such as evaluating trustworthiness of freelancers [30]. To ensure
that crowd workers make the effort to provide useful information
in the crowdsourced judgement tasks, various attempts have been
made with respect to the designs of these tasks, including varying
the task interface and instructions [1, 24], changing the dimension-
ality and granularity of the judgement scale [44, 56], prompting
workers to engage in thorough deliberation [60], and providing
workers with arguments and feedback that are generated by their
peers or algorithmic tools [18, 27, 59].

Intuitively, the designs of crowdsourced judgement tasks may
affect the ways that crowd workers make their judgements in these
tasks. While many existing studies have explored how the choices
on task designs change the quality of crowdsourced judgement,
more recently, an increasing amount of attention has been paid
to the bias of the data obtained from crowdsourcing attempts. Yet,
our knowledge of whether and how various task designs affect
biases in the crowd’s judgements is largely limited. Taking the
crowdsourced judgement about people as an example, the “biases”
in the judgements can be examined through at least two angles—the
overall tendency for the crowd workers to favor one judgement
over another (i.e., how “strict” the crowd is if one judgement is more
favorable), and the extent to which the crowd workers judge people
from different groups equally (i.e., how “fair” the crowd is). As the
crowdsourced judgements about other people may both bring up
real-world impact to those people (e.g., increase or decrease of job
opportunities for freelancers) and largely impact the performance of
downstream hybrid systems that utilize these judgements as inputs
(e.g., an Al-driven freelancer recommending system), the need of
deepening our understandings of how task designs influence the
strictness and fairness of the crowd’s judgements is pressing.

Therefore, in this paper, using recidivism risk assessment as a
case study, we conduct an experimental study aiming to obtain a
more comprehensive understanding of how the designs of crowd-
sourced judgement tasks affect not just the quality, but also the
strictness and fairness of the judgements. We focus on two large
categories of task designs—adding interventions to encourage deep
deliberation from crowd workers, and providing different types of
feedback to crowd workers in the task. Further, we are interested
in understanding whether and how the impacts of task designs on
the properties of the crowd’s recidivism risk judgements, especially
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with respect to the strictness and fairness of the judgements, are
moderated by a variety of factors. Specifically, we ask:

e RQ1: How do task designs affect the recidivism judgements
when the information that crowd workers receive in the tasks
does/does not reinforce societal stereotypes in their mind (e.g.,
implicitly associate racial categories with recidivism risks)?

e RQ2: How do task designs affect the recidivism judgements on
those cases where crowd workers are particularly vulnerable
to their own biases (e.g., in-group bias)?

e RQ3: Do the influence of task designs on the recidivism judge-
ments vary with crowd workers’ own characteristics, such as
their cognitive reflection levels?

To answer these questions, we conduct our experiments on two
datasets that are either balanced or unbalanced with respect to
the defendant’s race and their true reoffending status to simulate
two different judgement environments in which crowd workers’
racial stereotypes in mind get or do not get reinforced. We also
conduct disaggregated analysis of the experimental data, both for
tasks that trigger human biases to different extent, and for crowd
workers with different cognitive reflection levels. Our results show
that while there is little evidence suggesting that the task designs
that we have examined in this study significantly affect the quality
of the crowd’s recidivism judgements, they exhibit a strong impact
on the strictness of the crowd’s judgements, regardless of whether
the judgement environment has reinforced crowd workers’ racial
stereotypes or not. Furthermore, on those tasks where crowd work-
ers exhibit a high degree of in-group bias, task designs are shown
to significantly affect how fairly crowd workers treat defendants of
different racial groups—in particular, providing crowd workers with
the feedback from a machine learning model that satisfies certain
fairness constraints nudges them into making fairer judgements.
Lastly, we also find that the impact of task designs on the crowd’s
recidivism judgements is generally stronger among crowd workers
who have high cognitive reflection levels and thus tend to engage
in slow and deliberative thinking. Together, these results highlight
the importance of obtaining a nuanced understanding of how task
designs influence crowdsourced judgements.

2 RELATED WORK

Crowdsourcing has been widely adopted to solicit judgements
from humans, and various research efforts have been devoted to
improve the quality of the judgements obtained from the crowd.
The common approaches to improve the quality of crowdsourced
judgements include post-hoc aggregating multiple noisy judge-
ments into high-quality ones [12, 14, 16, 33, 34, 47, 52, 63, 68]
and designing proper incentives [35-38, 50, 65]. Meanwhile, re-
searchers also explore different ways to solicit high-quality judge-
ments through improving the task design, such as changing the task
interface [1, 24, 44, 56], engaging users in deliberation [54, 60], and
providing feedback to users during decision making [18, 20, 27, 59].

Most recently, with the recognition of the important roles that
crowdsourced data can play in the larger human-machine collabo-
rative ecosystem [9, 32, 53, 67], a growing amount of attention has
been paid on understanding biases in the crowdsourced data. For
example, a few studies have examined the types of biases that may
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exist in crowdsourced datasets [22, 44, 64]. Different methods have
been proposed to mitigate biases through raising people’s aware-
ness of biases [40] or accounting for biases during label aggregation
or learning [26, 58]. Despite of these efforts, the question of how
designs of tasks—which are decided by the requesters with or with-
out consideration of data biases—influence biases (e.g., strictness
and fairness) in the crowdsourced judgements, in addition to the
quality of judgements, is generally under-explored. Answers to this
question are likely nuanced, as how biased individuals are in their
judgements may be dependent on both the characteristics of the
individual and the judgement tasks.

Thus, in this study, we focus on two common categories of tasks
designs—engaging workers into deeper deliberations and providing
workers with feedback, to explore the influences of task designs
on properties of crowdsourced judgements. Previous studies have
shown that these two categories of task designs both have the
potential to improve the quality of the crowdsourced data. For
example, Schaekermann et al. [54] found that deliberation can help
crowd workers to increase their accuracy in both objective and
subjective text classification tasks. In addition, a growing line of
recent studies demonstrate that on a judgement task, providing
feedback from experts or peer workers to crowd workers, either in
the form of tips [11, 17, 69], summary statistics of their judgements
on the task [49], or justification of their judgements [10, 18, 59],
can all help enhance the quality of the crowdsourced judgements.
The advance of Al technologies recently also makes it possible to
provide Al-powered agents’ recommendations on judgement tasks
to crowd workers as the feedback, which is also shown to increase
the quality of the crowd’s judgement in many cases [27, 29, 45, 61].
Compared to these studies, a key difference of our work is that we
go beyond quality and also look into how deliberation and feedback
affects the biases in crowdsourced judgement.

We use recidivism risk evaluation as a case study. This task
domain has recently attracted a great amount of attention due to its
intrinsic difficulty and fairness implications, which also make it a
suitable domain to examine the impacts of task design to the quality
and biases in crowdsourced judgement. Among the literature in
the human studies of recidivism risk evaluation [7, 19, 27-29, 39,
41, 46, 48], it is observed that the accuracy of human judgement
is comparable to machine learning predictions when humans are
provided with ground-truth feedback [19], but human accuracy
becomes worse without such feedback [41]. Moreover, the quality of
human judgement could vary depending on the distribution of the
experimental data, e.g., the ratio of re-offended defendants [41], and
whether they are provided with feedback from machine learning
models [27, 28]. Our goal aligns with this line of work and aims to
more comprehensively examine how different task designs impact
the crowd’s recidivism judgements.

3 STUDY DESIGN

In this work, we conducted a case study on human recidivism judge-
ment to explore how task designs influence the quality, strictness,
and fairness of the recidivism judgements that people make.



3.1 Tasks: Recidivism Risk Judgement

Participants were recruited to complete a set of recidivism risk
judgement tasks in our study. Specifically, in each task, participants
were asked to review the profile of a criminal defendant in a vignette
format. Six features of the defendant were shown in the vignette,
including the defendant’s race, gender, age, the name and degree of
the current criminal charge, and the number of prior non-juvenile
criminal charge!. After reviewing the defendant’s profile, partici-
pants were asked to estimate the risk for the defendant to reoffend
within the next two years on a scale of 0% to 100% in intervals of
10% (i.e., 0-10%, 11-20%, etc.). Figure A1 in the Appendices shows
an example of our task interface.

The defendant profiles that we showed to participants were
taken from the COMPAS dataset [46], and we restricted our atten-
tion to only those defendants whose race is Caucasian (white) or
African-American (black). Previously, Biswas et al. [7] identified
a subset of 1,000 defendants from the original COMPAS dataset
that was balanced in terms of the defendant’s race and the true
reoffending status, while Dressel et al. [19] constructed another
subset of 1,000 defendants (only 907 of them are white or black de-
fendants) from the COMPAS dataset that was unbalanced in terms
of the defendant’s race and the true reoffending status, with black
defendants associated with higher probability of reoffending (see
Table 1 for the summary statistics). Henceforth, we refer to the
defendant datasets in Biswas et al. [7] and Dressel et al. [19] as
the balanced dataset and unbalanced dataset, respectively. We con-
ducted our experiment twice, with the defendant profiles sampled
from the balanced dataset in Experiment 1 and from the unbalanced
dataset in Experiment 2. Since earlier studies found that people
tend to suffer from their implicit racial bias [51], we conjecture that
crowd workers’ racial steoreotypes (i.e., the implicit associations
between racial group and recidivism risks) will not get reinforced in
Experiment 1 but will get reinforced in Experiment 2. Thus, through
these two experiments, we can explore how the influences of task
designs on the crowd’s recidivism judgements vary as the strength
of the racial stereotypes in people’s mind changes. Note that both
Biswas et al. and Dressel et al. recruited human subjects to review
the defendant profiles in their respective datasets and make binary
predictions on whether the defendant would reoffend or not. These
subjects’ binary predictions were released as a part of their datasets,
and we later utilized this information in designing some of our
treatments (i.e., the PEER FEEDBACK treatment).

3.2 Experimental Treatments

We focused on two main approaches to structure the recidivism risk
tasks—either adding interventions in the task that encourage crowd
workers to deliberate about their judgements, or providing feedback
to crowd workers to allow reflections on the judgements. Based on
these two approaches, we created 7 treatments, each corresponding
to a unique task design (see Figure A2 for the interfaces):

e Control: In each task, participants were asked to review the
defendant’s profile and then estimate the recidivism risk. This
reflects the simplest design of recidivism judgement tasks.

! While we included defendants’ race in the task, our purpose was not to advocate the
inclusions of such sensitive information. Instead, we aim to understand the potential
biases of human judgements when such information is present.
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e Competing hypothesis: In each task, after making her initial
recidivism risk estimate on the defendant, the participant was
asked to consider the “competing hypothesis”—if her initial risk
estimate was above (below) 50%, she would be asked to consider
whether a risk of <50% (>50%) was possible for this defendant.
The participant was asked to select the features in the defen-
dant’s profile that may support the competing hypothesis, and
she had the option of providing some reasons to explain why.
After considering the competing hypothesis, the participant
made her final risk estimate.

e Counterfactual thinking: In each task, after making her ini-
tial recidivism risk estimate, we provided the participant with
the profile of a fictional defendant, who had exactly the same
features as the original defendant in this task except for having
the opposite race. The participant was asked to estimate the
recidivism risk for the fictional defendant. Then, she made her
final risk estimate for the original defendant in the task.

Rethink: In each task, after making her initial recidivism risk

estimate, the participant was asked to spend at least 15 seconds

to evaluate the defendant’s case in more depth. After doing so,
the participant was asked to make her final risk estimate.

Peer feedback: In each task, after making her initial recidivism

risk estimate on the defendant, the participant was presented

with feedback on previous workers’ judgements on the same de-
fendant. Specifically, based on historic human subjects’ binary
recidivism predictions on the current defendant, we informed
participants of the majority prediction made by historic work-
ers on this defendant, as well as the fraction of historic workers
who supported this majority prediction (in Experiments 1 and

2, we considered human subjects recruited by Biswas et al. [7]

and Dressel et al. [19] as the historic workers, respectively).

After viewing this information, the participant was asked to

make her final risk estimate for the defendant.

ML model feedback: In each task, after making her initial

recidivism risk estimate on the defendant, the participant was

presented with a machine learning (ML) model’s prediction
on the risk of the defendant reoffending. Earlier research has
found that when judging recidivism risks, people tend to have
higher false positive rate on black defendants than white defen-
dants [19]. In light of this, we trained a “fair” machine learning
model—a logistic regression model with constraints on false
positive rate parity (with respect to the defendant’s race)—using
the Fairlearn API [6]2. We showed to the participant the model’s
predicted probability for the defendant in this task to reoffend.

Then, the participant was asked to make her final risk estimate.

Ground truth feedback: In each task, after making her re-

cidivism risk estimate on the defendant, the participant was

presented with the ground truth answer, i.e., whether the de-
fendant actually reoffended within the next two years.

These experimental treatments covered a variety of ways to in-
corporate deliberation (e.g., competing hypothesis, counterfactual

For the 1,000 profiles in the balanced dataset, the ML model’s false positive rates on
black and white defendants are 0.286 and 0.297, respectively. For the 907 profiles in the
unbalanced dataset, the ML model’s false positive rates on black and white defendants
are 0.228 and 0.224, respectively. While not directly tuned for false negative rate parity
or accuracy parity, this model has similar levels of false negative rate and accuracy on
black and white defendants in both datasets.
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Biswas et al. [7] (balanced) Dressel et al. [19] (unbalanced)
All cases Twin cases Extreme cases All cases
All Black White All Black White All Black White All Black White
N 1,000 500 500 54 27 27 17 7 10 907 530 377
Reoffend=Yes | 475 (47.5%) | 238 (47.6%) | 237 (47.4%) | 23 (42.6%) | 10 (37.0%) | 13 (48.1%) | 5 (29.4%) | 3 (42.9%) | 2(20%) | 442 (48.7%) | 402 (57.0%) | 140 (37.1%)
Reoffend=No | 525 (52.5%) | 262 (52.4%) | 263 (52.6%) | 31 (57.4%) | 17 (63.0%) | 14 (51.9%) | 12 (70.6%) | 4 (57.1%) | 8(30%) | 465 (51.3%) | 228 (43.0%) | 237 (62.9%)

Table 1: Summary statistics for the two datasets of criminal defendant profiles that we used in our experiment.

thinking, rethink) and feedback (peer feedback, ML model feed-
back, ground truth feedback) into the designs of the recidivism
risk judgement task, and many of these task designs were easily
generalizable to other judgement tasks. Moreover, among all treat-
ments, the COUNTERFACTUAL THINKING and ML MODEL FEEDBACK
treatments represent two task designs that requesters explicitly
take judgement biases into consideration and attempt to nudge
crowd workers towards fairer judgements through the designs.

3.3 Experimental Procedure

Before running Experiment 1, we pre-processed the balanced de-
fendant dataset to identify some “special” defendant profiles. First,
we identified 27 pairs of profiles (i.e., 54 profiles) such that within
each pair, the two defendants had exactly the same values on all six
features except for the race. We called the two defendants within
a pair as “twins” (see the “Twin cases” column in Table 1). These
twin cases offered us a unique perspective in understanding the
fairness level of crowd workers’ recidivism judgements (i.e., do
crowd workers make the same judgements on the twins?).
Furthermore, for each profile in the balanced dataset, Biswas et
al. recruited 20 subjects, including 10 black subjects and 10 white
subjects, to make recidivism prediction. By analyzing these subjects’
predictions on each profile, we identified 17 profiles on which the
probability difference for black subjects and white subjects to make
a positive prediction (i.e., predict the defendant will reoffend) is at
least 0.5. We refer to these 17 profiles as the “extreme cases” (see the
“Extreme cases” column in Table 1). Interestingly, on all extreme
cases that involve a black (white) defendant, the probability for
white subjects to provide a positive prediction is higher (lower) than
that probability for black subjects by at least 0.5. This means that
on extreme cases, historic subjects exhibited a strong in-group bias,
so these extreme cases provided us an opportunity to understand
how task designs influence crowd workers’ judgements on those
tasks where they are particularly vulnerable to their own bias.
After preprocessing the dataset, we recruited participants for
our Experiment 1 by posting a HIT on Amazon Mechanical Turk
(MTurk). The HIT was only open to U.S. workers, and each worker
could take it only once. Upon arrival, participants were randomly
assigned to one of the seven treatments. Participants firstly went
through the instructions which explained both the tasks and the
bonus rules. Then, they completed a demographic survey as well as
a cognitive reflection test [25] before starting to work on a sequence
of 32 recidivism risk judgement tasks. The defendant profiles in
these tasks were sampled from the balanced dataset as follows: We
first randomly sampled 20 profiles from the entire dataset while en-
suring the race of the defendant and the ground-truth reoffending
status of the defendant were balanced (i.e., 5 black reoffending, 5
black not reoffending, 5 white reoffending, and 5 white not reof-
fending). We refer to these 20 profiles as the “general cases” Next,
we randomly sampled two pairs of profiles from all twin cases in the
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dataset, resulting in a set of 4 twin profiles in total. Finally, from the
set of extreme cases in the dataset, we further sampled 8 extreme
profiles while ensuring the balance of the defendant’s race and true
reoffending status among them. Once these 32 defendant profiles
were selected, they were presented to participants in a random
order in the HIT, and participants made recidivism judgement for
each defendant following the procedure as defined by the treat-
ment that they were assigned. We also included attention check
questions (i.e., questions in which participants were instructed to
select a pre-specified option) in the HIT to enable the filtering of
inattentive participants later.

The procedure of Experiment 2 was very similar to that of Experi-
ment 1. The only differences were: (1) in each HIT, we only included
20 profiles that were randomly sampled from the unbalanced defen-
dant dataset without ensuring the balance of the defendant’s race
and true reoffending status; (2) we did not include any twin cases
or extreme cases in the HIT?; (3) participants of Experiment 1 were
excluded from taking part in this experiment.

Experiment 1 was conducted on July 12-16, 2021, and Experi-
ment 2 was conducted on September 22-24 and 27-28, 2021. Both
experiments were conducted between 9am-6pm ET on weekdays®.
The base payments of our Experiment 1 HIT and Experiment 2
HIT were $1.6 and $1.0, respectively. To incentivize participants
to carefully review the defendant profiles and make accurate re-
cidivism risk judgements, in both experiments, we provided addi-
tional bonuses to participants based on the accuracy of their risk
estimates. In particular, in each task, we computed the amount
of bonus payment a participant could receive using a Brier score
function: [score = 1 — (prediction — outcome)?], where prediction €
{0.05,...,0.95} was the midpoint of the final risk interval that the
participant selected in the task, while outcome € {0, 1} was the
ground truth answer of the task. We then mapped the Brier score
for each task to a maximum bonus payment of $0.05.

3.4 Analysis Methods

3.4.1 Independent and Dependent Variables. Our independent vari-
able is the experimental treatment that a participant was assigned
to, while the main dependent variables we consider are the quality,
strictness, and fairness of the participant’s recidivism judgements.
Specifically, we first transformed the final recidivism risk interval
that a participant selected in a task into a binary prediction using
50% as the threshold (i.e., any interval that was above 50% was
transformed to the positive prediction of predicting the defendant
will reoffend)’. Based on this transformation, we measured the
quality of a participant’s judgements as the accuracy of her binary
predictions, and the strictness of the participant’s judgements was

3We can not identify extreme cases for the unbalanced dataset as Dressel et al. did not
share the race information for each human subject in their study.

4 All of our experiments were approved by the IRB at the authors’ institution.

SWe also analyzed the data using the raw recidivism risk estimates participants pro-
vided, and the results were qualitatively similar.



operationalized as the positive prediction rate (POS) of the partici-
pant (i.e., the probability for the participant to predict a defendant
will reoffend)—Intuitively, higher accuracy implies judgements of
higher quality, and higher POS indicates that crowd workers were
less “lenient” (i.e., stricter) in their judgements. Finally, we quanti-
fied the level of fairness of a participant’s recidivism judgements in
treating defendants of different races® using a few metrics [4]:

e Positive prediction rate difference (APOS): the participant’s POS
on black defendents, minus that on white defendants.

o False positive rate difference (AFPR): the participant’s false posi-
tive rate on black defendants, minus that on white defendants.

o False negative rate difference (AFNR): the participant’s false neg-
ative rate on black defendants, minus that on white defendants.

o Twin cases difference (ATwin): Within a pair of twin profiles, the
participant’s binary prediction on the black defendant, minus
that on the white defendant.

For all the fairness measures listed above, a value that is closer to
zero implies fairer judgements. In particular, when a participant’s
APOS is zero, her recidivism judgements satisfy the fairness def-
inition of demographic parity [8]. Further, the fairness definition
of equalized odds is effectively the same as requiring both AFPR
and AFNR to be zero [31, 66]. Finally, if ATwin for a participant is
zero, the participant’s recidivism judgements satisfy the notion of
individual fairness [21], i.e., treating similar individuals similarly.

3.4.2  Statistical Methods. We compared the participant’s accuracy
across treatments to examine the influences of task designs on judge-
ment quality, and compared the participant’s POS across treatments
to examine the influences of task designs on judgement strictness.
Further, to understand the influences of task designs on the fairness
of participants’ recidivism judgements, we compared the values of
APOS, AFPR, AFNR for participants’ recidivism judgements across
different treatments; when applicable, we also compared the val-
ues of ATwin for participants’ recidivism judgements on the twin
cases across different treatments. In all of these analyses, given a
dependent variable, we conducted one-way analysis of variance
(ANOVA) [62] or Kruskal-Wallis test [43]—depending on whether
the data is normally distributed—to determine whether there is a
significant difference across treatments on that dependent variable.
In the case that a significant difference was detected in a one-way
ANOVA test, we conducted pairwise comparisons with the Tukey
HSD tests to identify pairs of treatments that exhibit significant
differences. Similarly, if a significant difference was detected in
a Kruskal-Wallis test, we used Dunn’s tests to identify pairwise
significant comparisons, and we applied the Benjamini-Hochberg
(BH) adjustment [5] to correct for multiple comparisons.

4 RESULTS

In our experiments, 949 and 910 participants took the HIT and
passed the attention check questions for Experiment 1 and Experi-
ment 2, respectively. In the following, we analyze the data collected
from these valid participants to understand the influences of task
designs on the crowd’s recidivism judgements.

®We acknowledge that judgement fairness can be defined around defendants’ other
features beyond race, and real-world racial and ethnic identity is often not categorical.
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4.1 RQ1: The Influences of Task Designs When
the Strength of Stereotypes Vary

To begin with, we look into the general influences of task designs
on the quality, strictness, and fairness of the crowd’s recidivism
judgements, when the judgement environment does not reinforce
crowd workers’ racial stereotypes (Experiment 1), as well as when
it does reinforce crowd workers’ racial stereotypes (Experiment 2).

4.1.1  Analysis of Experiment 1. First, we focus on analyzing the
experimental data obtained from Experiment 1 to examine how
different task designs influence the crowd’s recidivism judgements
when the strength of the racial stereotypes in people’s mind is
likely relatively weak. As participants’ accuracy and positive pre-
diction rate (POS) on the 20 general cases in Experiment 1 are not
normally distributed, we present in Figures 1(a) and 1(b) their me-
dian values in different treatments. In terms of the quality of the
crowd’s recidvism judgements, we find that some task designs seem
to slightly increase crowd workers’ accuracy in their recidivism
judgements, though results of the Kruskal-Wallis test suggest that
these increases are not statistically significant (p = 0.181). Mean-
while, it is clear from Figure 1(b) that the designs of the recidivism
judgement tasks significantly change the strictness of the crowd’s
judgements—compared to participants in the CONTROL treatment,
participants in all other treatments decrease their likelihood of mak-
ing positive predictions on defendants, except for those participants
in the PEER FEEDBACK treatment. A Kruskal-Wallis test confirms
that the difference in participants’ positive prediction rate on the 20
general cases across the seven treatments is significant (p < 0.001).
Post-hoc Dunn’s tests further suggest that participants in the Re-
THINK and ML MODEL FEEDBACK treatments were significantly less
likely to make positive predictions compared to participants in the
ConNTROL treatment (CONTROL vs. RETHINK: p = 0.049, CONTROL
vs. ML MODEL FEEDBACK: p = 0.044). Moreover, for participants
in the PEER FEEDBACK treatment, their positive prediction rates
were shown to be significantly higher than participants in all other
treatments (p < 0.05) except for those in the CONTROL treatment,
with the largest difference observed (when compared to the ML
MODEL FEEDBACK treatment) indicating a medium effect size of task
designs on POS (i.e., Cohen’s d=0.56).

Moving on to examine the influences of task designs on the fair-
ness level of the crowd’s recidivism judgements, Table 2 summarizes
the average values of APOS, AFPR, and AFNR on the 20 general
cases in Experiment 1 for participants of different treatments. Since
Experiment 1 included twin profiles, we also report in Table 2 the
average values of ATwin in each treatment. According to the re-
sults in Table 2, when the defendant profiles were sampled from the
balanced dataset and the recidivism tasks took the simplest design
(i.e., the CONTROL treatment), participants already exhibited a very
high level of fairness in their recidivism judgements on defendants
of different races, as the average values of all four fairness measures
were close to zero. Moreover, the different designs of the recidivism
judgement tasks do not seem to further affect the crowd’s fairness
in their judgements. In particular, the one-way analysis of variance
(ANOVA) suggests that none of the differences on fairness measures
across the seven treatments is significant at the level of p = 0.05.
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Figure 1: The influences of task designs on the quality and strictness of participants’ recidivism judgements on the 20 general
cases in Experiment 1 (a, b) and on all tasks in Experiment 2 (c, d). Error bars represent the 95% confidence interval.

Treatment | APOS | AFPR | AFNR | ATwin
Control 0.013 0.003 —0.023 0.011
Competing hypothesis 0.036 0.051 —-0.022 | 0.000
Counterfactual thinking | 0.065 0.039 | —0.092 | 0.061
Rethink 0.016 0.022 —-0.010 0.015

Peer feedback 0.039 | —0.002 | —0.079 | 0.004

ML model feedback 0.038 | —0.005 | —0.082 | —0.053
Ground truth feedback 0.036 0.026 —0.046 0.011
p-value (ANOVA) | 0.406 | 0.523 | 0.076 | 0.199

Table 2: The effects of task designs on the fairness level of
recidivism judgements in Experiment 1 (balanced dataset).

4.1.2  Analysis of Experiment 2. We now focus on analyzing the
experimental data obtained from Experiment 2. Recall that in Ex-
periment 2, the defendant profiles in each HIT were sampled from
the unbalanced dataset, and we did not place any constraints in
ensuring the balance of defendant’s race and true reoffending sta-
tus among the 20 selected defendant profiles in a HIT. This means
that in each Experiment 2 HIT, participants likely reviewed more
profiles from black defendants, who were associated with a higher
probability of having a ground-truth label of reoffending compared
to white defendants. So, via analyzing Experiment 2 data, we aim to
understand how different task designs influence the crowd’s recidi-
vism judgements when people’s racial stereotypes get reinforced .

Figures 1(c) and 1(d) compare the median accuracy and positive
prediction rate, respectively, for participants across the seven treat-
ments of Experiment 2. Similar as that in Experiment 1, we find that
task designs do not have clear impacts on participants’ accuracy
in different treatments (p = 0.086), but they significantly change
how likely participants would predict a defendant to recidivate
(p < 0.001). Yet, compared to what we’ve observed in Experiment 1,
we notice that on the unbalanced dataset of Experiment 2, fewer task
designs nudge participants into making more lenient judgements.
For example, compared to the most basic task design in the Con-
TROL treatment, the two task designs that encourages participants
to consider the counterfactual defendant or spend more time evalu-
ating the defendant profile in a task both lead to a slight increase
in participants’ positive prediction rate on the unbalanced dataset,
which is different from their influences on the strictness of the
crowd’s judgements on the balanced dataset. Still, participants in
the PEER FEEDBACK treatment were the strictest in their judgements,

"Though only those participants in the GROUND TRUTH FEEDBACK treatment could see
the ground truth reoffending status for each defendant in their HITs, we suspect that
participants in all treatments could “sense” the black defendants’ higher reoffending
probability through the defendant profiles.
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as they were significantly more likely to predict a defendant to re-
cidivate than participants in all other treatments (p < 0.05), except
for the COUNTERFACTUAL THINKING and RETHINK treatments.
Lastly, we examine the effects of task designs on the fairness level
of participants’ recidivism judgements in Experiment 2, and we
still find that the designs of the tasks do not significantly influence
judgement fairness. For detailed results, see Table A1 in Appendices.

4.1.3 Summary. Taken together, our analysis of both experiments
indicate that in general, the recidivism judgement task designs that
we have considered in this experiment do not have clear influences
on the quality and fairness of the crowd’s recidivism judgements.
However, the task designs do have substantial impacts on the strict-
ness of the crowd’s judgements—On both balanced and unbalanced
datasets, showing historic human subjects’ recidivism judgements
to a crowd worker always leads to the strictest judgement, while
showing the ML model’s prediction tend to result in relatively
lenient judgements. A closer look into the data suggests that com-
pared to the recidivism judgement made by an average participant
on a defendant profile in the CONTROL treatment, historic human
subjects are more likely to make a positive prediction while the
ML model is more likely to make a negative prediction. Thus, the
impacts of task designs on the strictness of participants’ judgements
could be caused by people’s tendency to “match” the feedback re-
ceived.

4.2 RQ2: The Influences of Task Designs on
Extreme Cases

In Section 4.1, we have examined the influences of task designs on
the crowd’s recidivism judgements in general without differenti-
ating the “difficulty” of the judgement task. In practice, however,
crowd workers may find some recidivism judgement tasks to be
easy as the defendant’s profile contains clear “clues” in support of
a certain judgement, while other tasks may be more difficult so
that crowd makers are subject to their own biases to a higher ex-
tent when making judgements on them. Recall that in the balanced
dataset, we identified a few such difficult tasks that can trigger
high levels of in-group bias from humans (i.e., the “extreme cases”),
and we included these tasks in our Experiment 1 HIT. Thus, in
this subsection, we restrict our attention to analyze participants’
judgements on the extreme cases in Experiment 1 to understand the
influences of task designs on the crowd’s recidivism judgements
when the crowd is particularly vulnerable to their own biases.
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Figure 2: The influences of task designs on the strictness and fairness levels of participants’ recidivism judgements on the
extreme cases in Experiment 1. Error bars represent the 95% confidence interval.

Specifically, we repeated the same set of analyses as that in
Section 4.1 within the set of data obtained on extreme cases in
Experiment 1. Consistent with our results in Section 4.1, we still
find no evidence suggesting that task designs have any significant
influences on the quality of the crowd’s recidivism judgements
on these extreme cases (p = 0.690), but we detect significant dif-
ferences across the seven treatments with respect to how strict
crowd workers were in making their judgements (p < 0.001; the
largest difference was found between the ML MODEL FEEDBACK and
PEER FEEDBACK treatments with a Cohen’s d=0.80)—As shown in
Figure 2(a), providing the ML model’s prediction to crowd work-
ers leads to a significantly lower positive prediction rate on the
extreme cases than all other task designs (p < 0.01) except for the
design that asks crowd workers to spend more time (i.e., the Re-
THINK treatment), while providing the historic subjects’ judgement
to crowd workers leads to a significantly higher positive prediction
rate on the extreme cases than all other task designs (p < 0.01)
except for the basic design in the CONTROL treatment. In addition,
participants in the RETHINK treatment also made significantly more
lenient judgements than those in the CONTROL treatment (p < 0.05).

Most interestingly, we find that on the extreme cases, various
task designs can significantly influence the fairness level of the
crowd’s recidivism judgements. More specifically, Figures 2(b)-2(d)
compare the average values of the three fairness measures on the
extreme cases across the seven treatments. Note that on the extreme
cases, participants did show a considerable degree of unfairness
in treating defendants of different races when the tasks took the
most basic design in the CONTROL treatment—they were much more
likely to make positive predictions on black defendants, leading
to a higher FPR and a lower FNR on black defendants than white
defendants. This is consistent with the fact that the majority of
participants in our experiment self-reported to be Caucasian, while
the selected extreme cases represent those tasks on which peo-
ple might be more vulnerable to in-group bias in their recidivism
judgements. Conducting one-way ANOVA on each of the three fair-
ness measures, we find that there are significant differences in the
average values of APOS (p < 0.001) and AFNR (p < 0.001) across
treatments. Results of the post-hoc pairwise comparisons show that
these significant differences are mostly caused by participants who
received feedback from the fair ML model—participants in the ML
MODEL FEEDBACK treatment had APOS and AFNR values that were
significantly closer to zero than those in the PEER FEEDBACK, COM-
PETING HYPOTHESIS and COUNTERFACTUAL THINKING treatments
(p < 0.01), and they also had closer-to-zero AFNR than participants
in the GROUND TRUTH FEEDBACK treatment (p = 0.002). Again, the
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largest differences were detected between the ML MODEL FEEDBACK
treatment and the PEER FEEDBACK treatment, which suggest the
effects of task designs on the judgement fairness on the extreme
cases are of medium size (d=0.57 for APOS and d=0.64 for AFNR).
In sum, our analysis on the extreme cases suggest that on the
“difficult” tasks where people tend to exhibit a high degree of in-
group bias, changing the designs of the tasks may significantly affect
the strictness and fairness of the crowd’s recidivism judgements.

4.3 RQ3: Individual Differences in The Impact
of Task Designs on Recidivism Judgements

Finally, we look into the potential individual difference in the in-
fluences of task designs. In particular, the dual process theory in
psychology suggests that biases in human decision making may be
explained by the type of cognitive processes that people engage
in when making decisions [13, 23, 42]—“System 1” processing is
executed quickly without reflection, while “System 2” requires con-
scious thought and effort [25, 57]. Frederick [25] then designed the
cognitive reflection test (CRT) to identify the cognitive processes
that an individual tends to engage with, with higher CRT scores im-
plying more frequent use of conscious processing. As participants
completed the CRT in our experiment, we were able to compute
each participant’s CRT score (following the method in [55]) and use
a median split to separate them into two groups—one group heavily
utilizes System 1 processing (i.e., “quick processing participants”)
while the other group mostly engages in System 2 processing (i.e.,
“conscious thinking participants”) in their decision making. We then
explored whether the influences of task designs on the recidivism
judgements vary between these two groups of participants.
Figures 3(a) and 3(b) compare the quality, strictness, and fair-
ness (only AFNR is shown; see Figure A3 for additional plots) of
recidivism judgements made on the balanced dataset (general cases)
and the unbalanced dataset, respectively, across the two groups of
participants. Overall, compared to participants who utilize quick
processing more, conscious thinking participants are associated
with making more accurate, less strict, and surprisingly, less fair
recidivism judgements. More interestingly, we find that the task de-
signs have stronger influences on the recidivism judgements made
by conscious thinking participants than those made by quick pro-
cessing participants. For example, when participants were asked
to make recidivism judgements on the balanced dataset (i.e., Fig-
ure 3(a)), the designs of the judgement tasks are shown to only
affect the positive prediction rate of conscious thinking partici-
pants (p < 0.001) but not quick processing participants (p = 0.688).
Similarly, on the unbalanced dataset (i.e., Figure 3(b)), while the
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Figure 3: The influences of task designs on the quality, strictness, and fairness of System 1 (quick processing) and System
2 (conscious thinking) participants’ recidivism judgements on the 20 general cases in Experiment 1 (a) and on all tasks in
Experiment 2 (b). Median values are reported for accuracy and POS, while mean values are reported for AFNR. Error bars

represent the 95% confidence interval.

task designs change the positive prediction rate for both quick pro-
cessing participants (p = 0.031) and conscious thinking participants
(p = 0.004), we also find some evidence indicating that the task
designs influence the fairness level of the recidivism judgements
(on AFNR) but only for conscious thinking participants (p = 0.040).

Furthermore, we restrict our attention to the extreme cases in Ex-
periment 1 to understand whether quick processing participants and
conscious thinking participants are influenced by the task designs
in different ways on tasks that they might be vulnerable to biases.
Again, we find that the significant influences of task designs on the
strictness of participants’ recidivism judgements are only observed
among conscious thinking participants (p < 0.001) but not quick
processing participsants. Similarly, we find that the task designs
only significantly affect the fairness of participants’ judgements on
extreme cases for conscious thinking participants—providing the
feedback from a fair ML model only leads to substantially fairer
judgements on those cases where people are vulnerable to their
in-group biases, if the participants tend to engage more in conscious
thinking (see Table A2 in Appendices for details).

5 CONCLUSIONS AND DISCUSSIONS

We present an experimental study that examines the influence of
task designs on the quality, strictness, and fairness of the crowd’s
recidivism risk judgements. We focus on two common categories of
task designs—encouraging deliberation and providing feedback. Via
two randomized experiments in which the racial stereotypes might
be either weak or strong in crowd workers’ minds, we show that the
task design choices made by requesters can have substantial impacts
on how biased the crowd’s recidivism judgements are, in terms of
both the crowd’s overall tendency to make lenient judgements (i.e.,
strictness of judgements) and the extent to which the crowd treats
defendants of different races equally (i.e., fairness of judgements)
when they are vulnerable to their in-group biases. Moreover, we
observe individual differences in the influences of task designs
on crowdsourced recidivism judgements, with the judgements of
those individuals who tend to engage more in slow and deliberative
thinking affected by the task designs to a larger degree.

Our study has a few limitations. First, we’d like to emphasize
the case study nature of this work—the primary goal of our study
is to use recidivism risk evaluation as an example to investigate
whether and to what extent task designs affect the properties of
crowdsourced judgements, especially regarding how biased these
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judgements are. We believe the recidivism risk evaluation task is
representative of a family of crowdsourced judgement tasks in
which some judgement is generally perceived to be “preferable”
(e.g., rate a job applicant as “qualified”, determine a loan applicant as
“credible”). We conjecture the findings of our study are more likely
to generalize to this family of tasks. However, it’s also possible
that our results will not directly generalize to these tasks due to
the uniqueness of the task domain. Therefore, more future studies
should be conducted to examine the generalizability of our results
in other domains thoroughly. Secondly, our correlational finding
that workers who engaged more with conscious thinking produced
more unfair judgements compared to workers who engaged more
with quick processing is surprising, and we do not know why.
It’s possible that there exists a third explanatory factor, such as
quick processing workers were simply less careful in reading the
task information, but it may also relate to the deeper mechanisms
underlying how stereotypes are formed and triggered [3]. Future
studies should be conducted to understand this counter-intuitive
result. We also acknowledge that due to the distributed nature of
crowd work, we can not guarantee that workers have sufficiently
engaged with the interventions that we included in different designs
of the tasks. For instance, in the RETHINK treatment, we included
a 15-second timer on the interface to encourage subjects to spend
more time evaluating the case in the task. Although subjects could
not proceed to the next stage before the timer was up, it’s possible
for subjects to switch to another HIT during this 15-second period.

Despite the limitations, our findings suggest a few important
implications. First, they highlight the importance of obtaining a
nuanced understanding of how task designs influence various prop-
erties of crowdsourced judgements beyond quality, as some proper-
ties of the judgements can be highly sensitive to subtle changes in
the task designs, even if requesters do not select the designs with
the intention to influence those properties. In this sense, requesters
should be aware of the possible unintended consequences of their
task design choices. Deeper understandings of the relationships
between task designs and properties of crowdsourced judgements
can also inform better selection of task designs, or even enable
personalized task designs given the observed individual differences.
Another key lesson is that requesters should carefully select the
feedback to present to crowd workers in judgement tasks as they
may largely shape the crowd’s judgements, which can imply both
positive and negative outcomes (e.g., feedback from a fair ML model



leads to fairer judgements, feedback from biased peers leads to un-
fair judgements). We hope this work could open more discussions
on obtaining deeper understandings of crowdsourced task designs.
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A APPENDICES
A.1 Task Interfaces

Will a criminal defendant reoffend? 1/32

The defendant is a Caucasian Male aged 51. They Make your initial prediction:
have been charged with: Grand Theft”. This crime is
classified as a felony. They have been convicted of
3 prior crimes.

How likely is this defendant to reoffend in the next two years?

0-10%  11-20% ~ 21-30%  31-40%  41-50%  51-60%  61-70%  71-80%  81-90%  91-100%
*Grand Theft: The unlawful taking of property worth more .
than $300. What do other workers think?

We have presented the profile of this defendant to some other workers on Amazon Mechanical Turk
previously.

Just to give you a sense of how other people think of this defendant, among all previous workers who

have reviewed the profile of this defendant, 85.00% of workers predict that this defendant will reoffend
within two years.

Based on what other people think of this defendant, will you reconsider your prediction?
Make your final prediction:

How likely is this defendant to reoffend in the next two years?

O 0-10% O11-20% O21-30% O31-40% O41-50% O51-60% O61-70% O71-80% O81-90% O 91-100%

Figure A1l: An example of the recidivism risk judgement task interface in the PEER FEEDBACK treatment. Left: the criminal
defendant’s profile. Top-Right: Participants were asked to make an initial recidivism risk estimate. Middle-Right: Participants
received their treatments (shown in yellow background). In this case, we showed the participant the majority prediction given
by historic human subjects on this defendant. Bottom-Right: Participants were asked to make a final risk estimate.

i icti il 2
s 2lditferent prediction possivle? What would you predict on this fictional defendant?
You have made an initial prediction that the risk of this defendant reoffending is 71%-80%. Making predictions
on whether defendants would reoffend could have a large impact on the defendant and the society, so it's Research has shown that in making recidivism predictions, people sometimes suffer from social bias fi.e., in
important to examine different possibilities carefully. favor of or against individuals or groups based on their social identities like gender and race), which keep them
from making accurate judgment.
Please carefully read through the defendant’s profile again, and think of whether some of the features in the

defendants profile may supporta different prediction than what you've already made (i.e., support that the risk What if the race of the defendant is Caucasian rather than African-American? Below is the profile of a fictional
of this defendant reoffending to be lower than 50%). defendant whao is identical to the current defendant except for the race:
Which features of this defendant’s profile do you think may support a different prediction (i.e., predicting the
risk of this defendant reoffending to be lower than 50%)2 Defendant B
O R: - . 2
o GZ‘:;H The defendant is a Caucasian Male aged 66. They have been charged with: Possession of

O Age Cacaine’. This crime is classified as a felony. They have been convicted of 3 prior crimes.
(J Prior crime counts.

) Name of the current charged crime
[J Degree of the current charged crime

O None of the features Possession of Cocaine: Possession of cocaine.

Why do you think this i ion on the selected bove may support a different
iction? (optional):

If you were presented with defendant B's profile, how likely do you think the fictional defendant would
reoffend in two years?

4

m O 0-10% O11-20% O21-30% O31-40% O41-50% O51-60% O61-70% O71-80% O81-90% O 91-100%

(a) Competing hypothesis (b) Counterfactual thinking
Take more time to think
You have made an initial prediction that the risk of this defendant reoffending is 31%-40%. Making predictions What do other workers think?
on whether defendants would reoffend could have a large impact on the defendant and the society, so it’s
imporiantioexamineyotrprediction/caretully: ‘We have presented the profile of this defendant to some other workers on Amazon Mechanical Turk

Please take at least 15 more seconds to carefully read through the defendant's profile again and thoroughly previously.

consider your prediction. You will have the opportunity to update your prediction once the time is up. B i B
Just to give you a sense of how other people think of this defendant, among all previous workers who

have reviewed the profile of this defendant, 65.22% of workers predict that this defendant will reoffend
within two years.

(c) Rethink (d) Peer feedback

What does the machine learning model say?
‘What happened in reality?

We have previously trained a machine learning model which uses defendant’s information to predict the
chance for the defendant to reoffend. Our machine learning model predicts that the chance for this defendant
ta reaffend is 63.10%. In reality, this defendant did nat reoffend within two years.

(e) ML model feedback (f) Ground truth feedback

Figure A2: Interface of the deliberation or feedback components that subjects saw in different treatments of our study.
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A.2 Additional Results

Treatment | APOS | AFPR | AFNR

Control 0.051 0.056 —0.032
Competing hypothesis | 0.001 | 0.009 0.010
Counterfactual thinking | 0.041 | 0.041 | —0.034

Rethink 0.038 0.020 —0.018
Peer feedback 0.036 | 0.001 | —0.049
ML model feedback 0.018 | —0.011 | 0.028
Ground truth feedback | 0.021 | 0.020 0.012
p-value (ANOVA) 0.451 | 0.424 0.371

Table A1: The effects of task designs on the fairness level of participants’ recidivism judgements in Experiment 2.

Treatment APOS AFPR AFNR
Sys1 Sys2 Sys1 Sys2 Sysl Sys2

Control 0.050 0.246 0.069  0.224 | —-0.031 —0.267
Competing hypothesis | 0.102 0.246 | 0.083  0.211 | —0.120 —0.281
Counterfactual thinking | 0.049 0.237 | 0.025 0.212 | —0.074 —0.263

Rethink 0.040  0.202 | 0.044 0.213 | —0.037 —0.191
Peer feedback 0.069 0.299 | 0.032  0.229 | —=0.106 —0.368
ML model feedback —0.03 0.065 | 0.007 0.095 | 0.067 —0.036

Ground truth feedback | 0.020 0.192 | —0.016 0.109 | —0.056 —0.276
p-value (ANOVA) 0.287 0.001 0.784 0.152 0.144 <0.001

Table A2: The effects of task designs on the fairness level of recidivism judgements in Experiment 1 (balanced dataset) extreme
tasks for participants in different groups.

System 1 (quick processing) System 1 (quick processing)
System 2 (conscious thinking) System 2 (conscious thinking)
Control{ ——=— —_— Control
Competingy —=—— ——— Competing
Counterfactual —— ————  |Counterfactual
Rethlnk —_— — - — Rethlnk
Peer —— —— Peer —_—
ML Modely, —~—— —_— ML Model
Ground Truthf ———— ——=—— | Ground Truth| —==
-0.05 0.05 0.15 -0.1 0.0 01 -0.1 0.0 0.1 02 -0.1 0.0 0.1 0.2
APOS AFPR APOS AFPR
(a) Balanced dataset (b) Unbalanced dataset

Figure A3: The influences of task designs on the average fairness levels (APOS and AFPR) of System 1 (quick processing) and
System 2 (conscious thinking) participants’ recidivism judgements on the 20 general cases in Experiment 1 (a) and on all tasks
in Experiment 2 (b). Error bars represent the 95% confidence interval.
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