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Abstract
We consider the problem of learning latent community structure from multiple correlated networks.
We study edge-correlated stochastic block models with two balanced communities, focusing on
the regime where the average degree is logarithmic in the number of vertices. Our main result
derives the precise information-theoretic threshold for exact community recovery using multiple
correlated graphs. This threshold captures the interplay between the community recovery and graph
matching tasks. In particular, we uncover and characterize a region of the parameter space where
exact community recovery is possible using multiple correlated graphs, even though (1) this is
information-theoretically impossible using a single graph and (2) exact graph matching is also
information-theoretically impossible. In this regime, we develop a novel algorithm that carefully
synthesizes algorithms from the community recovery and graph matching literatures.
Keywords: Stochastic block model, community recovery, graph matching, correlated random
graphs, information-theoretic limits

1. Introduction

Recovering communities in networks is a fundamental learning task that has myriad applications in
sociology, biology, and beyond. Increasingly, network data is supplemented with further data that
is correlated with the underlying communities, such as latent feature vectors (e.g., the interests of
individuals in a social network) or further correlated networks (e.g., personal and professional social
networks overlap, yet contain complementary information). Synthesizing information from these
different data sources presents an opportunity to obtain improved community recovery algorithms
and guarantees, yet this comes with algorithmic and statistical challenges. In particular, integrating
information from correlated networks is often hindered because the graphs are not aligned, due to
node labels that are missing, erroneous, anonymized, or otherwise unknown. This highlights the
importance of graph matching, which is an important learning task in its own right.

Recently, Rácz and Sridhar (2021) determined the information-theoretic limits for exact graph
matching in edge-correlated stochastic block models, and as an application they showed how to
exactly recover communities from two correlated graphs in a regime where it is impossible to do so
using just a single graph. The main contribution of our work is to go beyond exact graph matching,
and we determine the precise information-theoretic threshold for exact community recovery from
two correlated block models. In particular, we uncover and characterize a region of the parameter
space where exact community recovery is possible despite exact graph matching being impossible
(and exact community recovery from a single graph also being impossible), positively resolving a
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conjecture of Rácz and Sridhar (2021). To do so, we develop a novel algorithm that carefully syn-
thesizes community recovery and graph matching algorithms. Overall, our work highlights the sub-
tle interplay between community recovery and graph matching, two canonical and widely-studied
learning problems.

2. Community recovery in correlated stochastic block models

The stochastic block model (SBM). The SBM is the canonical probabilistic generative model for
networks with community structure. Introduced by Holland et al. (1983), it has received enormous
attention over the past decades; in particular, it serves as a natural theoretical testbed for evaluating
and comparing clustering algorithms on average-case networks (see, e.g., Dyer and Frieze (1989);
Bui et al. (1984); Boppana (1987)). The SBM allows a precise understanding of when community
information can be extracted from network data, due to the fact that it exhibits sharp information-
theoretic phase transitions for various inference tasks. Such phase transitions were first conjectured
by Decelle et al. (2011) and were subsequently proven rigorously by several authors (Mossel et al.,
2014; Massoulié, 2014; Mossel et al., 2018; Abbe et al., 2016; Mossel et al., 2016; Abbe and San-
don, 2015; Bordenave et al., 2015; Abbe, 2017).

Here we focus on the SBM with two symmetric communities, arguably the simplest setting. For
a positive integer n and p, q ∈ [0, 1], we construct the graph G ∼ SBM(n, p, q) as follows. The
graph G has n vertices, labeled by the elements of [n] := {1, . . . , n}. Each vertex i ∈ [n] has a
community label σ∗(i) ∈ {+1,−1}; these are drawn i.i.d. uniformly at random across all i ∈ [n].
The vector of community labels is denoted by σ∗ := {σ∗(i)}ni=1, with the two communities given
by the sets V + := {i ∈ [n] : σ∗(i) = +1} and V − := {i ∈ [n] : σ∗(i) = −1}. Given the
community labels σ∗, the edges of G are drawn independently across vertex pairs as follows. For
distinct i, j ∈ [n], if σ∗(i)σ∗(j) = 1 (i.e., i and j are in the same community), then the edge (i, j)
is in G with probability p; else, (i, j) is in G with probability q.

Community recovery. In this setting, a community recovery algorithm takes as input the
graph G, without knowledge of the community labels σ∗, and outputs a community labeling σ̂.
The success of an algorithm is measured by the overlap between the estimated labeling and the
ground truth, defined as

ov(σ̂,σ∗) :=
1

n

∣∣∣∣∣
n∑

i=1

σ̂(i)σ∗(i)

∣∣∣∣∣ .
We take an absolute value in this formula since the labelings σ∗ and −σ∗ specify the same partition
of communities, and it is only possible to recover σ∗ up to its sign. Observe that ov(σ̂,σ∗) ∈ [0, 1],
with a larger value corresponding to a better estimate. In particular, the algorithm succeeds in
exactly recovering the communities (i.e., σ̂ = σ∗ or σ̂ = −σ∗) if and only if ov(σ̂,σ∗) = 1.

In the logarithmic degree regime—that is, when p = α log(n)/n and q = β log(n)/n for some
fixed constants α, β ≥ 0—it is well-known that there is a sharp information-theoretic threshold
for exactly recovering communities in the SBM (Abbe et al., 2016; Mossel et al., 2016; Abbe and
Sandon, 2015; Abbe, 2017). This is governed by the quantity

D+(α, β) :=

(√
α−√

β√
2

)2

=
α+ β

2
−
√

αβ. (1)

In the general setting, this quantity is known as the Chernoff-Hellinger divergence (Abbe and
Sandon, 2015; Abbe, 2017); in the specific setting of two balanced communities, it simplifies to
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Figure 1: Schematic showing the construction of correlated SBMs (see text for details).

the Hellinger divergence of the vectors (α/2, β/2) and (β/2, α/2), giving (1). The information-
theoretic threshold for exact community recovery is then given by

D+(α, β) = 1. (2)

If D+(α, β) > 1, then exact community recovery is possible: there is a polynomial-time algorithm
which outputs an estimator σ̂ satisfying limn→∞ P(ov(σ̂,σ∗) = 1) = 1. Moreover, if D+(α, β) <
1, then this is impossible: for any estimator σ̃, we have that limn→∞ P(ov(σ̃,σ∗) = 1) = 0.

Correlated SBMs. The goal of our work is to understand how the exact community recovery
threshold given by (2) changes when the input data consists of multiple correlated SBMs. To this
end, we study a natural model of correlated SBMs, which we describe next.

We construct (G1, G2) ∼ CSBM(n, p, q, s) as follows, where the additional parameter s ∈
[0, 1] controls the level of correlation between the two graphs. First, generate a parent graph
G ∼ SBM(n, p, q), and let σ∗ denote the community labels. Next, given G, we construct G1

by independent subsampling: each edge of G is included in G1 with probability s, independently
of everything else, and non-edges of G remain non-edges in G1. We obtain a second graph, G′

2,
independently in the same way. The graphs G1 and G′

2 inherit both the vertex labels and the com-
munity labels σ∗ from the parent graph G. Finally, we let π∗ be a uniformly random permutation
of [n], independently of everything else, and generate G2 by relabeling the vertices of G′

2 according
to π∗ (e.g., vertex i in G′

2 is relabeled to π∗(i) in G2). This last step in the construction of G2

reflects the fact that in applications, node labels are often obscured. To emphasize the effect of the
vertex relabeling on the community labels, we define σ1

∗ := σ∗ and σ2
∗ := σ∗ ◦ π−1

∗ , which are the
community labels in G1 and G2, respectively. This construction is visualized in Figure 1.

First studied by Onaran et al. (2016), this model of correlated SBMs is the natural general-
ization of correlated Erdős-Rényi random graphs, which were introduced by Pedarsani and Gross-
glauser (2011) (see Section 5 for discussion of further related work). In particular, marginally
G1 and G2 are both SBMs. Specifically, since the subsampling probability is s, we have that
G1 ∼ SBM(n, ps, qs). Therefore, from (2) it follows that, in the logarithmic degree regime where
p = α log(n)/n and q = β log(n)/n, the communities can be exactly recovered from G1 alone if
D+(αs, βs) > 1. Since D+(αs, βs) = sD+(α, β), this condition is equivalent to sD+(α, β) > 1,
which we can also write as D+(α, β) > 1/s.

The central question of our work is how to go beyond this single-graph threshold by incorporat-
ing the information in G2. This question was initiated in recent work of Rácz and Sridhar (2021),
whose starting observation was the following. If π∗ were known, then we can reconstruct G′

2 from
G2, and then “overlay” G1 and G′

2 to obtain a new graph H∗ that combines the information in the
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two graphs. In particular, (i, j) is an edge in H∗ if and only if (i, j) is an edge in the parent graph
G and it is included in either G1 or G′

2 in the subsampling process. It thus follows that H∗ is also
an SBM, specifically, H∗ ∼ SBM

(
n, α(1− (1− s)2) log(n)/n, β(1− (1− s)2) log(n)/n

)
. In

particular, this argument implies that if π∗ were known and

1

1− (1− s)2
< D+(α, β) <

1

s
,

then it is information-theoretically impossible to exactly recover σ∗ from G1 alone, but one can
recover σ∗ exactly by combining information from G1 and G2.

Graph matching. Since π∗ is not known, the argument above raises the question of when
π∗ can be exactly recovered from (G1, G2), a task known as graph matching. The main result of
Rácz and Sridhar (2021) answers this question (see also Section 5 for discussion of related work).
Specifically, they show that the information-theoretic threshold for exactly recovering π∗ is given by
s2 (α+ β) /2 = 1. Note that this is precisely the connectivity threshold for the intersection graph
of G1 and G′

2 (the edges of this intersection graph are the edges present in the parent graph G that
survived both subsampling processes). Letting

Tc(α, β) :=
α+ β

2
(3)

denote the connectivity threshold in SBM(n, α log(n)/n, β log(n)/n), we can write the thresh-
old for exactly recovering π∗ as Tc(αs

2, βs2) = 1, or equivalently, s2Tc(α, β) = 1. Thus, if
s2Tc(α, β) > 1, then π∗ can be exactly recovered from (G1, G2), while if s2Tc(α, β) < 1, then
this is impossible.

To summarize the two previous paragraphs, Rácz and Sridhar (2021) showed that if

s2Tc(α, β) > 1 and
(
1− (1− s)2

)
D+(α, β) > 1, (4)

then exact community recovery is possible, that is, it is possible to exactly recover σ∗ using (G1, G2).
The interplay between community recovery and graph matching. The work of Rácz and

Sridhar (2021) leaves open the question of what happens when exact graph matching is impossi-
ble. In particular, is there a parameter regime where exact community recovery is possible from
(G1, G2), even though (1) this is information-theoretically impossible using a single graph and (2)
exact graph matching is also impossible?

We answer this question affirmatively, developing an algorithm that carefully combines commu-
nity recovery and graph matching steps. Moreover, we determine the precise information-theoretic
threshold for when exact community recovery is possible. If

(
1− (1− s)2

)
D+(α, β) > 1, then

this threshold is given by

Tc

(
αs2, βs2

)
+D+ (αs(1− s), βs(1− s)) = 1. (5)

The threshold in (5) cleanly showcases the interplay between community recovery and graph match-
ing: the first term in (5) comes from graph matching, while the second term comes from community
recovery. We now turn to describing our results formally.
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3. Results

We determine the information-theoretic threshold for exact community recovery from two corre-
lated stochastic block models (G1, G2) ∼ CSBM(n, α log(n)/n, β log(n)/n, s). This result has
two parts and we start with the positive one.

Theorem 1 Fix constants α, β > 0 and s ∈ [0, 1]. Let (G1, G2) ∼ CSBM
(
n, α logn

n , β logn
n , s

)
.

Suppose that (
1− (1− s)2

)
D+(α, β) > 1 (6)

and that
s2Tc(α, β) + s(1− s)D+(α, β) > 1. (7)

Then there is an estimator σ̂ = σ̂(G1, G2) such that lim
n→∞

P (ov (σ̂,σ∗) = 1) = 1.

In the prior work of Rácz and Sridhar (2021) it was shown that (6) is necessary for exact community
recovery, and that the conditions in (4) suffice. As described in Section 2, Rácz and Sridhar (2021)
focused on determining the exact graph matching threshold and then using community recovery
algorithms as a black box. The main contribution of Theorem 1 is to go beyond exact graph match-
ing, to showcase how exact community recovery is possible from (G1, G2) even in regimes where
(1) this is impossible from G1 alone and (2) exact graph matching is impossible. This necessitates
developing algorithms that combine information from G1 and G2 in more delicate ways, integrat-
ing ideas from community recovery and graph matching algorithms. Indeed, at a high level, the
algorithm we develop to prove Theorem 1 has four main steps:

(1) Obtain a partial almost exact graph matching µ̂ between G1 and G2;

(2) Obtain an almost exact community labeling of vertices in G1;

(3) For vertices in G1 that are part of the matching µ̂: refine the almost exact labeling obtained in
Step (2) via a majority vote in the (denser) graph consisting of edges that are either in G1 or
in G2 (determined using µ̂).

(4) For vertices in G1 that are not part of the matching µ̂: classify them according to a majority
vote of the labels of their neighbors, where we use only the edges in G1.

In order to make such an algorithm work, the devil is in the details, with careful choices in each
step; we refer to Section 4 for a more detailed overview of the algorithm.

The threshold in (7) highlights the interplay between the community recovery and graph match-
ing tasks. Indeed, the first term in (7) comes from graph matching: s2Tc(α, β) = 1 is the
threshold for exact graph matching; moreover, when s2Tc(α, β) < 1, the best possible almost
exact graph matching makes n1−s2Tc(α,β)+o(1) errors, which is relevant for Step (1) of the algo-
rithm. On the other hand, the second term in (7) comes from community recovery; in particu-
lar, this term arises from the majority vote in Step (4). Note that while we use all edges in G1

for this step, the unmatched nodes are isolated in the intersection graph, and hence the relevant
edges are not present in G2, leading to the “effective” factor of s(1 − s). Since exact commu-
nity recovery in SBM(n, αs(1 − s) log(n)/n, βs(1 − s) log(n)/n) is governed by the quantity
D+(αs(1− s), βs(1− s)) = s(1− s)D+(α, β), this leads to the second term in (7).

As the following impossibility result shows, Theorem 1 is tight.
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Figure 2: Phase diagram for exact community recovery for fixed s, with α ∈ [0, 40] and β ∈ [0, 40]
on the axes. Green region: exact community recovery is possible from G1 alone; Cyan re-
gion: exact community recovery is impossible from G1 alone, but exact graph match-
ing is possible, and subsequently exact community recovery is possible from (G1, G2);
Dark Blue region: exact community recovery is impossible from G1 alone, exact graph
matching is also impossible, yet exact community recovery is nonetheless possible from
(G1, G2); Pink region: exact community recovery is impossible from (G1, G2) (even
though it would be possible if π∗ were known). Red region: exact community recovery is
impossible from (G1, G2) (even if π∗ is known). Characterizing the Dark Blue and Pink
regions is the main result of this paper.

Theorem 2 Fix constants α, β > 0 and s ∈ [0, 1]. Let (G1, G2) ∼ CSBM
(
n, α logn

n , β logn
n , s

)
.

Suppose that (
1− (1− s)2

)
D+(α, β) < 1 (8)

or that

s2Tc(α, β) + s(1− s)D+(α, β) < 1. (9)

Then for any estimator σ̃ = σ̃(G1, G2), we have that lim
n→∞

P(ov(σ̃,σ∗) = 1) = 0.

Impossibility of exact community recovery under the condition (8) was shown by Rácz and
Sridhar (2021), so the contribution of Theorem 2 is to show impossibility under the condition (9).

As discussed above, the condition (9) highlights the interplay between the community recovery
and graph matching tasks. In particular, Theorem 2 uncovers and characterizes a region of the
parameter space where exact community recovery from (G1, G2) is impossible, despite the fact that
if π∗ were known, then exact community recovery would be possible from the correctly matched
union graph G1 ∨π∗ G2.

Putting together Theorems 1 and 2, we obtain the information-theoretic threshold for exact
community recovery in correlated SBMs, see (5). These results are illustrated in the phase diagrams
of Figures 2 and 3.
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Figure 3: Phase diagrams for exact community recovery for fixed β, with α ∈ [0, 40] and s ∈ [0, 1]
on the axes. (Colors as in Fig. 2.)

4. Overview of algorithms and proofs

We next expand upon the very high-level steps of the recovery algorithm presented in Section 3,
detailing choices made in each step, and highlighting technical challenges that arise in the analysis.
We also give an overview of the impossibility proof.

Almost exact graph matching via the k-core estimator. For a permutation π : [n] → [n],
let G1 ∧π G2 be the corresponding intersection graph of G1 and G2, where (i, j) is an edge in
G1∧πG2 if and only if (i, j) is an edge in G1 and (π(i), π(j)) is an edge in G2. The graph matching
algorithm we study—called the k-core estimator—iterates over all permutations of [n] and finds a
permutation π̂ that induces the largest k-core1 in the corresponding intersection graph. The output
of the algorithm is a potentially incomplete vertex correspondence µ̂, which is the restriction of π̂
to the vertex set of the k-core in G1 ∧π̂ G2. Figure 4 provides an illustration.

While it is (information-theoretically) impossible that µ̂ = π∗ with probability larger than o(1)
in the parameter regime that we consider, µ̂ has two important properties that we highlight. First,
µ̂ matches almost all vertices; that is, if we denote by F the set of unmatched vertices, then |F | =
o(n). Second, the vertices matched by µ̂ are all correct with probability 1 − o(1). This property is
extremely important for downstream community recovery tasks, as it allows us to clearly leverage
information from G1 and G2 in classifying a given vertex in the correspondence µ̂.

Intuitively, graph matching algorithms tend to fail in aligning vertices that are not well-connected
in G1 ∧π∗ G2 (in particular, singletons), since such vertices have little common information across
G1 and G2. On the other hand, the k-core is, by definition, a well-connected subgraph, explaining
why the k-core estimator succeeds for an appropriate choice of k (we choose k = 13 in this pa-
per). Previously, Cullina et al. (2020) proved the almost exact correctness of the k-core estimator
for sparse correlated Erdős-Rényi graphs. Here, we extend their results to correlated SBMs, which
requires a novel analysis, since the prior work of Cullina et al. (2020) utilized certain probability
generating functions that can only be tractably computed for Erdős-Rényi graphs. Our approach
circumvents this issue while also providing a tight analysis for the logarithmic degree regime.

An important and novel consequence of our analysis is that for correlated SBMs in the logarith-
mic degree regime, the k-core estimator achieves optimal performance. Specifically, we show that
the k-core estimator fails to match at most |F | ≤ n1−s2Tc(α,β)+o(1) vertex pairs, which is orderwise

1. The k-core of a graph is the largest induced subgraph for which all vertices have degree at least k.
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Figure 4: Illustration of the k-core matching (here, k = 4). Pictured here is the corresponding k-
core of the intersection graph G1 ∧µ̂ G2.

equal to the number of singletons of G1∧π∗G2, for which it is known that any graph matching algo-
rithm will fail (Rácz and Sridhar, 2021; Cullina et al., 2016). This optimality of the k-core estimator
is a fundamental reason why we utilize the k-core estimator to prove that the information-theoretic
threshold can be achieved.

Exact community recovery in the correctly matched region. Since exact community recovery
is impossible in G1 or in G2 alone, we will utilize the almost-exact vertex alignment µ̂ to combine
information from both graphs to recover communities. The algorithm we design does so by recov-
ering communities through multiple subroutines, each of which is executed carefully in order to
de-couple the complex dependencies between G1, G2, and µ̂. Initially, we focus on recovering the
community labels of vertices that are part of the (partial) matching µ̂.

First, we run a community recovery algorithm on G1 to generate an almost-exact community
labeling (i.e., with o(n) errors). Using µ̂, we then identify the graph G1 ∨µ̂ G2, which consists of
edges (i, j) such that (i, j) is an edge in G1 or (µ̂(i), µ̂(j)) is an edge in G2. Using G1 ∨µ̂ G2,
we then refine the almost-exact community labeling by re-classifying vertices in µ̂ according to a
majority vote among the labels of neighbors in G1 ∨µ̂ G2. See Figure 5 for an illustration.

To make this algorithm work, there are several technical roadblocks which require novel ideas
to overcome. First, since the almost-exact community labels inferred from G1 are subsequently
analyzed in the context of G1 ∨µ̂ G2, it is critical that the incorrectly-classified vertices are not
well-connected. If, for instance, a vertex had only a small number of correctly-classified neighbors
in G1 ∨µ̂ G2, the final majority vote step would not be guaranteed to succeed. We therefore employ
an algorithm previously developed by Mossel et al. (2016), for which we can control the geometry
of the misclassified vertices and show that the incorrectly-classified vertices are indeed only weakly
connected. We remark that, as a consequence of our analysis, we show that the algorithm of Mossel
et al. (2016) is optimal, in the sense that it outputs a labeling which makes the smallest possible
number of errors. We repeatedly leverage this property to show that our full algorithm works down
to the information-theoretic threshold.

The other key technical hurdle concerns the structure of G1 ∨µ̂ G2. Notice that, in the regime(
1− (1− s)2

)
D+(α, β) > 1, with high probability it is guaranteed that all vertices in G1 ∨π∗ G2

have the property that the majority of each community among their neighbors is the same as the
community label of the vertex itself. However, it is unclear whether this is the case for G1 ∨µ̂ G2,

8
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Figure 5: Illustration of how the recovery algorithm classifies vertices in [n] \F (see Algorithm 2).
In each graph, the orange region denotes the set of incorrectly classified vertices resulting
from applying Algorithm 3 (almost exact community recovery) to G1, the purple region
denotes F or F \ F (which are classified later), and the white region denotes the set
of correctly-classified vertices. When the two graphs are overlayed to form G1 ∨µ̂ G2,
all vertices in J have a neighborhood majority corresponding to the correct community
labeling.

since the removal of the vertices in F that are not part of the (incomplete) vertex correspondence
µ̂ may skew the neighborhood majority of nodes that have many neighbors in F . To remedy this
issue, we employ a method of Łuczak (1991) to find a set F ⊃ F that is guaranteed to be only
weakly connected to vertices outside of F in G1 ∨µ̂ G2 (and not much greater in size than F ). As
a consequence, if v ∈ [n] \ F is incorrectly classified in G1, the majority of its correctly labeled
neighbors in G1 ∨µ̂ G2 will not be significantly affected by F , resulting in the correct labeling.

Classifying the vertices outside of the correctly matched region. It now remains to classify
vertices in F . To classify F \ F , it is useful to consider the graph G1 \µ̂ G2, which consists of
edges (i, j) that are in G1 such that (µ̂(i), µ̂(j)) is not in G2. In our construction of F , we are
careful to only use the structure of G2, not G1, so that the neighbors of F in G1 \µ̂ G2 do not
depend strongly on the structure of F . We then classify vertices in F \F according to their majority
among correctly-classified neighbors in G1 \µ̂ G2, which are given by the previous step of the
algorithm. Due to the approximate independence between F and its neighbors in G1 \µ̂ G2, the
probability that the majority vote fails can be computed in a straightforward manner and is shown
to be n−s(1−s)D+(α,β)+o(1). The factor of s(1− s) in the exponent reflects the fact that G1 \µ̂ G2 is
essentially constructed from edges in the parent graph G that are sampled by G1 but not by G2. We
show that |F | = n1−s2Tc(α,β)+o(1) with probability 1− o(1), which, along with the probability that
majority fails, implies that we can informally bound the probability that the algorithm fails as

P(exists a vertex in F \ F such that the majority vote fails) ≤ |F \ F | · P(majority vote fails)

≤ n1−s2Tc(α,β)+o(1) · n−s(1−s)D+(α,β)+o(1) = n1−(s2Tc(α,β)+s(1−s)D+(α,β))+o(1).

9
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In particular, the final expression is o(1) if (7) holds. While the display above is quite informal, it
captures the reason why our algorithm works in the regime (7).

Finally, we classify vertices in F , which we recall is the set of vertices outside of the k-core
of G1 ∧π∗ G2, with high probability. We classify these vertices according to a majority vote with
respect to their correctly-labeled neighbors in G1 outside of F . By definition, vertices in F can have
at most k − 1 edges outside of F in G1 ∧π∗ G2, implying that the bulk of the neighbors will be in
the graph G1 \π∗ G2. Since |F | ≤ n1−s2Tc(α,β)+o(1) with high probability, we may repeat similar
arguments as for the classification of F \ F above, to conclude that the majority vote will succeed
in classifying F provided that (7) holds.

Impossibility results. Since impossibility under the regime in (8) was proved by Rácz and Srid-
har (2021), we focus on the regime in (9). To this end, notice that when s2Tc(α, β) < 1, there
are n1−s2Tc(α,β)+o(1) singletons in G1 ∧π∗ G2; these can be thought of as the vertices with non-
overlapping information across G1 and G2. This property makes such vertices impossible to match
correctly. As a result, the maximum a posteriori (MAP) estimator for community labels of the
singletons of G1 ∧π∗ G2 almost completely disregards information from G2 and classifies the sin-
gletons according to their neighborhood majority in G1 alone. To make this rigorous, we give the
MAP estimator additional information in the form of σ2

∗ (the community labels in G2) and the cor-
rect matching π∗(i) for all nodes i that are not singletons in G1∧π∗ G2, and show that even with this
additional information, the MAP estimator fails. Specifically, we use the second moment method
to show that under the condition (9), with high probability, at least one of the majority votes will
lead to the wrong classification. Since the MAP estimator fails in this regime, so too does any other
estimator.

5. Related work

Since our work focuses on the interplay between community recovery and graph matching, it natu-
rally connects with and builds upon the extensive literatures on these two topics. We highlight here
the most relevant related work.

Community recovery in SBMs. There is a vast literature on learning latent community struc-
ture in networks, and this question is by now understood well in SBMs (Holland et al., 1983; Dyer
and Frieze, 1989; Bui et al., 1984; Boppana, 1987; Decelle et al., 2011; Mossel et al., 2014; Mas-
soulié, 2014; Mossel et al., 2018; Abbe et al., 2016; Mossel et al., 2016; Abbe and Sandon, 2015;
Bordenave et al., 2015); we refer the reader to Abbé’s survey (Abbe, 2017) for an overview. We
highlight in particular the works of Abbe et al. (2016) and Mossel et al. (2016), which characterized
the threshold for exact community recovery in the balanced two-community SBM. We build and
expand upon their algorithms and analyses, in particular dealing with the uncertainties and depen-
dencies arising from the partial, inexact matching between the correlated graphs.

Beyond SBMs. Roughly speaking, there are two main strands of literature that go beyond
SBMs, incorporating various types of additional information to aid in recovering communities: con-
textual SBMs and multi-layer networks. In contextual SBMs, the idea is to leverage node-level in-
formation (e.g., latent high-dimensional vectors) that is correlated with the community labels (Both-
orel et al., 2015; Kanade et al., 2016; Mossel and Xu, 2016; Zhang et al., 2016; Binkiewicz et al.,
2017; Deshpande et al., 2018; Abbe et al., 2020a; Lu and Sen, 2020; Saad and Nosratinia, 2020;
Yan and Sarkar, 2021; Ma and Nandy, 2021). In particular, the information-theoretic limits have re-
cently been characterized for both community detection and exact community recovery (Deshpande
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et al., 2018; Abbe et al., 2020a; Lu and Sen, 2020), and in both cases these limits shift due to the
high-dimensional node covariates.

Multi-layer SBMs were introduced by Holland, Laskey, and Leinhardt, in the same work that
introduced SBMs (Holland et al., 1983). Here, given the underlying community structure, a collec-
tion of SBMs is generated on the same vertex set with the same latent community labels. Several
variants have been explored (Han et al., 2015; Arroyo et al., 2021; Paul and Chen, 2020, 2021; Lei
et al., 2019; Ali et al., 2019; Bhattacharyya and Chatterjee, 2020; Chen et al., 2020), but typically the
layers are conditionally independent given the community labels. This is a major difference com-
pared to the setting we consider, where the graphs are correlated through the formation of edges.
Moreover, the node labels are assumed to be known in the multi-layer setting, which completely
removes the need for graph matching.

The recent works (Mayya and Reeves, 2019; Ma and Nandy, 2021) jointly consider multi-layer
networks and node-level information that is correlated with the latent community memberships,
thus synthesizing these two strands of literature.

Graph matching: correlated Erdős-Rényi model. Arguably the simplest probabilistic gen-
erative model of correlated graphs is to consider two correlated Erdős-Rényi random graphs. Con-
sequently, this model, introduced by Pedarsani and Grossglauser (2011), has been the focus of the
theoretical literature on graph matching. The information-theoretic limits for recovering the latent
vertex correspondence π∗ have been determined for exact recovery (Cullina and Kiyavash, 2016,
2018; Wu et al., 2021) and almost exact recovery (Cullina et al., 2020), and significant progress has
been made for weak recovery as well (Ganassali and Massoulié, 2020; Hall and Massoulié, 2020;
Ganassali et al., 2021; Wu et al., 2021).

In particular, we highlight the work of Cullina et al. (2020), which is central to this paper and
which we extend to correlated SBMs. They showed that the so-called k-core matching achieves
almost exact recovery when the average degree of the intersection graph diverges, and moreover,
with high probability, all nodes in this partial matching are known to be correctly matched. This
latter property is very useful, especially for downstream tasks such as combining a partial matching
with community recovery steps. This directly motivates our choice of using a k-core matching in
the algorithm that proves Theorem 1.

The quest for efficient algorithms for graph matching has led to numerous algorithmic ad-
vances (Mossel and Xu, 2019; Barak et al., 2019; Ding et al., 2021; Fan et al., 2020; Mao et al.,
2021b), culminating in the recent work of Mao et al. (2021a), who demonstrated an efficient algo-
rithm for exact recovery in the constant noise regime.

Graph matching: beyond Erdős-Rényi. A growing literature studies graph matching in mod-
els going beyond Erdős-Rényi, including correlated SBMs (Onaran et al., 2016; Cullina et al., 2016;
Lyzinski, 2018; Rácz and Sridhar, 2021; Shirani et al., 2021) and more (Korula and Lattanzi, 2014;
Rácz and Sridhar, 2022; Yu et al., 2021). Closest to our work is that of Rácz and Sridhar (2021),
who determined the information-theoretic limits for exact graph matching in correlated SBMs, and
subsequently leveraged this for exact community recovery. Our main contribution, discussed in
detail in Sections 2 and 3, is to go beyond exact graph matching and to understand when exact
community recovery is possible in the regime where exact graph matching is impossible.

6. Discussion and future work

Our work leaves open several important avenues for future work, which we now outline.
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• Efficient algorithms. In the parameter regime where exact community recovery is possible
from (G1, G2) (see Theorem 1), it is important to understand whether this is possible effi-
ciently (in time polynomial in n). The algorithm that we developed to prove Theorem 1 is
not efficient; specifically, the k-core matching step is inefficient, while the other steps are ef-
ficient. Finding efficient algorithms for graph matching has been the motivating force behind
several recent works (e.g., (Mossel and Xu, 2019; Barak et al., 2019; Ding et al., 2021; Fan
et al., 2020; Mao et al., 2021b)), culminating in the recent breakthrough work of Mao et al.
(2021a), who developed an efficient algorithm for graph matching in correlated Erdős-Rényi
random graphs with constant noise. This promisingly suggests that efficient algorithms exist
in the setting of the current paper as well.

We note, however, that using a k-core matching in this paper was a careful choice motivated
by the desirable property that, with high probability, all nodes in this partial matching are
known to be correctly matched. This raises the possibility that developing efficient algorithms
for the full regime of Theorem 1 may require significant new ideas beyond extending the work
of Mao et al. (2021a) to correlated SBMs (which, in itself, is an interesting open problem).

• Three or more correlated graphs. What happens in the case of several correlated SBMs?
Achieving exact community recovery down to the threshold in Theorem 1 requires carefully
passing information between the two correlated graphs. It would be interesting to understand
how this generalizes to three or more graphs.

• Beyond exact community recovery. While here we focus on exact community recovery,
it is of great interest to understand how multiple correlated SBMs can help with recovering
communities in other parameter regimes. We conjecture that synthesizing information from
a second, correlated graph can help in all settings.

For instance, when only almost exact community recovery is possible from (G1, G2), we con-
jecture that the optimal error rate is of smaller order than if only G1 were known. Similarly,
in the partial recovery regime, we conjecture that a larger fraction of nodes can be recovered
when given (G1, G2), as compared to when only G1 is given. Finally, we conjecture that
the threshold for community detection decreases in the case of multiple correlated SBMs,
compared to a single SBM. Understanding all of these regimes quantitatively is an important
direction for future work.

• General correlated stochastic block models. We focused here on the simplest setting of
the SBM with two balanced communities. A natural future direction is to extend our results
to more general SBMs with multiple communities, which are understood well in the single
graph setting (Abbe, 2017).
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Appendix A. Organization

The rest of the paper is devoted to the proofs of Theorems 1 and 2 and is structured as follows. First,
after collecting notation in Section B, we describe the recovery algorithm in detail in Section C. Sec-
tion D contains preliminary lemmas which are useful throughout, followed by three sections where
the three main steps of the algorithm are analyzed: Section E contains the analysis of the k-core
estimator, Section F proves the correctness of the estimated community labels for the matched ver-
tices, and Section G deals with classifying the remaining vertices. The different steps are combined
into a proof of Theorem 1 in Section H. Finally, Section I contains the proof of the impossibility
result, Theorem 2.

Appendix B. Notation

Recall that the underlying vertex set is V = [n] := {1, 2, . . . , n}. We denote by Sn the set of
permutations of [n]. Recall that V + := {i ∈ [n] : σ∗(i) = +1} and V − := {i ∈ [n] : σ∗(i) = −1}
denote the vertices in the two communities. To emphasize the different vertex labels in G1 and
G2, we define σ1

∗ := σ∗ and σ2
∗ := σ∗ ◦ π−1

∗ , which are the community labels in G1 and G2,
respectively. Accordingly, we define V +

1 := V + and V −
1 := V −, as well as V +

2 := {i ∈ [n] :
σ2
∗(i) = +1} and V −

2 := {i ∈ [n] : σ2
∗(i) = −1}, to denote the two communities in the two graphs.

Let
(
[n]
2

)
:= {{i, j} : i, j ∈ [n], i ̸= j} denote the set of all unordered vertex pairs. We

use (i, j), (j, i), and {i, j} interchangeably to denote the unordered pair consisting of i and j.
Given a community labeling σ, we define the sets E+(σ) :=

{
(i, j) ∈

(
[n]
2

)
: σ(i)σ(j) = +1

}
and E−(σ) :=

{
(i, j) ∈

(
[n]
2

)
: σ(i)σ(j) = −1

}
. In words, E+(σ) is the set of intra-community

vertex pairs, and E−(σ) is the set of inter-community vertex pairs. Note that E+(σ) and E−(σ)
partition

(
[n]
2

)
.

Let A be the adjacency matrix of G1, let B be the adjacency matrix of G2, and let B′ be the
adjacency matrix of G′

2. Note that, by construction, we have that B′
i,j = Bπ∗(i),π∗(j) for every

i, j. By the construction of the correlated SBMs, we have the following probabilities for every
(i, j) ∈

(
[n]
2

)
:

P
((
Ai,j , B

′
i,j

)
= (1, 1)

∣∣σ∗
)
=

{
s2p if σ∗(i) = σ∗(j),

s2q if σ∗(i) ̸= σ∗(j);

P
((
Ai,j , B

′
i,j

)
= (1, 0)

∣∣σ∗
)
=

{
s(1− s)p if σ∗(i) = σ∗(j),

s(1− s)q if σ∗(i) ̸= σ∗(j);

P
((
Ai,j , B

′
i,j

)
= (0, 1)

∣∣σ∗
)
=

{
s(1− s)p if σ∗(i) = σ∗(j),

s(1− s)q if σ∗(i) ̸= σ∗(j);

P
((
Ai,j , B

′
i,j

)
= (0, 0)

∣∣σ∗
)
=

{
1− p(2s− s2) if σ∗(i) = σ∗(j),

1− q(2s− s2) if σ∗(i) ̸= σ∗(j).

For brevity, for i, j ∈ {0, 1} we write

pij := P
((
A1,2, B

′
1,2

)
= (i, j)

∣∣σ∗
)

if σ∗(1) = σ∗(2)
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and
qij := P

((
A1,2, B

′
1,2

)
= (i, j)

∣∣σ∗
)

if σ∗(1) ̸= σ∗(2).

We also utilize some common notation for general graphs G. If R is a subset of the vertex set
of G, we let G{R} denote the induced subgraph of G corresponding to R. For a vertex i in G, we
let NG(i) be the set of neighbors of i in G. We abbreviate NG1(i) as N1(i), and similarly NG2(i)
as N2(i). We also let degG(i) = |NG(i)| denote the degree of i in G.

For an event A, we denote by 1 (A) the indicator of A, which is 1 if A occurs and 0 otherwise.
Given a function f and a subset M of its domain, we let f{M} denote the restriction of f to M .
We also let f(M) denote the image of M under f .

Throughout the paper we use standard asymptotic notation and all limits are as n → ∞.

Appendix C. The recovery algorithm

Our recovery algorithm begins by forming a matching between a subset of the vertices in G1 and a
subset of the vertices in G2. Formally, we have the following definitions of a matching and a k-core
matching.

Definition 3 Let G1 and G2 be two graphs with vertex set [n]. The pair (M,µ) is a matching
between G1 and G2 if

• M ⊆ [n],

• µ : M → [n], and

• µ is injective.

Given a matching (M,µ), we introduce the following related notation. We let G1 ∨µ G2 be the
union graph, whose vertex set is M , and whose edge set is {{i, j} : i, j ∈ M,Aij+Bµ(i),µ(j) ≥ 1}.
In other words, the union graph contains edges that appear in either graph, relative to the matching µ.
Similarly, let G1 ∧µ G2 be the intersection graph, whose vertex set is M , and whose edge set is
{{i, j} : i, j ∈ M,Aij = Bµ(i),µ(j) = 1}. The intersection graph contains all edges appearing in
both graphs, relative to the matching µ. Let G1 \µ G2 be the graph whose vertex set is M , and
whose edge set is {{i, j} : i, j ∈ M,Aij = 1, Bµ(i),µ(j) = 0}. In other words, G1 \µ G2 contains
edges appearing in G1 but not G2, again, relative to the matching. Finally, let G2 \µG1 be the graph
whose vertex set is M , and whose edge set is {{i, j} : i, j ∈ M,Aij = 0, Bµ(i),µ(j) = 1}. Note that
all four definitions use vertex numbering relative to G1. If π : [n] → [n] is a permutation, then the
notation G1∨πG2, G1∧πG2, G1\πG2, and G2\πG1 is defined according to the matching ([n], π).

In order to introduce our matching algorithm, we require the following definition. We let
dmin(G) be the minimal degree in a graph G.

Definition 4 A matching (M,µ) is a k-core matching of (G1, G2) if dmin(G1 ∧µG2) ≥ k (i.e., for
every i ∈ M , the degree of i in the graph G1 ∧µ G2 is at least k). A matching (M,µ) is called a
maximal k-core matching if it involves the greatest number of vertices, among all k-core matchings.

The term k-core matching comes from the notion of a k-core. The k-core of a graph G is the
maximal subgraph with minimum degree at least k. Our first step is to produce a maximal k-core
matching of the graphs (G1, G2); see Figure 4 for an illustration.
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Algorithm 1 k-core matching

Input: Pair of graphs (G1, G2) on n vertices, k ∈ [n].
Output: A matching (M̂, µ̂) of (G1, G2).

1: By enumerating all possible matchings, find the maximal k-core matching (M̂, µ̂) of G1 and G2.

Let (M̂, µ̂) be the matching found by Algorithm 1 with k = 13. We will show that M̂ coincides
with the maximal k-core of G1 ∧π∗ G2, with high probability (see Lemma 21). Furthermore, we
will show that a vanishing fraction of the vertices is excluded from this matching. Specifically, let
F := [n] \ M̂ be the set of vertices which are excluded from the matching; we will show that
|F | ≤ n1−s2Tc(α,β)+o(1) with high probability (see Lemma 26).

Our next step is to leverage the correctly matched region in order to find the correct communities.
In particular, the goal of the following algorithm is to perfectly recover the communities in the subset
of vertices found by the k-core matching (with k = 13). The algorithm involves several intermediate
steps which we detail below.

Algorithm 2 Labeling the k-core

Input: Pair of graphs (G1, G2) on n vertices, a k-core matching (M,µ), parameters α, β, s, ϵ > 0.
Output: A labeling of G1{M}.

Finding a preliminary labeling
1: Apply Algorithm 3 to the graph G1 and parameters (sα, sβ, ϵ), obtaining a labeling σ̂1.

Expanding F := [n] \M
2: Let F := [n] \M . Apply Algorithm 4 to (G2, [n] \ µ(M)), obtaining the set F ′ ⊇ [n] \ µ(M).

Let F := [n] \ µ−1([n] \ F ′), and note that F ⊇ F .

Classifying [n] \ F and F \ F
3: For each i ∈ [n] \ F , set σ̂(i) ∈ {−1, 1} according to the neighborhood majority (resp.,

minority) of σ̂1 with respect to the graph (G1 ∨µ G2){[n] \ F} if α > β (resp., α < β).
4: For each i ∈ F \F , set σ̂(i) ∈ {−1, 1} according to the neighborhood majority (resp., minority)

of σ̂ with respect to the graph (G1 \µ G2){([n] \ F ) ∪ {i}} if α > β (resp., α < β).

5: Return σ̂ : M → {−1, 1}.

Step 1 in Algorithm 2 results in almost exact recovery of the community labels in G1. We then
need to transform the almost-exact labeling to an exact labeling. We would like to do this by a
neighborhood vote in the union graph G1 ∨µ̂ G2; however, the contribution of edges from vertices
in M̂ to vertices in F is hard to analyze. To remedy this difficulty, we expand the set F into
the set F ⊇ F , such that any vertex of G2 outside of π∗(F ) has at most one neighbor in π∗(F ),
with high probability. This expansion, which is constructed by a method of Łuczak (1991), is
guaranteed to satisfy |F | ≤ 3|F | with high probability (see Lemma 25). Given the expanded set,
we classify all i ∈ [n] \ F according to the majority of neighborhood values of σ̂1 in the union
graph (G1 ∨µ̂ G2){[n] \ F}. See Figure 5 for an illustration of this procedure.

In order to show that the majority vote correctly rectifies the labels, we first show a general result
on almost-exact recovery in SBMs, which relates the set of incorrectly classified vertices to the set
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of vertices with weak majorities with respect to the ground-truth labeling (Lemma 27), adapted from
Mossel et al. (2016). Namely, let J be the set of incorrectly classified vertices of a graph G drawn
from the SBM, and let Iϵ(G) be the set of vertices in G which do not have ϵ log(n) majorities with
respect to the ground-truth labeling σ∗ (see Definitions 15 and 16 for formal definitions.) We will
show that with high probability, for suitable ϵ > 0, it holds that J ⊆ Iϵ(G). Given this general
result, it follows that the error set of σ̂1 is contained within the set Iϵ(G1). We then show that on the
graphs G1 and (G2 \µ̂G1){[n] \F}, each vertex has few neighbors in Iϵ(G1) (Lemmas 30 and 34).
In turn, this allows us to show that on the union graph (G1 ∨µ G2){[n] \ F}, the neighborhood
labels of a given vertex i with respect to σ̂1 are close to the neighborhood labels with respect to σ∗.
Finally, we show that each vertex in (G1∨µG2){[n] \F} has an ϵ log n majority with respect to σ∗
(Lemma 33). Therefore, taking a majority with respect to σ̂1 on (G1 ∨µ G2){[n] \ F} transforms
the almost-exact labeling to the correct labeling.

To complete the labeling of the k-core, we classify vertices in F \F according to the majority of
neighborhood values of σ̂{[n] \F}, with respect to the graph (G1 \µ̂ G2){([n] \F )∪ {i}}. We are
able to do so because the edges in the graph (G1 \µ̂G2){([n]\F )∪{i}} are (nearly) independent of
the construction of F , conditioned on the random partition representation of correlated SBMs (see
Section D.2 for details).

We now provide the details of the subroutines used by Algorithm 2.

Algorithm 3 Almost-exact community recovery (Mossel et al., 2016, Algorithm 1)

Input: A graph G on n vertices, parameters α, β, ϵ > 0.
Output: A labeling on G given by σ̂ : [n] → {−1, 1}.

1: Choose a positive integer m satisfying (log(ϵm(200max{1, α, β})−1)− 1)ϵ/2 > 1. Initialize
two empty sets, W+ and W−.

2: Using the spectral method of (Abbe et al., 2020b, Section 3.2), find a community partition of
[n], denoted by (U+, U−).

3: Partition [n] randomly into {U1, . . . , Um}.
4: For each i ∈ [m]:

• Using the spectral method of (Abbe et al., 2020b, Section 3.2), find a community partition
(Ui,+, Ui,−) of G {[n] \ Ui}. If |Ui,+∆U+| ≥ n/2, then swap Ui,+ and Ui,−.

• For v ∈ Ui, insert v into W+ or W− according to its neighborhood majority (resp., minor-
ity) in Ui,+ ∪ Ui,− if α > β (resp., α < β).

5: For i ∈ W+, set σ̂(i) = 1, and for i ∈ W−, set σ̂(i) = −1. Return σ̂.

Algorithm 4 Łuczak expansion

Input: A graph G on n vertices, a set U ⊆ [n]
Output: A set U ⊆ [n] such that U ⊇ U and for all i ∈ [n] \ U , i has at most one neighbor in U .

1: Let U0 = U . For each i ∈ {0, 1, . . . , n}:

• Let U ′
i+1 be the set of vertices outside Ui that have at least two neighbors in Ui.

• If U ′
i+1 = ∅ return Ui.

• Else set Ui+1 = Ui ∪ {v}, where v is an arbitrarily chosen vertex in U ′
i+1.
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The complete algorithm appears below. First, the k-core matching is found. Next, the vertices
comprising the matching are labeled. Finally, the vertices excluded from the matching are labeled
according to neighborhood labels in the graph G1, restricted to the vertices comprising the matching.

Algorithm 5 Full community recovery

Input: Pair of graphs (G1, G2) on n vertices, k ∈ [n], and ϵ > 0.
Output: A labeling of G1 given by σ̂ : [n] → {−1, 1}.

1: Apply Algorithm 1 on input (G1, G2, k), obtaining a matching (M̂, µ̂).
2: Apply Algorithm 2 on input (G1, G2, M̂ , µ̂, ϵ), obtaining a labeling σ̂ : M̂ → {−1, 1}.
3: For i ∈ [n] \ M̂ , classify i according to its neighborhood majority (resp., minority) in the graph

G1{M̂ ∪ {i}} if α > β (resp., α < β).

Theorem 5 Fix constants α, β > 0 and s ∈ [0, 1]. Let (G1, G2) ∼ CSBM
(
n, α logn

n , β logn
n , s

)
.

Suppose that (6) and (7) hold. Let ϵ > 0 satisfy(
1− (1− s)2

)
D+(α, β) > 1 + 2ϵ| log(α/β)| and 0 < ϵ ≤ sD+(α, β)

4| log(α/β)| . (10)

Then Algorithm 5 on input (G1, G2, 13, ϵ) correctly labels all of the vertices in G1, with high prob-
ability.

Since (6) and (7) imply the existence of ϵ > 0 such that (10) holds, proving Theorem 1 reduces to
proving Theorem 5. The proof of Theorem 5 can be found in Section H, with the supporting results
proved in Sections E, F, and G.

Appendix D. Preliminary results

D.1. Binomial probabilities

Since binomial differences appear frequently in our analysis, we include two useful results here.
The first can be found in the proof of (Mossel et al., 2016, Proposition 2.8).

Lemma 6 Suppose that α ≥ β. Let Y ∼ Bin(m+, α log(n)/n) and Z ∼ Bin(m−, β log(n)/n)
be independent. If m+ = (1 + o(1))n/2 and m− = (1 + o(1))n/2, then

P(Y < Z) = n−D+(α,β)+o(1).

Remark 7 The precise result in (Mossel et al., 2016, Proposition 2.8) characterizes P(Y ≤ Z)
when m+ = m− = n/2. It is readily seen from their proof of the result that it also holds for the
slightly more general values of m+ and m− that we consider and when the inequality between Y
and Z is strict.

The following result follows from (Abbe et al., 2020b, Lemma 8 of Supplement).

Lemma 8 Suppose that α > β. Let Y ∼ Bin
(
m+,

α logn
n

)
and Z ∼ Bin

(
m−,

β logn
n

)
be

independent. If m+ = (1 + o(1))n/2 and m− = (1 + o(1))n/2, then for any ϵ > 0,

P (Y − Z ≤ ϵ log n) ≤ n
−
(
D+(α,β)− ϵ log(α/β)

2

)
+o(1)

.
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Figure 6: Decomposition of correlated G1 and G′
2 into G1\π∗G2, G1∧π∗G2, and G2\π∗G1, which

are conditionally independent given π∗, σ∗, and the random partition {E00, E10, E11, E01}
(see Lemma 10).

Remark 9 Note that (Abbe et al., 2020b, Lemma 8 of Supplement) treats the case where m+ =

m− = n/2, obtaining a tail bound of n−
(
D+(α,β)− ϵ log(α/β)

2

)
. Allowing for m+,m− = (1 +

o(1))n/2 is reflected by an additional o(1) in the exponent.

D.2. A useful construction of correlated SBMs

In this section, we detail a useful alternate construction of correlated SBMs that highlights the
independent regions of G1 and G2.

To begin, we construct a random partition {E00, E01, E10, E11} of
(
[n]
2

)
as follows. Independently

for each {i, j} ∈
(
[n]
2

)
, we add {i, j} to E00 with probability (1 − s)2, to E01 with probability

s(1 − s), to E10 with probability s(1 − s), and to E11 with probability s2. Subsequently, for each
pair {i, j}, we construct an edge between i and j with probability p if the two vertices are in the
same community, else with probability q if the two vertices are in different communities. The graph
G1 is constructed using the edges formed in E10 ∪ E11 and the graph G′

2 is constructed using the
edges formed in E01∪E11. The graph G2 is then generated from G′

2 and π∗ by relabeling the vertices
of G′

2 according to π∗. The usefulness of this construction is that it provides an alternate way to
generate correlated SBMs and highlights regions of the two graphs that are independent of each
other (see Figure 6 for an illustration). This is formally stated in the following result.

Lemma 10 The random partition construction of correlated SBMs above is equivalent to the orig-
inal construction described in Section 2. Moreover, conditioned on π∗, σ∗, E00, E01, E10, and E11,
the graphs G1 \π∗ G2, G1 ∧π∗ G2, and G2 \π∗ G1 are mutually independent.
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Proof To prove the first statement, it suffices to check that the marginal distribution of the pair
(Ai,j , Bπ∗(i),π∗(j)) is the same under both constructions, due to the independence over vertex pairs.
Under the original construction, if σ1

∗(i) = σ1
∗(j), then

P
(
(Ai,j , Bπ∗(i),π∗(j)) = (a, b)

∣∣π∗,σ1
∗
)
=


s2p if (a, b) = (1, 1),

s(1− s)p if (a, b) ∈ {(1, 0), (0, 1)},
1−

(
1− (1− s)2

)
p if (a, b) = (0, 0).

(11)
When σ1

∗(i) = −σ1
∗(j), the joint distribution is the same as in (11), with p replaced by q. In the

second construction, if (a, b) ̸= (0, 0), then we have, for i, j satisfying σ1
∗(i) = σ1

∗(j), that

P
(
(Ai,j , Bπ∗(i),π∗(j)) = (a, b)

∣∣π∗,σ1
∗
)
= P

(
{i, j} ∈ Eab

∣∣π∗,σ1
∗
)
· p

=

{
s2p if (a, b) = (1, 1),

s(1− s)p if (a, b) ∈ {(1, 0), (0, 1)}.
(12)

When σ1
∗(i) = −σ1

∗(j), the joint distribution is the same as in (12), with p replaced by q. Since the
probabilities agree when (a, b) ̸= (0, 0), they must also agree when (a, b) = (0, 0), since all the
probabilities sum to one.

To prove the second statement, notice that the graph G1 \π∗ G2 is comprised of edges in E10,
G1 ∧π∗ G2 is comprised of edges in E11, and G2 \π∗ G1 is comprised of edges in E01. Conditioned
on π∗, σ1

∗ , and the random partition {E00, E10, E11, E01}, the formation of edges in E10, E11, and E01
are mutually independent.

Remark 11 A useful consequence of the random partition construction is that marginally, the
graphs G1 \π∗ G2, G1 ∧π∗ G2, and G2 \π∗ G1 are SBMs. However, conditioned on the parti-
tion {E00, E01, E10, E11}, these graphs are not SBMs, since, for instance, the set of potential edges
in G1 \π∗ G2 is given by E10 rather than

(
[n]
2

)
.

When we utilize the random partition construction in later proofs, it is useful to consider a
high-probability event where the partition behaves in a nice manner. Formally, we introduce the
following event.

Definition 12 (The event F ) For a, b ∈ {0, 1}, define the constant

sab :=


s2 if (a, b) = (1, 1),

s(1− s) if (a, b) ∈ {(1, 0), (0, 1)},
(1− s)2 if (a, b) = (0, 0).

The event F holds if and only if

n/2− n3/4 ≤ |V +|, |V −| ≤ n/2 + n3/4

and also the following conditions hold for all a, b ∈ {0, 1} and all i ∈ [n]:

• sab
(
|V σ∗(i)| − n3/4

)
≤ |{j : {i, j} ∈ Eab ∩ E+(σ1

∗)}| ≤ sab
(
|V σ∗(i)|+ n3/4

)
;
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• sab
(
|V −σ∗(i)| − n3/4

)
≤ |{j : {i, j} ∈ Eab ∩ E−(σ1

∗)}| ≤ sab
(
|V −σ∗(i)|+ n3/4

)
.

The first condition ensures that the two communities are balanced. The next two conditions stipulate
that for each vertex i ∈ [n], the number of potential neighbors to both communities in each com-
ponent of the partition is balanced (and approximately the expected size, according to the weights
{sab}a,b∈{0,1}). The following result shows that F holds with high probability.

Lemma 13 Define smin := mina,b∈{0,1} sab. Then P(Fc) ≤ 100ne−
1
2
s2min

√
n.

Proof Define the event

G :=
{
||V +| − n/2|, ||V −| − n/2| < n3/4

}
.

By Hoeffding’s inequality, we have that

P
(
||V +| − n/2| ≥ n3/4

)
,P
(
||V −| − n/2| ≥ n3/4

)
≤ 2e−

√
n.

Thus, by a union bound, we have that P(Gc) ≤ 4e−
√
n.

We next study the remaining conditions of the event F . We assume that s ∈ (0, 1), and hence
sab ∈ (0, 1) for all a, b ∈ {0, 1}; for s ∈ {0, 1} we have that G ⊆ F , so we are done. Condition on
π∗ and σ1

∗ . Fix i ∈ [n]. Notice that

K+
ab(i) := |{j : {i, j} ∈ Eab ∩ E+(σ1

∗)}| ∼ Bin
(
|V σ∗(i)| − 1, sab

)
.

Hoeffding’s inequality implies that

P
(∣∣∣K+

ab(i)− sab

(
|V σ∗(i)| − 1

)∣∣∣ ≥ sab
2
n3/4

∣∣∣π∗,σ∗

)
1(G) ≤ 2exp

(
− s2abn

3/2

2|V σ∗(i)|

)
1(G)

≤ 2e−(1−o(1))s2ab
√
n.

Taking a union bound over i ∈ [n] shows that

P
(
∃i ∈ [n] : |K+

ab(i)− sab|V σ∗(i)|| ≥ sabn
3/4
)

≤
n∑

i=1

P
(
|K+

ab(i)− sab(|V σ∗(i)| − 1)| ≥ sab
2
n3/4

)
≤

n∑
i=1

(
E
[
P
(
|K+

ab(i)− sab(|V σ∗(i)| − 1)| ≥ sab
2
n3/4

∣∣∣π∗,σ∗

)
1(G)

]
+ P(Gc)

)
≤ 6ne−(1−o(1))s2ab

√
n.

Similarly, defining

K−
ab(i) := |{j : {i, j} ∈ Eab ∩ E−(σ1

∗)}| ∼ Bin
(
|V −σ∗(i)|, sab

)
,

an identical analysis shows that

P
(
∃i ∈ [n] : |K−

ab(i)− sab|V −σ∗(i)|| ≥ n3/4
)
≤ 6ne−(1−o(1))s2ab

√
n.

The conclusion then follows by a union bound.
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Appendix E. Analysis of the k-core estimator (Algorithm 1)

E.1. General results on correctness

Recall the definition of a matching (Definition 3) and a k-core matching (Definition 4). We now
introduce some additional definitions. Given a graph G with vertex set [n], let degG(i) be the degree
of vertex i ∈ [n] within G. For a matching (M,µ), define

f(M,µ,G1, G2, π∗) :=
∑

i∈M :µ(i)̸=π∗(i)

degG1∧µG2
(i).

For brevity, we sometimes write f(µ). In words, this is the sum, over vertices that are incorrectly
matched by µ, of degrees in the intersection graph G1 ∧µ G2.

Definition 14 Given two graphs (G1, G2) with vertex set [n], a matching (M,µ) is a weak k-core
matching of (G1, G2) if f(µ) ≥ k|{i ∈ M : µ(i) ̸= π∗(i)}|.
In other words, a matching (M,µ) is a weak k-core matching if the average degree of an incorrectly-
matched vertex is at least k. Note that if (M,µ) is a k-core matching, then it is also a weak k-core
matching.

Finally, we introduce the notion of a maximal matching.

Definition 15 A matching (M,µ) of (G1, G2) is π∗-maximal if for every i ∈ [n], either i ∈ M or
π∗(i) ∈ µ(M), where µ(M) is the image of M under µ.

We can always extend a matching (M,µ) to a π∗-maximal matching by adding all possible input-
output pairs of the form (i, π∗(i)) to (M,µ) that do not break the one-to-one property of µ; see
Lemma 16 for details. Moreover, this extension preserves the weak k-core matching property.

Lemma 16 For any matching (M,µ) of (G1, G2), there exists a π∗-maximal matching (M ′, µ′)
such that f(µ) ≤ f(µ′).

Proof If (M,µ) is not π∗-maximal, then the set

S := {i ∈ [n] : i /∈ M and π∗(i) /∈ µ(M)}
is nonempty. We can then construct (M ′, µ′) by defining M ′ := M ∪ S, and µ′(i) := µ(i) for
i ∈ M and µ′(i) := π∗(i) for i ∈ S. Clearly, (M ′, µ′) is π∗-maximal by construction. Furthermore,

f(µ′) =
∑

i∈M ′:µ′(i)̸=π∗(i)

degG1∧µ′G2
(i) =

∑
i∈M :µ′(i)̸=π∗(i)

degG1∧µ′G2
(i)

≥
∑

i∈M :µ(i)̸=π∗(i)

degG1∧µG2
(i) = f(µ).

Above, the second equality follows since µ′(i) = π∗(i) for i ∈ S, and the inequality on the last line
follows since µ(i) = µ′(i) for i ∈ M and also degG1∧µ′G2

(i) ≥ degG1∧µG2
(i), since G1 ∧µ G2 is

a subgraph of G1 ∧µ′ G2.

We also define the set of π∗-maximal matchings with d errors:

M(d) := {(M,µ) : (M,µ) is π∗-maximal and |{i ∈ M : µ(i) ̸= π∗(i)}| = d} .
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Remark 17 While the set M(d) depends on π∗ (since errors are measured relative to π∗), the set
{(M,π−1

∗ ◦ µ) : (M,µ) ∈ M(d)} does not depend on π∗. Therefore, certain properties of M(d)
also do not depend on π∗. In particular, its size |M(d)| is a deterministic function of n and d.

The usefulness of defining the set M(d) is that it is much smaller than the set of matchings with d
errors (without the maximality condition). For instance, when d = 1, the number of matchings is at
least the number of ways to choose M , which in turn is 2n − 1. The following lemma shows that,
on the other hand, the size of M(d) is polynomial in n. This was previously proven in Cullina et al.
(2020), and provided here for completeness since the proof is short.

Lemma 18 For any 1 ≤ d ≤ n, we have that |M(d)| ≤ n2d/d!.

Proof For a π∗-maximal (M,µ), define M ′ := {i ∈ M : µ(i) ̸= π∗(i)}, which is the set of vertices
in G1 that are incorrectly matched by µ. By the definition of a π∗-maximal matching, (M,µ) is fully
specified by {(i, µ(i))}i∈M ′ . Moreover, |M ′| = |µ(M ′)| = d for (M,µ) ∈ M(d). The number
of ways to choose M ′ and µ(M ′) is

(
n
d

)2, and the number of potential bijections between M ′ and
µ(M ′) is at most d!. The reason why this is an upper bound (and not an equality) is that based on
the choice of M ′ and µ(M ′), certain bijections may not be legal (e.g., if µ(M ′) = π∗(M

′) then the
bijection must be chosen so that µ(i) ̸= π∗(i) for i ∈ M ′). Putting everything together shows that

|M(d)| ≤ d!

(
n

d

)2

≤ d!

(
nd

d!

)2

=
n2d

d!
.

Using Lemmas 16 and 18, Cullina et al. (2020) proved the following result, which provides
conditions under which any k-core matching is guaranteed to be correct. Since the proof is short, we
provide it here for completeness. We emphasize that the following result applies to any distribution
over a pair of graphs (G1, G2) on n vertices; subsequently, in Section E.2, we will apply this result
(and Corollary 20) to correlated SBMs.

Lemma 19 Let (G1, G2) be a pair of random graphs on the vertex set [n] with ground-truth match-
ing π∗. For any positive integer k, define the quantity

ξ := max
1≤d≤n

max
(M,µ)∈M(d)

P (f(µ) ≥ kd)1/d .

Then

P (∃(M,µ) : dmin(G1 ∧µ G2) ≥ k and ∃i ∈ M s.t. µ(i) ̸= π∗(i)) ≤ en
2ξ − 1.

We note, as a continuation of Remark 17, that while π∗ appears in the definition of ξ, in fact, ξ is a
deterministic constant that does not depend on π∗.
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Proof We can rewrite the probability of interest by segmenting the event {∃i ∈ M s.t. µ(i) ̸=
π∗(i)} according to the number of discrepancies between µ and π∗:

P (∃(M,µ) : dmin(G1 ∧µ G2) ≥ k and ∃i ∈ M s.t. µ(i) ̸= π∗(i))

=
n∑

d=1

P (∃(M,µ) : dmin(G1 ∧µ G2) ≥ k and |{i ∈ M : µ(i) ̸= π∗(i)}| = d)

(a)

≤
n∑

d=1

P (∃(M,µ) : f(µ) ≥ kd and |{i ∈ M : µ(i) ̸= π∗(i)}| = d)

(b)
=

n∑
d=1

P (∃(M,µ) ∈ M(d) : f(µ) ≥ kd) ,

where (a) follows since any k-core matching is also a weak k-core matching and (b) follows from
the dominance of π∗-maximal matchings established in Lemma 16. By a union bound we have that

P (∃(M,µ) ∈ M(d) : f(µ) ≥ kd) ≤ |M(d)| max
(M,µ)∈M(d)

P (f(µ) ≥ kd) ≤ (n2ξ)d

d!
,

where in the second inequality we used Lemma 18 and the definition of ξ. The conclusion follows
by combining the two displays above and summing over d ∈ [n].

Lemma 19 implies the following useful corollary.

Corollary 20 Recalling the definitions of (M̂, µ̂) from Algorithm 1 and of ξ from Lemma 19, we
have that

P
(
M̂ is the k-core of G1 ∧π∗ G2 and µ̂{M̂} = π∗{M̂}

)
≥ 2− exp(n2ξ).

Proof Let M∗ be the vertex set of the k-core of G1 ∧π∗ G2 and observe that (M∗, π∗{M∗}) is a
k-core matching. Let us now define the event

H := {for all k-core matchings (M,µ), µ(i) = π∗(i) for all i ∈ M} .

We first claim that H implies that M̂ is the k-core of G1 ∧π∗ G2, and thus

P
(
M̂ is the k-core of G1 ∧π∗ G2 and µ̂{M̂} = π∗{M̂}

)
≥ P(H).

To show this, first note that H implies µ̂{M̂} = π∗{M̂}. To show that M̂ is the k-core of G1∧π∗G2,
suppose there existed a k-core matching (M,µ) for which |M \M∗| > 0. On the event H, we have
that µ{M} = π∗{M}, which implies that the subgraph of G1 ∧π∗ G2 corresponding to M has
minimum degree k. This in turn implies that the subgraph of G1 ∧π∗ G2 corresponding to M ∪M∗
has minimum degree k, which contradicts the maximality of M∗. Hence on H, (M∗, π∗{M∗}) is
the maximum k-core matching. To conclude, note that Lemma 19 implies that

P(H) ≥ 1− (exp(n2ξ)− 1) = 2− exp(n2ξ).
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E.2. Correctness of the k-core estimator for correlated SBMs

The main result of this section is the following lemma.

Lemma 21 Fix constants α, β > 0 and s ∈ [0, 1]. Let (G1, G2) ∼ CSBM
(
n, α logn

n , β logn
n , s

)
.

Let M∗ be the set of vertices of the 13-core in the graph G1 ∧π∗ G2. Let (M̂, µ̂) be the output of
Algorithm 1, with k = 13. Then P

(
(M̂, µ̂) = (M∗, π∗{M∗})

)
= 1− o(1).

Remark 22 Therefore, any result that holds with high probability for (M∗, π∗{M∗}) also holds
with high probability for (M̂, µ̂), so we can effectively replace (M̂, µ̂) by (M∗, π∗{M∗}) in any
analysis.

In light of Corollary 20, the strategy to show that the k-core estimator matches the k-core of
G1 ∧π∗ G2 is to bound ξ for correlated SBMs. Previously, Cullina et al. (2020) proved a version
of Lemma 21 for correlated Erdős–Rényi graphs with constant average degree. Their methods pro-
vided a fairly tight characterization of ξ in that setting using generating functions corresponding
to f(µ). While it is natural to expect that it is possible to generalize their arguments to correlated
SBMs, our proof presents a simpler, looser approach that avoids dealing with complicated generat-
ing functions. The proof of Lemma 21 relies on the following result, which bounds P(f(µ) ≥ kd)
for SBMs with general parameters.

Lemma 23 Fix n > 0. Given parameters p, q, s ∈ [0, 1], let (G1, G2) ∼ CSBM(n, p, q, s). Let
d, k ∈ [n]. For any matching (M,µ) ∈ M(d) and any θ > 0, we have that

P (f(µ) ≥ kd) ≤ 3 exp

[
d

(
−θk +

1

2
s2γ

(
e2θ − 1

)
+ n(sγ)2

(
e6θ − 1

))]
,

where γ = max{p, q}.

Proof Define the following sets:

A(µ) :=
{
(i, j) ∈ [n]2 : i ∈ M and µ(i) ̸= π∗(i)

}
;

B(µ) :=
{
(i, j) ∈ [n]2 : µ(i) = π∗(j) and µ(j) = π∗(i)

}
;

C(µ) := A(µ) \ B(µ).
In words, A(µ) is the set of vertex pairs where one of the endpoints is mismatched by µ; B(µ) is the
set of vertex pairs in A(µ) where the vertices are transposed by µ, resulting in a correctly matched
edge; and C(µ) is the set of remaining vertex pairs in A(µ) that induce incorrectly matched edges.
It is useful to note that for (i, j) ∈ B(µ), both i and j are one of the d misclassified vertices,
so |B(µ)| ≤ d. Furthermore, a simple counting argument shows that |A(µ)| ≤ dn.

Using the sets A(µ), B(µ), and C(µ), we can write

f(µ) =
∑

i∈M :µ(i)̸=π∗(i)

degG1∧µG2
(i) =

∑
(i,j)∈A(µ)

AijBµ(i)µ(j)

=
∑

(i,j)∈B(µ)

AijBµ(i)µ(j) +
∑

(i,j)∈C(µ)

AijBµ(i)µ(j)

= 2
∑

(i,j)∈B(µ):i<j

AijBµ(i)µ(j) +
∑

(i,j)∈C(µ)

AijBµ(i)µ(j).
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Recall that E+(σ∗) is the set of intra-community vertex pairs and E−(σ∗) is the set of inter-
community vertex pairs. For (i, j) ∈ B(µ), we have, conditionally on σ∗, that

AijBµ(i)µ(j) = AijBπ∗(i)π∗(j) ∼
{
Bern

(
s2p
)

if (i, j) ∈ E+(σ∗),

Bern
(
s2q
)

if (i, j) ∈ E−(σ∗).

Recalling that γ = max{p, q}, let XB ∼ Bin
(
1
2 |B(µ)|, s2γ

)
. We then have the stochastic domina-

tion ∑
(i,j)∈B(µ):i<j

AijBµ(i)µ(j)

st
⪯ XB.

The analysis of the summation over C(µ) is more challenging since the terms in the summation
are correlated. To handle the correlation, we split the summation into three parts, where within each
part, all terms are independent. To this end, consider two unordered pairs {i, j} and {ℓ,m} such
that {i, j} ̸= {ℓ,m}. Note that the variables Ai,jBµ(i),µ(j) and Aℓ,mBµ(ℓ),µ(m) are dependent if and
only if

{µ(i), µ(j)} = {π∗(ℓ), π∗(m)} or {µ(ℓ), µ(m)} = {π∗(i), π∗(j)}. (13)

We can now construct a graph H with vertex set {{i, j} : (i, j) ∈ C(µ)} which captures depen-
dencies between terms of the form Ai,jBµ(i),µ(j), so there is an edge between {i, j} and {ℓ,m} if
and only if (13) holds. Note that each unordered pair {i, j} may correspond to one or both of the
ordered pairs (i, j) and (j, i). By construction, Ai,jBµ(i),µ(j) and Aℓ,mBµ(ℓ),µ(m) are independent
if and only if there is no edge between {i, j} and {ℓ,m} in H . Furthermore, if S is a subset of
the vertices of H such that no two elements of S are connected by an edge, then the collection of
random variables {Ai,jBµ(i),µ(j) : {i, j} ∈ S} are mutually independent.

Note further that any unordered pair {i, j} has at most two neighbors in H , so H is 3-colorable.
Let {C1, C2, C3} be the partition of {{i, j} : (i, j) ∈ C(µ)} induced by the coloring. Since there are
no edges between any two elements of C1, we can express the sum corresponding to C1 as a sum of
two independent binomial random variables:

XC1 :=
∑

{i,j}∈C1

Ai,jBµ(i),µ(j)
d
= Bin

(
|C1 ∩ E+(σ∗)|, (sp)2

)
+Bin

(
|C1 ∩ E−(σ∗)|, (sq)2

)
st
⪯ Bin

(
|C1|, (sγ)2

) st
⪯ Bin

(
|C(µ)|, (sγ)2

)
.

Similarly, we have that

XC2 :=
∑

{i,j}∈C2

Ai,jBµ(i),µ(j)

st
⪯ Bin

(
|C(µ)|, (sγ)2

)
,

XC3 :=
∑

{i,j}∈C3

Ai,jBµ(i),µ(j)

st
⪯ Bin

(
|C(µ)|, (sγ)2

)
.

Accounting for the fact that each vertex {i, j} in H may correspond to one or two ordered pairs
in C(µ), we obtain ∑

(i,j)∈C(µ)

AijBµ(i)µ(j)

st
⪯ 2 (XC1 +XC2 +XC3) ,
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Putting everything together, using a union bound we can write

P(f(µ) ≥ kd) = P (2 (XB +XC1 +XC2 +XC3) ≥ kd) ≤
3∑

i=1

P (2XB + 6XCi ≥ kd) . (14)

The terms in the summation can be handled with a Chernoff bound. For i ∈ {1, 2, 3} and any θ > 0,

P (2XB + 6XCi ≥ kd) = P
(
eθ(2XB+6XCi) ≥ eθkd

)
≤ e−θkdE

[
eθ(2XB+6XCi)

]
= e−θkdE

[
e2θXB

]
E
[
e6θXCi

]
.

If Z ∼ Bin(m, p), then E
[
etZ
]
=
(
1 + p(et − 1)

)m ≤ exp
(
mp(et − 1)

)
. Using this fact, along

with the bounds |B(µ)| ≤ d and |C(µ)| ≤ |A(µ)| ≤ dn, we obtain that

P (2XB + 6XCi ≥ kd) ≤ exp

(
−θkd+

1

2
|B(µ)|s2γ

(
e2θ − 1

)
+ |C(µ)|(sγ)2

(
e6θ − 1

))
≤ exp

[
d

(
−θk +

1

2
s2γ

(
e2θ − 1

)
+ n(sγ)2

(
e6θ − 1

))]
.

Substituting into (14), we obtain the desired result.

Proof [Proof of Lemma 21] Fix d ∈ [n] and a matching (M,µ) ∈ M(d). By Lemma 23, we have
that

P (f(µ) ≥ 13d) ≤ 3 exp

[
d

(
−13θ +

1

2
s2γ

(
e2θ − 1

)
+ n(sγ)2

(
e6θ − 1

))]
,

where γ = max{α, β} logn
n . Setting θ = c log n for a constant c ∈

(
2
13 ,

1
6

)
, we thus have that

P (f(µ) ≥ 13d) ≤ 3 exp [d (−13c log n+ o(1))] .

Therefore, ξ ≤ 3 exp (−13c log n+ o(1)) ≤ 4n−13c for n sufficiently large. Since 13c > 2, this
implies that n2ξ = o(1). The proof is complete by Corollary 20.

E.3. The size of the k-core of G1 ∧π∗ G2

We follow the method of Łuczak (1991) in upper bounding |F |, the number of vertices outside of
the k-core of an SBM. In particular, we refine the results of Łuczak (1991) for random graphs in
the logarithmic degree regime. In the remainder of this section, unless otherwise stated, we assume
that G ∼ SBM(n, α log(n)/n, β log(n)/n), where α, β > 0 are treated as generic parameters. The
following result shows that it is unlikely that there exist well-connected small subgraphs of G.

Lemma 24 Let a > 1 and ϵ > 0 be fixed. Then for n sufficiently large,

P
(
there exists S ⊂ [n] such that |S| ≤ n1−ϵ and G{S} has at least a|S| edges

)
≤ 2

log n
.
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Proof Let S be an m-vertex subset of [n], and let XS be the indicator variable that is 1 if the
subgraph induced by S has at least am edges. Set γ := max{α, β}. We can bound

E[XS ] ≤
((m

2

)
am

)(
γ
log n

n

)am

≤
(
m2

am

)(
γ
log n

n

)am

≤
(
m

n
· γe log n

a

)am

.

Summing over all possible m-vertex subsets, we have that

E

 ∑
S⊂[n]:|S|=m

XS

 ≤
(
n

m

)(
m

n
· γe log n

a

)am

≤
((

γe1+1/a log n

a

)a (m
n

)a−1
)m

.

Next, note that if m ≤ n1−ϵ then for n sufficiently large,(
γe1+1/a log n

a

)a (m
n

)a−1
≤ 1

log n
.

Hence, for n sufficiently large we have that

E

 ∑
S⊂[n]:|S|≤n1−ϵ

XS

 ≤
n1−ϵ∑
m=1

(
1

log n

)m

≤ 1

log n

(
1− 1

log n

)−1

≤ 2

log n
.

Finally, Markov’s inequality implies the claim.

Our next result uses Lemma 24 to study Algorithm 4.

Lemma 25 (Łuczak expansion) Let G ∼ SBM(n, α log(n)/n, β log(n)/n) for fixed α, β > 0,
and fix c ∈ (0, 1). Then, for n sufficiently large, the following holds with probability 1 − o(1). For
every U ⊆ [n] such that |U | ≤ nc, denoting by U the output of Algorithm 4 on input (G,U), we
have that |U | ≤ 3|U | and for all v ∈ [n] \ U , v has at most one neighbor in U with respect to G.

A version of Lemma 25 specialized to the analysis of k-core sizes was previously proven
in Łuczak (1991). Since the proof is short and the Łuczak expansion appears as a subroutine in
our community recovery algorithm, we provide the full proof of Lemma 25 here.
Proof [Proof of Lemma 25] Let Um = U be the final set produced by Algorithm 4 on input (G,U).
From the construction, it is clear that Um ⊇ U0. Moreover, if v ∈ [n]\Um, then v cannot have more
than one neighbor in Um, else we could construct another set Um+1, contradicting the maximality
of Um. This holds for any U ⊆ [n].

Now let ϵ := (1 − c)/2 and let n be sufficiently large such that 3nc ≤ n1−ϵ. Let H denote the
event described in Lemma 24 with this ϵ and a = 4/3. Since P(H) = 1−o(1), to prove the claim it
suffices to show that on the event H we have that |U | ≤ 3|U | for every U ⊆ [n] such that |U | ≤ nc.

Suppose that for some U ⊆ [n] such that |U | ≤ nc we have that |Um| > 3|U |. Then, since
exactly one vertex is added in each step of the construction, there must exist 1 ≤ ℓ ≤ m such
that |Uℓ| = 3|U |. Let Eℓ denote the number of edges in G{Uℓ}. Since each vertex added in the
construction introduces at least two new edges, we have that

Eℓ ≥ 2ℓ = 2(|Uℓ| − |U |) = 4

3
|Uℓ|.
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However, on the event H this is not possible, since |Uℓ| ≤ 3nc ≤ n1−ϵ.

Let F be the set of vertices outside the k-core of G. A straightforward application of Lemma 25
allows us to bound |F |, as was done in Łuczak (1991).

Lemma 26 Let G ∼ SBM(n, α log(n)/n, β log(n)/n) for fixed α, β > 0. Fix k ≥ 1. With
probability 1− o(1), we have that |F | ≤ n1−(α+β)/2+o(1).

Proof Define U to be the set of vertices with degree at most k in G, and let U ⊇ U be the set
produced by Algorithm 4. We claim that G{[n] \ U} has minimum degree at least k. To see why,
note that if v ∈ [n] \U , then v /∈ U , which implies that v has degree at least k+1 in G. However v
can have at most one neighbor in U by construction, so v must have at least k neighbors in [n] \ U ,
and the claim follows.

Since the k-core is the vertex set corresponding to the largest induced subgraph with minimum
degree at least k, we have the bound |F | ≤ |U |. Furthermore, by Lemma 25 we have, with high
probability, that |U | ≤ 3|U |.

It thus remains to bound |U |. Define the event H := {n/2−n3/4 ≤ |V +|, |V −| ≤ n/2+n3/4}.
Bounding the expectation of |U |1(H) and letting γ := max{α, β}, we have

E[|U |1(H)]

≤ n
k∑

i=0

i∑
j=0

(
(1 + o(1))n2

j

)(
(1 + o(1))n2

i− j

)
pj(1− p)(1−o(1))n

2
−jqi−j(1− q)(1−o(1))n

2
−i+j

≤ 2n

(
1− α log n

n

)(1−o(1))n
2
(
1− β log n

n

)(1−o(1))n
2

k∑
i=0

i∑
j=0

(
(1 + o(1))n

2

)i(γ log n

n

)i

≤ 2n1−(α+β)/2+o(1)
k∑

i=0

(i+ 1)

(
(1 + o(1))γ log n

2

)i

≤ 2(k + 1)2
(
γ log n

2

)k

n1−(α+β)/2+o(1).

Turning to the probability of interest, we obtain that

P (|U | > (log n)E[|U |1(H)]) ≤ P (|U |1(H) > (log n)E[|U |1(H)]) + P(Hc)

≤ 1

log n
+ o(1) = o(1),

where we have used Markov’s inequality to bound the first term on the right hand side in the first line,
and Lemma 13 to bound P(Hc). Putting everything together, we have shown that with probability
1− o(1), we have that |F | ≤ 3|U | ≤ n1−(α+β)/2+o(1).

Appendix F. Labeling the k-core matching (Algorithm 2)

F.1. Almost exact recovery in a single SBM

For the purposes of this section, we assume that G ∼ SBM(n, α log(n)/n, β log(n)/n), where
α, β > 0 are generic parameters and G has communities of size (1 + o(1))n/2. It is well known
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that in the logarithmic degree regime, almost exact recovery of communities is always possible
from a single SBM (see, e.g., Abbe (2017)). In our case, it is of further interest to precisely control
the size of the error set—in particular, we require the error set to be as small as possible in an
information-theoretic sense—as well as the geometry of the error set, since it will be subsequently
used in later parts of Algorithm 2. To properly control the size and geometry of the error set, we
leverage the community recovery algorithm of Mossel et al. (2016) (Algorithm 3). The purpose of
the refinements in Algorithm 3 is to characterize the geometry of the error set, which is what the
main result of this subsection describes. Before stating the result, we define some useful notation.
Let γ = max{α, β}, and define, for a vertex v in G, the quantity

majG(v) := |N (v) ∩ V σ∗(v)| − |N (v) ∩ V −σ∗(v)|.
If α > β, define the set

Iϵ(G) := {v ∈ [n] : majG(v) ≤ ϵ log n or |N (v)| ≥ 100max{1, γ} log n} . (15)

If α < β, let

Iϵ(G) := {v ∈ [n] : −majG(v) ≤ ϵ log n or |N (v)| ≥ 100max{1, γ} log n} . (16)

If α > β, we say that a vertex v has a k-majority if majG(v) ≥ k. If α < β, we say that a vertex v
has a k-majority if −majG(v) ≥ k.

Lemma 27 Let ϵ > 0. With probability 1 − o(1), Algorithm 3 on input (G,α, β, ϵ) correctly
classifies all vertices in [n] \ Iϵ(G).

Proof Our proof is adapted from (Mossel et al., 2016, Proposition 4.3), with minor changes due to
the more general parameter regime we consider. We will assume that α > β; the case α < β is
similar, and full details can be found in Mossel et al. (2016).

Fix i ∈ [m] and v ∈ (Ui ∩ V +) \ Iϵ, and define k+ := |N (v) ∩ V +| and k− := |N (v) ∩ V −|
to be the number of same-community and different-community neighbors of v, respectively. We
also define k+,i := |N (v) ∩ V + ∩ Ui| and k−,i := |N (v) ∩ V − ∩ Ui| to be the number of same-
community and different-community neighbors of v in Ui, respectively. Finally, we define k+,¬i :=
|(N (v)∩V +)\Ui| = k+−k+,i and k−,¬i := |(N (v)∩V −)\Ui| = k−−k−,i to be the number of
same-community and different-community neighbors of v in [n]\Ui, respectively. Note in particular
that conditioned on k+ and k−, we have that k+,i ∼ Bin(k+, 1/m) and k−,i ∼ Bin(k−, 1/m).

We first show that k+,¬i−k−,¬i ≥ ϵ
2 log n with high probability. To this end, we have the lower

bound
k+,¬i − k−,¬i = k+ − k− − (k+,i − k−,i) ≥ ϵ log n− (k+,i + k−,i),

where the final inequality uses k+ − k− ≥ ϵ log n for v /∈ Iϵ. It therefore suffices to show that
k+,i + k−,i ≤ ϵ

2 log n. Noticing that k+,i + k−,i ∼ Bin(|N (v)|, 1/m), which is stochastically
dominated by Bin(100max{1, γ} log n, 1/m) for v /∈ Iϵ, a Chernoff bound implies that

P
(
k+,i + k−,i ≥

ϵ

2
log n

)
≤ inf

θ>0

{
e−θ ϵ

2
logn

(
1 +

1

m
(eθ − 1)

)100max{1,γ} logn
}

≤ exp

(
− sup

θ>0

{
θϵ

2
− 100max{1, γ}

m
(eθ − 1)

}
log n

)
≤ exp

(
−
(
log

(
ϵm

200max{1, γ}

)
− 1

)
ϵ

2
log n

)
= o(n−1).
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In the display above, the first inequality on the third line uses θ = log(ϵm/(200max{1, γ})) and the
final equality follows from our choice of m in Algorithm 3. It therefore holds that k+,¬i − k−,¬i ≥
ϵ
2 log n for all v /∈ Iϵ with probability 1− o(1).

From this point, the proof of the lemma is identical to the one provided in Mossel et al. (2016);
we state a brief overview of the proof here and defer the interested reader to (Mossel et al., 2016,
Proposition 4.3) for the details. Consider the random variables X+ := |N (v) ∩ Ui,+ ∩ V −| and
X− := |N (v) ∩ Ui,− ∩ V +|, which correspond to the number of neighbors of v in [n] \ Ui that are
misclassified by the partition (Ui,+, Ui,−). We can write

|N (v) ∩ Ui,+| = k+,¬i −X+ +X−,

|N (v) ∩ Ui,−| = k−,¬i −X− +X+.

It follows that v is correctly classified if |X+ − X−| < |k+,¬i − k−,¬i|/2. Moving forward, our
goal is to show that this inequality holds with high probability.

Following Mossel et al. (2016), we let E− := |Ui,− ∩ V +| and E+ := |Ui,+ ∩ V −| denote
the total number of vertices of each type misclassified by the partition (Ui,+, Ui,−) that are potential
neighbors of v. In particular, E+ = o(n) and E− = o(n). As this is a partition corresponding to the
structure of G{[n]\Ui}, the neighbors of v in [n]\Ui are independent of the partition. Moreover, the
vertices in Ui,− ∩ V + are equally likely to be neighbors of v, with the same holding for vertices in
Ui,+∩V −. We can therefore generate X− by randomly choosing k+,¬i vertices of V + \Ui without
replacement, with X− being equal to the number of sampled vertices in Ui,− ∩ V +. Conditioned
on E−, E+, k+,¬i, and k−,¬i, we thus have the distributional representations

X− d
= HyperGeom(|V + \ Ui|, k+,¬i, E

−) and X+ d
= HyperGeom(|V − \ Ui|, k−,¬i, E

+).

From here, one can utilize properties of Hypergeometric random variables to show that with high
probability,∣∣E [X− ∣∣ |V + \ Ui|, k+,¬i, E

−]− E
[
X+

∣∣ |V − \ Ui|, k−,¬i, E
+
]∣∣ = o(1)|k+,¬i − k−,¬i|.

Finally, the lemma follows from showing that X+ and X− concentrate around their means and
by taking a union bound over all vertices. An identical analysis holds for the case where v ∈
(Ui ∩ V −) \ Iϵ(G).

The next few results further characterize the set Iϵ(G).

Lemma 28 Denote γ := max{α, β}. Then for every σ∗ we have that

P (∀i ∈ [n], |N (i)| ≤ 100max{1, γ} log(n) |σ∗) ≥ 1− n−99.

Proof Fix i ∈ [n], and let X ∼ Bin (n, γ log(n)/n). Then for every σ∗ we have that

P (|N (i)| ≥ 100max{1, γ} log n |σ∗) ≤ P(X ≥ 100max{1, γ} log n)

≤ exp

(
− (100max{1, γ} log n)2
2γ log n+ 200

3 max{1, γ} log n

)
≤ exp (−100max{1, γ} log n) ≤ n−100.

The second line uses Bernstein’s inequality and the third uses 2γ+200
3 max{1, γ} ≤ 100max{1, γ}.

We conclude by taking a union bound.
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Lemma 29 Suppose that D+(α, β) < 99. Then for every ϵ > 0 we have that

E[|Iϵ(G)|] ≤ 3n1−D+(α,β)+ϵ| log(α/β)|.

Proof Assume that α > β. Let G be the event that n/2− n3/4 ≤ |V +|, |V −| ≤ n/2+ n3/4 and let
H be the event defined in Lemma 28. For any i ∈ [n], we have that

P ({i ∈ Iϵ(G)} ∩ H |σ∗) ≤ P (majG(i) ≤ ϵ log n |σ∗) .

Notice that majG(i)
d
= Y − Z, where Y,Z are independent with

Y ∼ Bin

(
|V σ∗(i)| − 1, α

log n

n

)
and Z ∼ Bin

(
|V −σ∗(i)|, β log n

n

)
.

Since |V +| = (1− o(1))n/2 and |V −| = (1− o(1))n/2 on the event G, Lemma 8 implies that

P (majG(i) ≤ ϵ log n |σ∗)1(G) ≤ n−D+(α,β)+
ϵ log(α/β)

2
+o(1) ≤ n−D+(α,β)+ϵ log(α/β),

where the final inequality holds for n sufficiently large. Putting everything together, we can bound
the probability that i ∈ Iϵ(G) as

P(i ∈ Iϵ(G)) ≤ P({i ∈ Iϵ(G)} ∩ G ∩ H) + P(Gc) + P(Hc)

≤ E [P ({i ∈ Iϵ(G)} ∩ H |σ∗)1(G)] + 2n−99

≤ n−D+(α,β)+ϵ log(α/β) + 2n−99 ≤ 3n−D+(α,β)+ϵ log(α/β),

where the inequality on the second line uses Lemmas 13 and 28 and the final inequality follows
from D+(α, β) − ϵ log(α/β) < 99 under our assumption that D+(α, β) < 99. Finally, to bound
the expectation of |Iϵ(G)|, we can write

E[|Iϵ(G)|] =
∑
i∈[n]

P(i ∈ Iϵ(G)) ≤ 3n1−D+(α,β)+ϵ log(α/β).

The case α < β follows from identical arguments.

Lemma 30 If 0 < ϵ < D+(α,β)
2| log(α/β)| , then

P
(
∀i ∈ [n], |N (i) ∩ Iϵ(G)| ≤ 2

⌈
D+(α, β)

−1
⌉ ∣∣σ∗

)
= 1− o(1).

Proof Let us assume α > β, let G be the event where n/2−n3/4 ≤ |V +|, |V −| ≤ n/2+n3/4, and
let H be the event defined in Lemma 28. Fix S ⊂ [n], and assume that |S| is of constant size with
respect to n. In the calculations below, we will use the representation

majG(j) = σ∗(j)
∑

k∈N (j)

σ∗(k).
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We can then write

P ({S ⊂ N (i) ∩ Iϵ(G)} ∩ H |σ∗)

≤ P

∀j ∈ S, i ∼ j and σ∗(j)
∑

k∈N (j)

σ∗(k) ≤ ϵ log n

∣∣∣∣∣∣σ∗


≤ P

∀j ∈ S, i ∼ j and σ∗(j)
∑

k∈N (j)\(S∪{i})

σ∗(k) ≤ 2ϵ log n

∣∣∣∣∣∣σ∗

 ,

where the inequality on the second line is due to |S ∪ {i}| ≤ ϵ log n for n sufficiently large. To
simplify the right hand side, let us introduce the events

Ej :=

i ∼ j and σ∗(j)
∑

k∈N (j)\(S∪{i})

σ∗(k) ≤ 2ϵ log n

 , j ∈ S.

Notice in particular that conditioned on σ∗, the event Ej depends on the neighbors of j outside of
the set S, hence the Ej’s are conditionally independent with respect to σ∗. We can therefore bound

P ({S ⊂ N (i) ∩ Iϵ(G)} ∩ H |σ∗) ≤
∏
j∈S

P (Ej |σ∗) . (17)

To bound P (Ej |σ∗), notice that the events {i ∼ j} and {σ∗(j)
∑

k∈N (j)\(S∪{i}) σ∗(k) ≤ 2ϵ log n}
are independent conditioned on σ∗. Furthermore, on G we have the distributional representation

σ∗(j)
∑

k∈N (j)\(S∪{i})

σ∗(k)
d
= Y − Z,

where, since |S| = o(n), Y and Z are independent with

Y ∼ Bin

(
(1− o(1))

n

2
− 1, α

log n

n

)
, Z ∼ Bin

(
(1− o(1))

n

2
, β

log n

n

)
.

Using P (i ∼ j |σ∗) ≤ γ log(n)/n, as well as Lemma 8, shows that

P (Ej |σ∗)1(G) ≤
γ log n

n
· n−D+(α,β)+ϵ log(α/β)+o(1) = n−1−D+(α,β)+ϵ log(α/β)+o(1).

Combining the bound in the display above with (17) shows that

P ({S ⊂ N (i) ∩ Iϵ(G)} ∩ H |σ∗)1(G) ≤ n−|S|(1+D+(α,β)−ϵ log(α/β)−o(1)).

We may now take a union bound over subsets S of size m to obtain

P ({|N (i) ∩ Iϵ(G)| ≥ m} ∩ H |σ∗)1(G) ≤
∑

S⊂[n]:|S|=m

P ({S ⊂ N (i) ∩ Iϵ(G)} ∩ H |σ∗)1(G)

≤ n−m(D+(α,β)−ϵ log(α/β)−o(1)).
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The final inequality uses the fact that the number of m-element subsets of [n] is at most nm. Taking
a union bound over i ∈ [n] now shows that

P ({∃i ∈ [n] : |N (i) ∩ Iϵ(G)| ≥ m} ∩ H |σ∗)1(G) ≤ n1−m(D+(α,β)−ϵ log(α/β)−o(1))

≤ n1−mD+(α,β)/2+o(1), (18)

where the final inequality uses the assumption that ϵ ≤ D+(α,β)
2 log(α/β) . Moreover, the right hand side is

o(1) provided m > 2D+(α, β)
−1, so we may set m := ⌈2D+(α, β)

−1⌉+1 for all of the arguments
to hold. The desired result follows from the bound

P(∃i ∈ [n] : |N (i) ∩ Iϵ(G)| ≥ m)

≤ P({∃i ∈ [n] : |N (i) ∩ Iϵ(G)| ≥ m} ∩ G ∩ H) + P(Gc) + P(Hc)

≤ E [P ({∃i ∈ [n] : |N (i) ∩ Iϵ(G)| ≥ m} ∩ H |σ∗)1(G)] + o(1)

= o(1),

where the inequality on the first line is due to a union bound, the inequality on the second line uses
the tower rule as well as Lemmas 28 and 13, and the final inequality is due to (18) as well as our
assumption on ϵ. The case α < β follows from identical arguments.

F.2. From almost exact to exact recovery in [n] \ F
In this subsection, our main result is the following.

Lemma 31 Suppose that

(
1− (1− s)2

)
D+(α, β) > 1 + 2ϵ| log(α/β)| and 0 < ϵ ≤ sD+(α, β)

4| log(α/β)| .

Then, with probability 1− o(1), Algorithm 2 run on the input (G1, G2, (M̂, µ̂), α, β, s, ϵ) correctly
labels all vertices in [n] \ F .

The proof of Lemma 31 follows from several intermediate steps. First, we show in Lemmas 32
and 33 that all vertices in (G1 ∨µ̂ G2){[n] \ F} have an ϵ log n majority that is aligned with the
ground-truth community label.

Lemma 32 If
(
1− (1− s)2

)
D+(α, β) > 1 + ϵ| log(α/β)|, then with probability 1 − o(1), we

have for all i ∈ [n] that majG1∨π∗G2
(i) ≥ ϵ log n.

Proof The proof follows directly from Lemma 8 and a union bound.

Lemma 33 Suppose that (1 − (1 − s)2)D+(α, β) > 1 + 2ϵ| log(α/β)|. Then with probability
1− o(1), all vertices in [n] \ F have an ϵ log n majority in (G1 ∨µ̂ G2){[n] \ F}.
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Proof Recall that F∗ := [n]\M∗ is the set of vertices outside the 13-core of G1∧π∗G2, and that F ∗
is the Łuczak expansion of F∗ with respect to G2. In light of Lemma 21 and Remark 22, it suffices
to replace F with F ∗ and G1 ∨µ̂ G2 with (G1 ∨π∗ G2){[n] \ F∗} in our analysis. For brevity, we
denote H := (G1 ∨π∗ G2){[n] \ F ∗} in the remainder of this proof.

To begin, notice that we can lower bound the neighborhood majority of i ∈ [n] \ F ∗ in H as

majH(i) = σ∗(i)
∑

j∈NH(i)

σ∗(j) ≥ σ∗(i)
∑

j∈NG1∨π∗G2
(i)

σ∗(j)− |NG1∨π∗G2(i) ∩ F ∗|

= majG1∨π∗G2
(i)− |NG1\π∗G2

(i) ∩ F ∗| − |NG2(i) ∩ F ∗|. (19)

Through identical arguments, we also have the upper bound

majH(i) ≤ majG1∨π∗G2
(i) + |NG1\π∗G2

(i) ∩ F ∗|+ |NG2(i) ∩ F ∗|. (20)

Combining (19) and (20), we obtain∣∣∣majH(i)−majG1∨π∗G2
(i)
∣∣∣ ≤ |NG1\π∗G1

(i) ∩ F ∗|+ |NG2(i) ∩ F ∗|. (21)

In particular, since |majG1∨π∗G2
(i)| ≥ 2ϵ log n for all i ∈ [n] with probability 1 − o(1) under the

condition (1− (1− s)2)D+(α, β) > 1+ 2ϵ| log(α/β)| by Lemma 32, it is ensured that majH(i) ≥
ϵ log n provided the right hand side of (21) is at most ϵ log n for all i ∈ [n]. We show that this is
indeed the case by bounding the two terms on the right hand side of (21) separately.

We start by bounding |NG1\π∗G2
(i)∩F ∗|. Conditioned on π∗, σ∗, and E := {E00, E01, E10, E11},

the graph G1 \π∗ G2 is independent of F ∗ by Lemma 10, since F ∗ depends only on G1 ∧π∗ G2

and G2. Thus we can stochastically dominate |NG1\π∗G2
(i)∩ F ∗| by a Poisson random variable X

with mean λn given by

λn := γ
log n

n

∣∣{j ∈ F ∗ : {i, j} ∈ E10}
∣∣ ≤ γ

log n

n
|F ∗|,

where γ := max{α, β}. Next, for a fixed δ > 0, define the event

G :=
{
|F ∗| ≤ n1−s2Tc(α,β)+δ

}
,

and notice that on G, λn ≤ n−s2Tc(α,β)+δ+o(1). Thus for any positive integer m we have that

P
(
{|NG1\π∗G2

(i) ∩ F ∗| ≥ m} ∩ G
)
≤ P({X ≥ m} ∩ G)
= E

[
P
(
X ≥ m

∣∣ |F ∗|,E ,σ∗, π∗
)
1(G)

]
≤ E

[(
inf
θ>0

e−θm+λn(eθ−1)

)
1(G)

]
≤ E[eλm

n 1(G)] ≤ n−m(s2Tc(α,β)−δ−o(1)).

Above, the equality on the second line is due to the tower rule and since G is measurable with respect
to F ∗; the inequality on the third line is due to a Chernoff bound; the inequality on the fourth line
follows from setting θ = log(1/λn) (which is valid since λn = o(1) if G holds); the final inequality
uses the upper bound for λn on G. Taking a union bound over i ∈ [n] shows that

P
(
{∃i ∈ [n] : |NG1\π∗G2

(i) ∩ F ∗| ≥ m} ∩ G
)
≤ n1−m(s2Tc(α,β)−δ−o(1)).
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In particular, for δ taken to be sufficiently small, the right hand side is o(1) if m > (s2Tc(α, β))
−1

(it suffices to set m = ⌈(s2Tc(α, β))
−1⌉ + 1). Finally, since P(G) = 1 − o(1) in light of Lemmas

26 and 25, we obtain

P
(
∀i ∈ [n], |NG1\π∗G2

(i) ∩ F ∗| ≤
⌈
(s2Tc(α, β))

−1
⌉)

= 1− o(1). (22)

Turning to the second term on the right hand side of (21), notice that by the definition of the
Łuczak expansion, every i ∈ [n] \ F ∗ can have at most one neighbor in F ∗ with respect to the
graph G2, hence |NG2(i) ∩ F ∗| ≤ 1. This observation coupled with (22) shows that with probabil-
ity 1− o(1), it holds for all i ∈ [n] \ F ∗ that |majH(i)−majG1∨π∗G2

| ≤ ϵ log n.

Next, in Lemma 34, we show that with probability 1 − o(1), each vertex in G2 \π∗ G1 (and
therefore also G2 \µ̂ G1) has a small number of neighbors in Iϵ(G1).

Lemma 34 If 0 < ϵ ≤ sD+(α,β)
4| log(α/β)| , then

P
(
∀i ∈ [n], |NG2\π∗G1

(i) ∩ Iϵ(G1)| ≤ 2
⌈
(sD+(α, β))

−1
⌉)

= 1− o(1).

Proof Since Iϵ(G1) depends on G1 alone, it follows that Iϵ(G1) and G2 \π∗ G1 are conditionally
independent given π∗, σ∗, and E . Hence we can stochastically dominate |NG2\π∗G1

(i) ∩ Iϵ(G1)|
by a Poisson random variable X with mean λn given by

λn := γ
log n

n
|{j ∈ Iϵ(G1) : {i, j} ∈ E01}| ≤ γ

log n

n
|Iϵ(G1)|.

Next, define the event

G :=
{
|Iϵ(G1)| ≤ n1−sD+(α,β)+2ϵ| log(α/β)|

}
.

Notice that P(G) = 1 − o(1) by Lemma 29 and Markov’s inequality, provided sD+(α, β) < 99.
We may assume so without loss of generality, since if sD+(α, β) > 1 we could simply recover all
communities from G1 or G2 alone. Following identical arguments as the proof of Lemma 33, we
arrive at

P
(
∃i ∈ [n] : |NG2\π∗G1

(i) ∩ Iϵ(G1)| ≥ m
)
= o(1),

provided m > (sD+(α, β)− 2ϵ| log(α/β)|)−1. In particular, if 0 < ϵ ≤ sD+(α,β)
4| log(α/β)| then it suffices

to set m = 2⌈(sD+(α, β))
−1⌉+ 1.

Putting all of our intermediate results together shows that for each vertex in (G2\µ̂G1){[n]\F},
the number of incorrectly-classified neighbors is small, hence Algorithm 2 succeeds with probability
1− o(1). We prove this formally below.
Proof [Proof of Lemma 31] In light of Lemma 21, it suffices to prove the claim with G1 ∨µ̂ G2

replaced by (G1 ∨π∗ G2){[n] \ F ∗}. As a shorthand, we denote the latter graph by H . We also set
H1 := G1{[n] \ F ∗} and H2\1 := (G2 \π∗ G1){[n] \ F ∗}. Let σ̂1 be the almost-exact community
labels for G1 produced by Algorithm 3, and notice that in light of Lemma 27, the set of errors are
contained in Iϵ(G1) with probability 1− o(1). Moving forward, we may therefore condition on this
event.
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We can now compare the neighborhood majorities in H corresponding to σ̂1 with the true
majority in H as follows. For any i ∈ [n] \ F ∗, we have that∣∣∣∣∣∣σ∗(i)

∑
j∈NH(i)

σ̂1(j)−majH(i)

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑

j∈NH(i)

σ∗(i) (σ̂1(j)− σ∗(j))

∣∣∣∣∣∣ ≤ |NH(i) ∩ Iϵ(G1)|

= |NH1(i) ∩ Iϵ(G1)|+ |NH2\1(i) ∩ Iϵ(G1)|
≤ |NG1(i) ∩ Iϵ(G1)|+ |NG2\π∗G1

(i) ∩ Iϵ(G1)| ≤
ϵ

2
log n.

Above, the first inequality follows since σ̂1(j) ̸= σ∗(j) implies that j ∈ Iϵ(G1); the next inequality
follows since H1 is a subgraph of G1 and H2\1 is a subgraph of G2 \π∗ G1; and the final inequality
is due to Lemmas 30 and 34. To conclude the proof, notice that since majH(i) ≥ ϵ log n for
i ∈ [n] \ F ∗ by Lemma 33, it follows that the sign of all neighborhood majorities are equal to the
ground truth community label for all vertices in H , with probability 1− o(1).

F.3. Classifying F \ F
The remaining set to classify is F \ F , which we can do via a simple majority vote.

Lemma 35 Suppose that α, β, ϵ > 0 satisfy the following conditions:

(1− (1− s)2)D+(α, β) > 1 + 2ϵ| log(α/β)|, 0 < ϵ ≤ sD+(α, β)

4| log(α/β)| ,

s2Tc(α, β) + s(1− s)D+(α, β) > 1.

Then, with high probability, Step 4 of Algorithm 2 with input (G1, G2, (M̂, µ̂), α, β, s, ϵ) correctly
labels all vertices in F \ F .

Proof We provide a proof for the case α > β; the case α < β follows from identical arguments.
For i ∈ [n], define the graphs Ĥi := (G1 \µ̂ G2){M̂ ∪ {i}} and Hi := (G1 \π∗ G2){M∗ ∪ {i}}.
We also define Ei to be the event where i has a majority of at most ϵ′ log n in Ĥi with respect to the
community labeling σ̂. Our goal is to upper-bound P

(
∪i({i ∈ F} ∩ Ei)

)
.

To study this probability, it will be useful to define a “nice” event based on our previous re-
sults on Algorithm 2. Let F∗ := [n] \ M∗, and let F ′

∗ be the result of applying Algorithm 4 to
(G2, π∗(F∗)). Let F ∗ := π−1

∗ (F∗
′
). That is, F ∗ is the analogue of F . Finally, let σ̂ be the labeling

produced by Step 3 of Algorithm 2. For a fixed δ > 0, we now define the event H, which holds if
and only if:

• F = F ∗;

• G1 \µ̂ G2 = (G1 \π∗ G2){M∗};

• σ̂(i) = σ∗(i) for all i ∈ [n] \ F ∗;

• The event F holds (see Definition 12);
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• |F ∗| ≤ n1−s2Tc(α,β)+δ.

By Lemmas 13, 21, 25, 26, and 31, we have that P(H) = 1 − o(1). Furthermore, if we define the
event E∗,i := {majHi

(i) ≤ ϵ′ log n}, we have that

P

⋃
i∈[n]

({i ∈ F} ∩ Ei)

 ≤ P

⋃
i∈[n]

({i ∈ F} ∩ Ei)

 ∩H

+ P(Hc)

≤ P

⋃
i∈[n]

({i ∈ F ∗} ∩ E∗,i ∩ {|F ∗| ≤ n1−s2Tc(α,β)+δ} ∩ F)

+ o(1)

≤
n∑

i=1

P
(
{i ∈ F ∗} ∩ E∗,i ∩ {|F ∗| ≤ n1−s2Tc(α,β)+δ} ∩ F

)
+ o(1).

(23)

Using the tower rule, we may rewrite the terms in the summation on the right hand side as

E
[
P
(
E∗,i

∣∣π∗,σ∗,E , F ∗
)
1(i ∈ F ∗)1({|F ∗| ≤ n1−s2Tc(α,β)+δ} ∩ F)

]
. (24)

An important goal is to therefore understand P
(
E∗,i

∣∣π∗,σ∗,E , F ∗
)
. To this end, notice that con-

ditionally on π∗, σ∗, and E , we have the distributional representation majHi
(i)

d
= Y − Z, where Y

and Z are independent with

Y ∼ Bin

(
|{j ∈ M∗ : {i, j} ∈ E10 ∩ E+(σ1

∗)}|, α
log n

n

)
,

Z ∼ Bin

(
|{j ∈ M∗ : {i, j} ∈ E10 ∩ E−(σ1

∗)}|, β
log n

n

)
.

Fixing a sufficiently small δ > 0, it holds on the event {|F ∗| ≤ n1−s2Tc(α,β)+δ} ∩ F (see Defini-
tion 12 for a definition of the event F ) that |{j ∈ M∗ : {i, j} ∈ E10 ∩E+(σ1

∗)}| = (1− o(1))s(1−
s)n/2 and |{j ∈ M∗ : {i, j} ∈ E10 ∩ E−(σ1

∗)}| = (1 − o(1))s(1 − s)n/2. Lemma 8 therefore
implies

P
(
E∗,i

∣∣π∗,σ∗,E , F ∗
)
1({|F ∗| ≤ n1−s2Tc(α,β)+δ} ∩ F) ≤ n−s(1−s)D+(α,β)+ ϵ′

2
log(α/β)+o(1).

Utilizing the expression in (24) and taking a union bound over 1 ≤ i ≤ n, we obtain
n∑

i=1

P({i ∈ F ∗} ∩ E∗,i ∩ {|F ∗| ≤ n1−s2Tc(α,β)+δ} ∩ F)

≤ n−s(1−s)D+(α,β)+ ϵ′
2
log(α/β)+o(1)

n∑
i=1

E[1(i ∈ F ∗)1(|F ∗| ≤ n1−s2Tc(α,β)+δ)]

= n−s(1−s)D+(α,β)+ ϵ′
2
log(α/β)+o(1)E[|F ∗|1(|F ∗| ≤ n1−s2Tc(α,β)+δ)]

≤ n1−s(1−s)D+(α,β)−s2Tc(α,β)+
ϵ′
2
log(α/β)+δ+o(1).

Under the condition s(1−s)D+(α, β)+s2Tc(α, β) > 1, we can choose ϵ′ and δ to be small enough
so that the bound on the right hand side is o(1). In light of (23), this proves the lemma.
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Appendix G. Classifying the rest (Algorithm 5)

What remains is to classify the set of vertices outside of the k-core matching. Again, this can be
handled through a simple majority vote.

Lemma 36 Suppose that α, β, ϵ satisfy the same conditions stated in Lemma 35. Then Step 3 in
Algorithm 5 on input (G1, G2, 13, ϵ) correctly labels all i ∈ F with high probability.

Proof For ϵ′ > 0, let Ei be the event that i does not have an ϵ′ log n neighborhood majority in the
graph (G1 \π∗ G2){([n] \ F ) ∪ {i}}. By nearly identical arguments to the proof of Lemma 35, we
can show that

P
(
∪i∈[n]({i ∈ F} ∩ Ei)

)
≤ n1−s2Tc(α,β)−s(1−s)D+(α,β)+O(ϵ′) + o(1).

For ϵ′ sufficiently small, the right hand side is o(1) by the assumption on the parameters.
Next, due to the maximality of the 13-core, any i ∈ F has at most 12 neighbors in the graph

(G1 ∧π∗ G2){([n] \ F ) ∪ {i}}. Therefore, any i ∈ F has an (ϵ′ log n − 12) majority in G1{([n] \
F ) ∪ {i}}, with high probability.

Appendix H. Proof of Theorem 5

Finally, we prove Theorem 5, from which Theorem 1 directly follows.
Proof [Proof of Theorem 5] By Lemma 21, the matching (M̂, µ̂) obtained in Step 1 coincides
with the matching (M∗, π∗{M∗}), with high probability. Subsequently, Lemmas 31, 35, and 36
respectively show that the vertices in the sets [n] \ F , F \ F , and F are correctly labeled with high
probability.

Appendix I. Impossibility of Exact Community Recovery

In this section we prove Theorem 2, which states the conditions under which exact community
recovery is impossible. Since impossibility under the condition

(
1− (1− s)2

)
D+(α, β) < 1 was

already proven in Rácz and Sridhar (2021), here we prove impossibility in the regime

s2Tc(α, β) + s(1− s)D+(α, β) < 1. (25)

To do so, we study the performance of the maximum a posteriori (MAP) estimator for the commu-
nities in G1. We will show that, even when supplied with additional information, such as all the
correct community labels in G2 and most of the true vertex matching π∗, the MAP estimator fails to
exactly recover communities with probability bounded away from zero if the condition (25) holds.
Since the MAP estimator is optimal in the sense that it maximizes the probability of correctness
over all estimators (see, e.g., (Poor, 1994, Chapter 4)), the result of Theorem 2 follows.
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I.1. Notation

We briefly review and introduce some notation. Let σ1
∗ be the ground-truth community labels in G1,

so σ1
∗(i) is the ground-truth community label of i ∈ [n]. Correspondingly, we define the ground-

truth community partition (V +
1 , V −

1 ), where

V +
1 := {i ∈ [n] : σ1

∗(i) = +1} and V −
1 := {i ∈ [n] : σ1

∗(i) = −1}.

We define σ2
∗ , V +

2 , and V −
2 to be the analogous quantities for G2. Since σ2

∗(i) = σ1
∗(π

−1
∗ (i)), we

have that σ2
∗(π∗(i)) = σ1

∗(i), and also that V +
2 = π∗(V

+
1 ) and V −

2 = π∗(V
−
1 ). Finally, for a given

π ∈ Sn and a set K ⊂ [n], let π{K} := {(i, π(i))}i∈K denote the restriction of π to the set K.

I.2. The MAP estimator

We begin by defining the singleton set of a permutation π with respect to the adjacency matrices A
and B to be

R(π,A,B) :=
{
i ∈ [n] : ∀j ∈ [n], Ai,jBπ(i),π(j) = 0

}
.

In words, R(π,A,B) is the set of singletons in G1 ∧π G2, with respect to the labeling in G1. For
brevity, we also write Rπ := R(π,A,B) and R∗ := R(π∗, A,B). We will also consider a pruned
version of Rπ that is formally described below.

Definition 37 (The set S(π,A,B)) We have that i ∈ S(π,A,B) if and only if the following con-
ditions hold:

1. We have that i ∈ Rπ.

2. Vertex i is a singleton in G1{Rπ} (equivalently, Ai,j = 0 for all j ∈ Rπ).

3. If j ∈ N1(i), then π(j) /∈ N2(π(Rπ)) (equivalently, if Ai,j = 1, then Bk,π(j) = 0 for all
k ∈ π(Rπ)).

For brevity, we also write Sπ := S(π,A,B) and S∗ := S(π∗, A,B). We remark that if we define
the set Rπ := Rπ ∪ π−1(N2(π(Rπ))), then conditions #2 and #3 above can be succinctly stated as
Ai,j = 0 for all j ∈ Rπ. As per our conventions, when π = π∗ we write R∗.

At a high level, S∗ is a set that contains no overlapping information across G1 and G2 under the
assumption that π∗ = π. As we shall see through a detailed study of the posterior distribution of π∗
and σ1

∗ , information from G2 provides no non-trivial information about the community structure of
S∗ in G1.

Moving forward, our goal is to study the MAP estimate equipped with the additional knowledge
of σ2

∗ , S∗, and π∗{[n] \ S∗}. It is useful to note that several important quantities can be readily
obtained from this revealed information, as we detail next.

• For i ∈ [n] \ S∗, the community label σ1
∗(i) can be deduced via σ1

∗(i) = σ2
∗(π∗(i)).

• The image of S∗ under π∗ can be found via π∗(S∗) = [n] \ π∗([n] \ S∗).
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• We may compute |S∗ ∩ V +
1 | via the following formula:

|S∗ ∩ V +
1 | = |{i ∈ [n] : σ1

∗(i) = +1}| − |{i ∈ [n] \ S∗ : σ
1
∗(i) = +1}|

= |{i ∈ [n] : σ2
∗(i) = +1}| − |{i ∈ [n] \ S∗ : σ

2
∗(π∗(i)) = +1}|,

where in the second equality we used that the communities have the same sizes in G1 and G2.

• We may compute |S∗ ∩ V −
1 | similarly, or also via |S∗ ∩ V −

1 | = |S∗| − |S∗ ∩ V +
1 |.

• Finally, define

maj(i) :=
∑

j∈N1(i)

σ1
∗(j),

and note that for i ∈ S∗ the quantity maj(i) can also be computed using the revealed infor-
mation. This follows from condition #2 of Definition 37: if i ∈ S∗, then N1(i) ⊆ [n] \ S∗,
and we have already noted that σ1

∗(j) is known when j ∈ [n] \ S∗.

With these observations made, we are now ready to describe the MAP estimator given this
additional information.

Theorem 38 (MAP estimator) Let A, B, σ2
∗ , S∗, and π∗{[n]\S∗} be given, and let σ̂MAP denote

the MAP estimator given this information. For i ∈ [n] \ S∗, we have that σ̂MAP(i) = σ2
∗(π∗(i)).

For the vertices in S∗, the MAP estimator depends on whether α or β is larger, as follows.

• If α > β, then the MAP estimator assigns the label +1 to the vertices corresponding to the
largest |S∗ ∩ V +

1 | values in the collection {maj(i)}i∈S∗ (breaking ties arbitrarily), and it
assigns the label −1 to the remaining vertices in S∗.

• If α < β, then it does the opposite. That is, the MAP estimator assigns the label +1 to
the vertices corresponding to the smallest |S∗ ∩ V +

1 | values in the collection {maj(i)}i∈S∗

(breaking ties arbitrarily), and it assigns the label −1 to the remaining vertices in S∗.

The structure of the MAP estimator highlights the intuition that G2 contains no relevant infor-
mation about communities in S∗: indeed, the assignment of communities depends only on maj,
which is a function of G1 only. In the following corollary, we provide a simple condition for the
failure of the MAP estimator.

Corollary 39 If α > β and there exist i ∈ S∗ ∩V +
1 , j ∈ S∗ ∩V −

1 such that maj(i) < maj(j), then
the MAP estimator fails (i.e., σ̂MAP ̸= σ∗). Similarly, if α < β and there exist i ∈ S∗ ∩ V +

1 , j ∈
S∗ ∩ V −

1 such that maj(i) > maj(j), then the MAP estimator fails.

Proof Suppose that α > β. If the MAP estimator correctly classifies i as +1, it follows from
Theorem 38 that the MAP estimator also classifies j as +1, which is incorrect. A similar argument
holds for the case α < β.
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I.3. Analysis of the MAP estimator: Proof of Theorem 2

We start by defining a few useful quantities. First, we define the sigma algebra I, which contains
the information we condition on to study the performance of the MAP estimator.

Definition 40 (The sigma algebra I) We let I be the sigma algebra induced by the random vari-
ables B, π∗, σ1

∗ , E00, E01, E10, E11, and R∗.

An important consequence of Definition 40 is that R∗ = R∗∪π−1
∗ (N2(π∗(R∗))) is I-measurable.

Since σ1
∗ is I-measurable, it follows that R∗ ∩ V +

1 and R∗ ∩ V −
1 are I-measurable as well.

Next, we describe a useful I-measurable event which concerns the number of vertices of each
community in R∗ and R∗.

Definition 41 (The event Gδ) Let δ > 0. We say that the event Gδ holds if and only if

n1−s2Tc(α,β)−δ ≤ |R∗ ∩ V +
1 |, |R∗ ∩ V −

1 |, |R∗ ∩ V +
1 |, |R∗ ∩ V −

1 | ≤ n1−s2Tc(α,β)+δ.

Our next result shows that Gδ holds with high probability. Since the proof is straightforward but
tedious, we defer it to Section I.6.

Lemma 42 For any fixed δ > 0, we have that P(Gδ) = 1− o(1) as n → ∞.

We now turn to the proof of our impossibility result. For i ∈ R∗, define the indicator variable

Wi :=

{
1(i ∈ S∗,maj(i) < 0) if i ∈ R∗ ∩ V +

1 ,

1(i ∈ S∗,maj(i) > 0) if i ∈ R∗ ∩ V −
1 .

Our strategy is to show that
∑

i∈R∗∩V +
1
Wi > 0 and

∑
i∈R∗∩V −

1
Wi > 0 with high probability. This

guarantees the existence of i ∈ S∗∩V +
1 and j ∈ S∗∩V −

1 such that maj(i) < 0 < maj(j), which in
turn implies that the MAP estimator fails in light of Corollary 39. To carry out these ideas formally,
we will study

∑
i∈R∗∩V +

1
Wi and

∑
i∈R∗∩V +

1
Wi through a second moment method. To this end,

the following intermediate results establish useful bounds on the first and second moments, on the
event that F ∩ Gδ holds (see Definition 12 for a formal definition of F ).

Lemma 43 (First moment estimate) Fix δ > 0 and denote θ := 1−s2Tc(α, β)−s(1−s)D+(α, β).
Then

E

 ∑
i∈R∗∩V +

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≥

(
1− n−s2Tc(α,β)+2δ

)
nθ−δ−o(1)1(F ∩ Gδ)

and

E

 ∑
i∈R∗∩V −

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≥

(
1− n−s2Tc(α,β)+2δ

)
nθ−δ−o(1)1(F ∩ Gδ).
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Lemma 44 (Second moment estimate) Fix δ > 0 and let θ := 1−s2Tc(α, β)−s(1−s)D+(α, β).
If θ > 0, it holds for sufficiently small δ and all n large enough that

Var

 ∑
i∈R∗∩V +

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≤ n2θ−3δ1(F ∩ Gδ)

and

Var

 ∑
i∈R∗∩V −

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≤ n2θ−3δ1(F ∩ Gδ).

We defer the proofs of Lemmas 43 and 44 to Section I.7. We now utilize the first and second
moment estimates to prove Theorem 2.
Proof [Proof of Theorem 2] We start by proving that

∑
i∈R∗∩V +

1
Wi > 0 holds with high probabil-

ity. To establish a lower bound for this event, we may apply the second moment method (specifically,
the Cauchy–Schwarz inequality) to obtain that

P

 ∑
i∈R∗∩V +

1

Wi > 0

∣∣∣∣∣∣ I
 ≥

E
[∑

i∈R∗∩V +
1
Wi

∣∣∣ I]2
E
[(∑

i∈R∗∩V +
1
Wi

)2 ∣∣∣∣ I]

=
E
[∑

i∈R∗∩V +
1
Wi

∣∣∣ I]2
E
[∑

i∈R∗∩V +
1
Wi

∣∣∣ I]2 +Var
(∑

i∈R∗∩V +
1
Wi

∣∣∣ I) ≥ 1−
Var

(∑
i∈R∗∩V +

1
Wi

∣∣∣ I)
E
[∑

i∈R∗∩V +
1
Wi

∣∣∣ I]2 .

To obtain a lower bound on the unconditional probability, we can thus write, for a fixed δ > 0
satisfying δ < s2Tc(α, β)/2, that

P

 ∑
i∈R∗∩V +

1

Wi > 0

 ≥ P

 ∑
i∈R∗∩V +

1

Wi > 0

 ∩ F ∩ Gδ


= E

P
 ∑

i∈R∗∩V +
1

Wi > 0

∣∣∣∣∣∣ I
1(F ∩ Gδ)


≥ E


1−

Var
(∑

i∈R∗∩V +
1
Wi

∣∣∣ I)
E
[∑

i∈R∗∩V +
1
Wi

∣∣∣ I]2
1(F ∩ Gδ)


≥
(
1− (1− o(1))n2θ−3δ−(2θ−2δ)+o(1)

)
P(F ∩ Gδ) = 1− o(1),

where the equality on the second line follows since the events F and Gδ are I-measurable, the
inequality on the fourth line uses Lemmas 43 and 44, and the final equality is due to Lemmas 13
and 42. An identical analysis shows that P(

∑
i∈R∗∩V −

1
Wi > 0) = 1−o(1). In light of Corollary 39,

it follows that the MAP estimator fails with probability 1− o(1) .
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I.4. Properties of Sπ

In this section, we prove some properties of the set Sπ that will be useful in studying the MAP
estimator. To begin, we define the set

A(S∗, π∗{[n] \ S∗}) := {π ∈ Sn : Sπ = S∗ and π{[n] \ Sπ} = π∗{[n] \ S∗}}.

For brevity, we sometimes write A∗ instead. The following result highlights the important property
that for π ∈ A∗, the structure of G1 ∧π G2 is invariant.

Lemma 45 For any π ∈ A∗, we have that Ai,jBπ(i),π(j) = Ai,jBπ∗(i),π∗(j). Moreover, if i ∈ S∗
or j ∈ S∗, then Ai,jBπ(i),π(j) = Ai,jBπ∗(i),π∗(j) = 0.

Proof If i, j ∈ [n]\S∗, then π(i) = π∗(i) and π(j) = π∗(j), hence Ai,jBπ(i),π(j) = Ai,jBπ∗(i),π∗(j).
On the other hand, if i ∈ S∗ or j ∈ S∗, then Ai,jBπ(i),π(j) = Ai,jBπ∗(i),π∗(j) = 0 by the definition
of Sπ = S∗ (see Definition 37, in particular condition #1).

The following lemma shows that A∗ is closed under permutations of S∗. For a more formal
discussion, it will be useful to introduce the following definition.

Definition 46 (The permutation Pπ,ρ) Let ρ be a permutation of S∗. The permutation Pπ,ρ is
given by

Pπ,ρ(i) :=

{
π(i) if i ∈ [n] \ S∗,

π(ρ(i)) if i ∈ S∗.

Lemma 47 Let ρ be a permutation of S∗. Then Pπ∗,ρ ∈ A∗.

Proof We abbreviate P = Pπ∗,ρ. It is clear from the construction of P that P{[n] \ S∗} =
π∗{[n] \ S∗}. To prove SP = S∗, it is sufficient to show that RP = R∗. Indeed, once this has been
established, it follows readily that RP = R∗, and thus SP = S∗ by Definition 37.

We start by proving R∗ ⊆ RP ; we do so by proving separately that R∗\S∗ ⊆ RP and S∗ ⊆ RP .
To prove the first claim, let i ∈ R∗ \ S∗ and notice that P (i) = π∗(i). Fix j ∈ S∗. Then,

by condition #2 of Definition 37, Ai,j = 0, so Ai,jBP (i),P (j) = 0. On the other hand, if j ∈
[n] \ S∗, then P (j) = π∗(j), so Ai,jBP (i),P (j) = Ai,jBπ∗(i),π∗(j) = 0. Since we have shown that
Ai,jBP (i),P (j) = 0 for all i ∈ R∗ \ S∗ and for all j ∈ [n], it follows that R∗ \ S∗ ⊆ RP as desired.

We now prove that S∗ ⊆ RP . Let i ∈ S∗. If j ∈ R∗, then by condition #2 of Definition 37 we
have Ai,j = 0, hence Ai,jBP (i),P (j) = 0. On the other hand if j ∈ [n] \ R∗ then by condition #3
of Definition 37, Ai,j = 1 implies BP (i),P (j) = 0 since π∗(j) = P (j) and P (i) ∈ π∗(R∗); hence
Ai,jBP (i),P (j) = 0. Since we have shown that Ai,jBP (i),P (j) = 0 for all i ∈ S∗ and j ∈ [n], it
follows that S∗ ⊆ RP . Putting both results together shows that R∗ ⊆ RP as desired.

Next, we prove that RP ⊆ R∗. Suppose by way of contradiction that there exists i ∈ RP \ R∗.
Then there must exist j ∈ [n] such that Ai,jBP (i),P (j) = 0 and Ai,jBπ∗(i),π∗(j) = 1, which in
turn implies that (Ai,j , BP (i),P (j), Bπ∗(i),π∗(j)) = (1, 0, 1). We consider two possibilities for j.
If j ∈ R∗, then Ai,j = 1 implies Bπ∗(i),π∗(j) = 0 by condition #3 of Definition 37, which
is a contradiction. On the other hand, if j ∈ [n] \ R∗ ⊆ [n] \ S∗, it follows that P (j) =
π∗(j). Since i ∈ [n] \ R∗ ⊆ [n] \ S∗ as well, P (i) = π∗(i) as well. However, this contra-
dicts (BP (i),P (j), Bπ∗(i),π∗(j)) = (0, 1). Since all cases for j lead to a contradiction, we have that
RP ⊆ R∗.
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A useful consequence of Lemma 47 is that the elements of A∗ can be parametrized by permu-
tations of S. This is captured in the following corollary.

Corollary 48 We have the representation

A∗ = {Pπ∗,ρ : ρ is a permutation of S∗} . (26)

Proof Lemma 47 shows that the right hand side of (26) is a subset of the left hand side of (26).
Moreover, from the definition of the set A∗, if π ∈ A∗, then π and π∗ can only disagree on inputs
from S∗. This implies that we can find a permutation ρ on S∗ such that π = Pπ∗,ρ. Hence the set on
the left hand side of (26) is a subset of the right hand side of (26).

I.5. Deriving the MAP estimator: Proof of Theorem 38

I.5.1. THE POSTERIOR DISTRIBUTION OF π∗

We start by defining some notation. For a given permutation π ∈ Sn, define

µ+(π)ab :=
∑

{π(i),π(j)}∈E+(σ2
∗)

1((Ai,j , Bπ(i),π(j)) = (a, b)), for a, b ∈ {0, 1},

µ−(π)ab :=
∑

{π(i),π(j)}∈E−(σ2
∗)

1((Ai,j , Bπ(i),π(j)) = (a, b)), for a, b,∈ {0, 1},

ν+(π) :=
∑

{π(i),π(j)}∈E+(σ2
∗)

Ai,j ,

ν−(π) :=
∑

{π(i),π(j)}∈E−(σ2
∗)

Ai,j .

In words, µ+(π)ab and µ−(π)ab capture the empirical joint distribution of correlated edges assuming
π∗ = π, and ν+(π) and ν−(π) count the number of intra-community and inter-community edges
in G1, respectively. Using these quantities, we can derive an exact expression for the posterior
distribution of π∗ given A, B, and σ2

∗ . The proof is nearly identical to (Rácz and Sridhar, 2021,
Lemma 3.1), but we include it here for completeness since there are a few small changes (e.g., we
condition on the community labels in G2 rather than in G1) and the proof is short.

Lemma 49 Let π ∈ Sn. There is a constant C1 = C1(A,B,σ2
∗) such that

P
(
π∗ = π

∣∣A,B,σ2
∗
)
= C1

(
p00p11
p01p10

)µ+(π)11 (q00q11
q01q10

)µ−(π)11 (p10
p00

)ν+(π)(q10
q00

)ν−(π)

.

Proof By Bayes’ rule, we have that

P
(
π∗ = π

∣∣A,B,σ2
∗
)
=

P
(
A,B

∣∣π∗ = π,σ2
∗
)
P
(
π∗ = π

∣∣σ2
∗
)

P
(
A,B,σ2

∗
) .

Recall that in the construction of the correlated pair of SBMs (G1, G2), the permutation π∗ is chosen
independently of everything else, including the community labeling σ2

∗ . Hence we can write

P
(
π∗ = π

∣∣A,B,σ2
∗
)
= c1

(
A,B,σ2

∗
)
· P
(
A,B

∣∣π∗ = π,σ2
∗
)
, (27)
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where c1
(
A,B,σ2

∗
)
:=
(
n!P

(
A,B,σ2

∗
))−1. We now analyze P

(
A,B

∣∣π∗ = π,σ2
∗
)
. Recall that,

given σ2
∗ and π∗, the edge formation process in G1 and G2 is mutually independent across all vertex

pairs. Hence we have that

P
(
A,B

∣∣π∗ = π,σ2
∗
)
=
(
p
µ+(π)00
00 p

µ+(π)01
01 p

µ+(π)10
10 p

µ+(π)11
11

)(
q
µ−(π)00
00 q

µ−(π)01
01 q

µ−(π)10
10 q

µ−(π)11
11

)
.

(28)
To simplify (28), we can write

µ+(π)01 =
∑

{π(i),π(j)}∈E+(σ2
∗)

(1−Ai,j)Bπ(i),π(j) =
∑

{i,j}∈E+(σ2
∗)

Bi,j − µ+(π)11;

µ+(π)10 =
∑

{π(i),π(j)}∈E+(σ2
∗)

Ai,j(1−Bπ(i),π(j)) = ν+(π)− µ+(π)11;

µ+(π)00 =
∑

{π(i),π(j)}∈E+(σ2
∗)

(1−Ai,j)(1−Bπ(i),π(j))

= |E+(σ2
∗)| −

∑
(i,j)∈E+(σ2

∗)

Bi,j − ν+(π) + µ+(π)11.

In particular, note that the quantities
∑

{i,j}∈E+(σ2
∗)
Bi,j and |E+(σ2

∗)| are measurable with respect
to B and σ2

∗ . Hence we can write

p
µ+(π)00
00 p

µ+(π)01
01 p

µ+(π)10
10 p

µ+(π)11
11 = c+2

(
p00p11
p01p10

)µ+(π)11 (p10
p00

)ν+(π)

, (29)

where

c+2 := p
|E+(σ2

∗)|
00

(
p01
p00

)∑
{i,j}∈E+(σ2

∗)
Bi,j

.

Replicating these arguments for µ−(π)ab, we have that

q
µ−(π)00
00 q

µ−(π)01
01 q

µ−(π)10
10 q

µ−(π)11
11 = c−2

(
q00q11
q01q10

)µ−(π)11 (q10
q00

)ν−(π)

, (30)

where

c−2 := q
|E−(σ2

∗)|
00

(
q01
q00

)∑
{i,j}∈E−(σ2

∗)
Bi,j

.

Combining (27), (28), (29), and (30) proves the statement of the lemma, with C1 := c1c
+
2 c

−
2 .

Next, we build on Lemma 49 to obtain the posterior distribution of π∗ given not only A, B, and
σ2
∗ , but also S∗ and π∗{[n] \ S∗}. To show this formally, we recall the definition of the set A∗ from

Section I.4.

Lemma 50 (Posterior distribution) There is a constant C2 = C2(A,B,σ2
∗, S∗, π∗{[n] \ S∗})

such that

P
(
π∗ = π

∣∣A,B,σ2
∗, S∗, π∗{[n] \ S∗}

)
= C2

(√
p10q00
p00q10

)ν+(π)−ν−(π)

1(π ∈ A∗).
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Proof By Bayes’ rule we have that

P
(
π∗ = π

∣∣A,B,σ2
∗, S∗, π∗{[n] \ S∗}

)
=

P
(
π∗ = π

∣∣A,B,σ2
∗
)
P
(
S∗, π∗{[n] \ S∗}

∣∣π∗ = π,A,B,σ2
∗
)

P
(
S∗, π∗{[n] \ S∗}

∣∣A,B,σ2
∗
)

=
P
(
π∗ = π

∣∣A,B,σ2
∗
)

P
(
S∗, π∗{[n] \ S∗}

∣∣A,B,σ2
∗
)1(π ∈ A∗).

The probability in the denominator is a function of A, B, σ2
∗ , S∗, and π∗{[n] \ S∗}. Furthermore,

by Lemma 45, µ+(π)11 and µ−(π)11 are constant over π ∈ A∗. Hence by Lemma 49 we can write

P
(
π∗ = π

∣∣A,B,σ2
∗, S∗, π∗{[n] \ S∗}

)
= c1

(
p10
p00

)ν+(π)(q10
q00

)ν−(π)

1(π ∈ A∗), (31)

where

c1 =
C1

P
(
S∗, π∗{[n] \ S∗}

∣∣A,B,σ2
∗
) (p00p11

p01p10

)µ+(π∗)11 (q00q11
q01q10

)µ−(π∗)11

.

Above, C1 is the same constant as in Lemma 49. In particular, c1 depends only on A, B, σ2
∗ , S∗,

and π∗{[n] \ S∗}. To simplify the right hand side of (31) further, we can first write(
p10
p00

)ν+(π)(q10
q00

)ν−(π)

=

(√
p10q10
p00q00

)ν+(π)+ν−(π)(√p10q00
p00q10

)ν+(π)−ν−(π)

. (32)

Thus a simplification can be obtained by noting that ν+(π) + ν−(π) depends only on A. Indeed,

ν+(π) + ν−(π) =
∑

{π(i),π(j)}∈E+(σ2
∗)

Ai,j +
∑

{π(i),π(j)}∈E−(σ2
∗)

Ai,j =
∑

{i,j}∈([n]
2 )

Ai,j .

The desired result now follows with

C2 := c1

(√
p10q10
p00q00

)∑
{i,j}∈([n]

2 )
Ai,j

.

I.5.2. THE POSTERIOR DISTRIBUTION OF THE COMMUNITY PARTITION

Our next few results will allow us to translate our characterization of the posterior distribution of
π∗ to the posterior distribution of the community labeling. We proceed by defining some further
notation. For a community partition X = (X+, X−) of [n] in G1, define the set

B(X) :=
{
π ∈ A∗ : π(X

+) = V +
2 , π(X−) = V −

2

}
.

In words, B(X) is the set of permutations in A∗ which induce the community partition X in G1. No-
tice that if B(X) ̸= ∅, then the partition X must be compatible with A, B, σ2

∗ , S∗, and π∗ {[n] \ S∗}.
In particular, if σX denotes the community memberships associated with X, the following must hold:
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• σX(i) = σ2
∗(π∗(i)) = σ1

∗(i) for i ∈ [n] \ S∗;

• |S∗ ∩X+| = |S∗ ∩ V +
1 | and |S∗ ∩X−| = |S∗ ∩ V −

1 |.

The first condition must hold since we know the true vertex correspondence—and therefore the true
community labels—outside of the set S∗. The second condition must hold since the number of
vertices of each community in S∗ can be deduced by examining the community labels of π∗(S∗)
with respect to σ2

∗ .
We proceed by establishing a few more useful results related to B(X). The following lemma

shows that the size of B(X) does not depend on the specific choice of X.

Lemma 51 If B(X) is nonempty, then |B(X)| = |S∗ ∩ V +
1 |!|S∗ ∩ V −

1 |!.

Proof Suppose that π0, π1 ∈ B(X). By Corollary 48, we can write π1 = Pπ0,ρ for some permu-
tation ρ on S∗. Notice that if i ∈ S∗ ∩ X+, then ρ(i) ∈ S∗ ∩ X+, and if i ∈ S∗ ∩ X−, then
ρ(i) ∈ S∗ ∩ X−; otherwise, π0(i) and π1(i) = π0(ρ(i)) would have different community labels
with respect to σ2

∗ , which would violate our assumption that π0, π1 ∈ B(X). We can therefore
decompose ρ into two disjoint permutations ρ+ and ρ−, where ρ+ is a permutation of S∗ ∩X+ and
ρ− is a permutation of S∗ ∩ X−. Since there are |S∗ ∩ X+|! = |S∗ ∩ V +

1 |! choices for ρ+ and
|S∗ ∩X−|! = |S∗ ∩ V −

1 |! choices for ρ−, the desired result follows.

Our next result shows that ν+(π)− ν−(π) is invariant over elements of B(X), where recall that

ν+(π) :=
∑

{π(i),π(j)}∈E+(σ2
∗)

Ai,j and ν−(π) :=
∑

{π(i),π(j)}∈E−(σ2
∗)

Ai,j .

We briefly recall some relevant notation. Let σX be the community labels induced by X, so that
σX(i) = +1 if i ∈ X+ and σX(i) = −1 if i ∈ X−. We also recall that

maj(i) =
∑

j∈N1(i)

σ1
∗(j) =

∑
j∈[n]

Ai,jσ
1
∗(j).

While maj(i) is generally not measurable with respect to
{
A,B,σ2

∗, S∗, π∗{[n] \ S∗}
}

, it is mea-
surable if i ∈ S∗. The reason is that for j ∈ [n] \ S∗, π∗(j) is known so we can deduce σ1

∗(j) =
σ2
∗(π∗(j)). In addition, if i ∈ S∗, then all neighbors of i in G1 are in [n] \ S∗, so maj(i) is indeed

measurable.

Lemma 52 For all π ∈ B(X), we have that

ν+(π)− ν−(π) = C3 +
∑
i∈S∗

σX(i)maj(i),

where C3 depends on A, B, σ2
∗ , S∗, and π∗{[n] \ S∗}, but not on X.

Proof Noting that σX(i)σX(j) = 1 for {π(i), π(j)} ∈ E+(σ2
∗) and that σX(i)σX(j) = −1 for

{π(i), π(j)} ∈ E−(σ2
∗), we can write

ν+(π)− ν−(π) =
∑

{i,j}∈([n]
2 )

Ai,jσX(i)σX(j).

51



GAUDIO RÁCZ SRIDHAR

Since π ∈ A∗, we have π(i) = π∗(i) for i ∈ [n] \ S∗, and hence σX(i) = σ2
∗(π∗(i)) = σ1

∗(i).
Defining

C3 :=
∑

{i,j}∈([n]
2 ):

i,j∈[n]\S∗

Ai,jσX(i)σX(j) =
∑

{i,j}∈([n]
2 ):

i,j∈[n]\S∗

Ai,jσ
1
∗(i)σ

1
∗(j),

it is clear that C3 depends only on A, σ2
∗ , S∗, and π∗{[n] \ S∗}, and not on X. Noting further that

Ai,j = 0 when i, j ∈ S∗ by the construction of S∗, we have that

ν+(π)− ν−(π) = C3 +
∑

i∈S∗,j∈[n]\S∗

Ai,jσX(i)σX(j) = C3 +
∑
i∈S∗

σX(i)
∑

j∈[n]\S∗

Ai,jσ
1
∗(j)

= C3 +
∑
i∈S∗

σX(i)maj(i).

We can now put everything together to derive the posterior probability of a given community
partition.

Lemma 53 If B(X) is nonempty, then

P
(
(V +

1 , V −
1 ) = (X+, X−)

∣∣A,B,σ2
∗, S∗, π∗{[n] \ S∗}

)
= C4

(
p10q00
p00q10

) 1
2

∑
i∈S∗ σX(i)maj(i)

,

where C4 is a constant depending on A, B, σ2
∗ , S∗, and π∗{[n] \ S∗}, but not on the partition X.

Proof To compute the posterior probability of a community partition, we may equivalently compute
the posterior probability of the set of permutations that generate the community partition under
consideration. We thus have that

P
(
(V +

1 , V −
1 ) = (X+, X−)

∣∣A,B,σ2
∗, S∗, π∗{[n] \ S∗}

)
=

∑
π∈B(X)

P
(
π∗ = π

∣∣A,B,σ2
∗, S∗, π∗{[n] \ S∗}

)
=

∑
π∈B(X)

C2

(
p10q00
p00q10

)(ν+(π)−ν−(π))/2
,

where the last equality follows by Lemma 50 and C2 is the constant appearing in Lemma 50 (and
note that π ∈ A∗ for every π ∈ B(X)). Now by Lemma 52, this sum is equal to

C2

(
p10q00
p00q10

)C3/2 ∑
π∈B(X)

(
p10q00
p00q10

) 1
2

∑
i∈S∗ σX(i)maj(i)

.

Since the summand in the display above does not depend on π, and |B(X)| = |S∗∩V +
1 |!|S∗∩V −

1 |!
by Lemma 51, the desired result follows with

C4 := C2

(
p10q00
p00q10

)C3/2

|S∗ ∩ V +
1 |!|S∗ ∩ V −

1 |!.

52



EXACT COMMUNITY RECOVERY IN CORRELATED STOCHASTIC BLOCK MODELS

The characterization of the MAP estimator follows as a corollary.
Proof [Proof of Theorem 38] Suppose that A, B, σ2

∗ , S∗, and π∗{[n]\S∗} are given. First of all, we
have that σ̂MAP(i) = σ2

∗(π∗(i)) for all i ∈ [n]\S∗ (since for any community labeling not satisfying
this, the posterior probability is 0). For vertices in S∗, first note that

p10q00
p00q10

=
α

β
(1 + o(1)).

Thus, by Lemma 53, the MAP estimator for the community partition of G1 maximizes (resp.,
minimizes)

∑
i∈S∗

σX(i)maj(i) if α > β (resp., α < β), while respecting the constraint that
|S∗ ∩X+| = |S∗ ∩ V +

1 | and |S∗ ∩ X−| = |S∗ ∩ V −
1 |. The maximum is obtained by setting

σX(i) = +1 for i ∈ S∗ corresponding to the |S∗ ∩ V +
1 | largest values of {maj(i)}i∈S∗ (breaking

ties arbitrarily), and setting σX(i) = −1 for the rest. The minimum is obtained by setting σX(i) in
an opposite manner.

I.6. Bounding the size of “bad” sets: Proof of Lemma 42

Proof [Proof of Lemma 42] For a given vertex i ∈ [n], let Ei be the event that i is a singleton
in G1 ∧π∗ G2. Throughout the proof, we assume that the communities are approximately balanced;
specifically, we assume that the event H := {n/2−n3/4 ≤ |V +|, |V −| ≤ n/2+n3/4} holds. Note
that P(H) = 1− o(1) by Lemma 13.

Conditioning on σ1
∗ , if i ∈ V +

1 , then we have that

P
(
Ei

∣∣σ1
∗
)
1(H) =

(
1− s2α

log n

n

)|V +
1 |−1(

1− s2β
log n

n

)|V −
1 |

1(H)

≤ exp

(
−s2

log n

n
(α(|V +

1 | − 1) + β|V −
1 |)
)
1(H)

= exp

(
−(1− o(1))s2

(
α+ β

2

)
log n

)
1(H) = n−s2(α+β)/2+o(1)1(H),

(33)

where in the inequality on the second line we used that 1−x ≤ e−x, and subsequently we used that
|V +

1 |, |V −
1 | = (1 + o(1))n/2 on the event H. The bound in (33) implies that

E
[
|R∗ ∩ V +

1 |
∣∣σ1

∗
]
1(H) =

∑
i∈V +

1

P
(
Ei

∣∣σ1
∗
)
1(H) ≤ |V +

1 |n−s2(α+β)/2+o(1)1(H)

≤ n1−s2(α+β)/2+o(1).

Markov’s inequality now implies that

P
(
|R∗ ∩ V +

1 | ≥ n1−s2(α+β)/2+δ
∣∣∣σ1

∗

)
1(H) ≤ n−δ+o(1) = o(1), (34)

which in turn implies the unconditional bound P(|R∗ ∩ V +
1 | ≥ n1−s2(α+β)/2+δ) = o(1) as well.
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We now focus on deriving a probabilistic lower bound for |R∗ ∩ V +
1 |. To this end, we start

by deriving a matching lower bound for P
(
Ei

∣∣σ1
∗
)
. A useful fact we shall use is that by Taylor’s

theorem, log(1− x) ≥ −(1 + ϵ)x provided 0 < x < ϵ/(1 + ϵ). Thus for ϵ = ϵn suitably small,

(
logP

(
Ei

∣∣σ1
∗
))

1(H) ≥
(
|V +

1 | log
(
1− s2α

log n

n

)
+ |V −

1 | log
(
1− s2β

log n

n

))
1(H)

≥ −(1 + ϵ)s2
log n

n

(
α|V +

1 |+ β|V −
2 |
)
1(H)

= −(1− o(1))(1 + ϵ)s2
(
α+ β

2

)
(log n)1(H).

Since we used Taylor’s theorem for x = O(log(n)/n), the inequality holds for ϵ = n−1/2. Hence

E
[
|R∗ ∩ V +

1 |
∣∣σ1

∗
]
1(H) =

∑
i∈V +

1

P
(
Ei

∣∣σ1
∗
)
1(H) ≥ n1−s2(α+β)/2−o(1)1(H). (35)

We next upper bound the variance of |R∗ ∩ V +
1 |. For distinct i, j ∈ V +

1 , we have that

Cov
(
1(Ei),1(Ej)

∣∣σ1
∗
)
= P

(
Ei ∩ Ej

∣∣σ1
∗
)
− P

(
Ei

∣∣σ1
∗
)
P
(
Ej

∣∣σ1
∗
)

=

(
1− s2α

log n

n

)2|V +|−3(
1− s2β

log n

n

)2|V −|(
1−

(
1− s2α

log n

n

))
.

Notice that on the event H, we have that 2|V +| − 3 = (1 + o(1))n and 2|V −| = (1 + o(1))n.
Hence, using the inequality 1− x ≤ e−x, we have that

Cov
(
1(Ei),1(Ej)

∣∣σ1
∗
)
1(H) ≤ s2α

log n

n
exp

(
−(1− o(1))s2(α+ β) log n

)
1(H)

= n−1−s2(α+β)+o(1)1(H). (36)

It follows that

Var
(
|R∗ ∩ V +

1 |
∣∣σ1

∗
)
1(H) = Var

∑
i∈V +

1

1(Ei)

∣∣∣∣∣∣σ1
∗

1(H)

=
∑

i,j∈V +
1

Cov
(
1(Ei),1(Ej)

∣∣σ1
∗
)
1(H)

≤
∑
i∈V +

1

P
(
Ei

∣∣σ1
∗
)
1(H) +

∑
i,j∈V +

1 :i ̸=j

Cov
(
1(Ei),1(Ej)

∣∣σ1
∗
)
1(H)

≤
(
n1−s2(α+β)/2+o(1) + n1−s2(α+β)+o(1)

)
1(H)

= n1−s2(α+β)/2+o(1)1(H). (37)
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Above, we have used (33) and (36) to bound the terms of the summations in the second line. The
bounds in (35) and (37), along with the Paley–Zygmund inequality, imply that

P
(
|R∗ ∩ V +

1 | ≥ n1−s2(α+β)/2−δ
∣∣∣σ1

∗

)
1(H)

≥
(
1− n−δ+o(1)

)2 E [|R∗ ∩ V +
1 |
∣∣σ1

∗
]2

E
[
|R∗ ∩ V +

1 |2
∣∣σ1

∗
]1(H)

≥
(
1− n−δ+o(1)

)2(
1− Var

(
|R∗ ∩ V +

1 |
∣∣σ1

∗
)

E
[
|R∗ ∩ V +

1 |
∣∣σ1

∗
]2
)
1(H)

≥
(
1− n−δ+o(1)

)2 (
1− n−(1−s2(α+β)/2)+o(1)

)
1(H)

= (1− o(1))1(H). (38)

Together, (34) and (38), along with P(H) = 1− o(1), show that

P
(
n1−s2(α+β)/2−δ ≤ |R∗ ∩ V +

1 | ≤ n1−s2(α+β)/2+δ
)
= 1− o(1).

Identical arguments show that the same holds when |R∗ ∩ V +
1 | is replaced with |R∗ ∩ V −

1 |.
We now study the size of |R∗ ∩ V +

1 |. Since R∗ ⊇ R∗, with probability 1 − o(1) we have the
lower bound |R∗ ∩ V +

1 | ≥ |R∗ ∩ V +
1 | ≥ n1−s2(α+β)/2−δ. To establish an upper bound, we use the

bound

|R∗ ∩ V +
1 | ≤ |R∗| ≤

∑
i∈R∗

(1 + |N2(π∗(i))|) ≤ |R∗|
(
1 + max

j∈[n]
|N2(j)|

)
.

In light of Lemma 28, we have that maxj∈[n] |N2(j)| ≤ 100smax{α, β} log n with probability at
least 1− o(1). Hence, with probability at least 1− o(1), we have that

|R∗ ∩ V +
1 | ≤ (1 + 100smax{α, β} log n) |R∗|

≤ 2(1 + 100smax{α, β} log n)n1−s2(α+β)/2+δ ≤ n1−s2(α+β)/2+2δ.

Identical steps show that |R∗ ∩ V −
1 | ≤ n1−s2(α+β)/2+2δ with probability 1− o(1) as well.

I.7. First and second moment estimates for Wi: Proofs of Lemmas 43 and 44

We first prove some useful intermediate results. Our first result establishes some useful conditional
independence properties given the sigma algebra I.

Lemma 54 The following hold:

1. The sets R∗, R∗ ∩ V +
1 , and R∗ ∩ V −

1 are I-measurable.

2. Let i ∈ R∗. Conditioned on I, {Ai,j : {i, j} ∈ E10} is a collection of mutually independent
random variables where

Ai,j ∼

Bern
(
α logn

n

)
if σ1

∗(i) = σ1
∗(j),

Bern
(
β logn

n

)
if σ1

∗(i) = −σ1
∗(j).

(39)
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3. The random variables 1(i ∈ S∗) and
∑

j∈[n]\R∗
Ai,jσ

1
∗(j) are conditionally independent

given I.

Proof From the formula R∗ = R∗ ∪ π−1
∗ (N2(π∗(R∗))) provided in Definition 37, it is clear that

R∗ is I-measurable since it depends only on R∗, π∗, and B. The sets R∗ ∩ V +
1 and R∗ ∩ V −

1 can
be readily obtained from R∗ and σ1

∗ .
We now prove Item #2. Notice that the sets R∗ and R∗ depend only on G1 ∧π∗ G2, G2, and π∗.

Thus, by Lemma 10, G1 \π∗ G2 is conditionally independent of R∗ and R∗ given π∗, σ∗, and the
partition {E00, E01, E10, E11}. In particular, the collection {Ai,j : {i, j} ∈ E10} is conditionally
independent of I, and (39) follows.

Finally, we prove Item #3. By Definition 37, we can write

1(i ∈ S∗) = 1(i ∈ R∗)1(Ai,j = 0 for all j ∈ R∗).

In particular, 1(i ∈ S∗) is measurable with respect to the sigma-algebra generated by I and the
collection C1 := {Ai,j : j ∈ R∗ and {i, j} ∈ E10}. On the other hand, since R∗ is I-measurable,∑

j∈[n]\R∗
Ai,jσ

1
∗(j) is measurable with respect to the sigma-algebra generated by I and the col-

lection C2 := {Ai,j : j ∈ [n] \ R∗ and {i, j} ∈ E10}. Since C1 ∩ C2 = ∅, Item #2 implies that the
two random variables are conditionally independent given I.

Our next result shows that, with high probability, vertices in R∗ are also in S∗.

Lemma 55 For any δ > 0 and i ∈ R∗, it holds for sufficiently large n that

P (i ∈ S∗ | I)1(Gδ) ≥
(
1− n−s2Tc(α,β)+2δ

)
1(Gδ).

Proof For i ∈ R∗, define the following I-measurable random sets:

C+(i) :=
{
j ∈ R∗ : {i, j} ∈ E10 ∩ E+(σ1

∗)
}
,

C−(i) :=
{
j ∈ R∗ : {i, j} ∈ E10 ∩ E−(σ1

∗)
}
.

By Definition 37, i ∈ S∗ if and only if i ∈ R∗ and Ai,j = 0 for all j ∈ R∗. Phrased differently,
i ∈ S∗ if and only if i ∈ R∗ and Ai,j = 0 for all j ∈ C+(i) ∪ C−(i). Item #2 of Lemma 54 then
implies, for i ∈ R∗, that

P (i ∈ S∗ | I) = P
(
Ai,j = 0 for all j ∈ C+(i) ∪ C−(i)

∣∣ I)
=

(
1− α

log n

n

)|C+(i)|(
1− β

log n

n

)|C−(i)|

≥
(
1− α|C+(i)| log n

n

)(
1− β|C−(i)| log n

n

)
≥ 1− (α|C+(i)|+ β|C−(i)|) log n

n
.

Above, the first inequality is due to Bernoulli’s inequality. To further simplify the lower bound, note
that |C+(i)|, |C−(i)| ≤ |R∗|, which is at most 2n1−s2Tc(α,β)+δ on the event Gδ. Thus

P (i ∈ S∗ | I)1(Gδ) ≥
(
1− 2(α+ β)(log n)n−s2Tc(α,β)+δ

)
1(Gδ).
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Since 2(α+ β) log n ≤ nδ for sufficiently large n, the desired result follows.

Next, for i ∈ R∗, we define the random variable

Xi :=


P

( ∑
j∈[n]\R∗

Ai,jσ
1
∗(j) < 0

∣∣∣∣∣ I
)

if i ∈ R∗ ∩ V +
1 ,

P

( ∑
j∈[n]\R∗

Ai,jσ
1
∗(j) > 0

∣∣∣∣∣ I
)

if i ∈ R∗ ∩ V −
1 .

As we shall see in the proofs of Lemmas 43 and 44, we can bound the first and second moments
of
∑

i∈R∗∩V +
1
Wi and

∑
i∈R∗∩V −

1
Wi by functions of the Xi’s. Our next result characterizes the

behavior of the Xi’s on the high-probability I-measurable event F ∩ Gδ.

Lemma 56 For i ∈ R∗, we have that

Xi1(F ∩ Gδ) = n−s(1−s)D+(α,β)+o(1)1(F ∩ Gδ).

Proof Let i ∈ R∗ ∩ V +
1 . Since R∗ and σ1

∗ are I-measurable, Item #2 of Lemma 54 implies that∑
j∈[n]\R∗

Ai,jσ
1
∗(j)

d
= Y − Z, (40)

where Y ∼ Bin(m+, p) and Z ∼ Bin(m−, q) are independent, with p = α log(n)/n, q =
β log(n)/n, and

m+ :=
∣∣{j ∈ [n] \R∗ : {i, j} ∈ E10 ∩ E+(σ1

∗)
}∣∣ ,

m− :=
∣∣{j ∈ [n] \R∗ : {i, j} ∈ E10 ∩ E−(σ1

∗)
}∣∣ .

We use the shorthand s10 := s(1− s). On the event F ∩ Gδ, we have the upper bound

m+ ≤
∣∣{j : {i, j} ∈ E10 ∩ E+(σ1

∗)
}∣∣ ≤ s10

(n
2
+ 2n3/4

)
= (1 + o(1))s10

n

2

and the matching lower bound

m+ ≥
∣∣{j : {i, j} ∈ E10 ∩ E+(σ1

∗)
}∣∣− |R∗|

≥ s10

(n
2
− 2n3/4

)
− n1−s2Tc(α,β)+δ = (1− o(1))s10

n

2
.

Similarly, we can show that on the event F ∩ Gδ, we have that

(1− o(1))s10
n

2
≤ m− ≤ (1 + o(1))s10

n

2
.

Noting that p = (1 + o(1))s10α log(s10n)/(s10n) and q = (1 + o(1))s10β log(s10n)/(s10n),
Lemma 6 and (40) now imply that for i ∈ R∗ ∩ V +

1 , we have that

P

 ∑
j∈[n]\T ∗

Ai,jσ
1
∗(j) < 0

∣∣∣∣∣∣ I
1(F ∩ Gδ)

= P (Y < Z | I)1(F ∩ Gδ) = n−s10D+(α,β)+o(1)1(F ∩ Gδ). (41)
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An identical analysis can be done for i ∈ R∗ ∩ V −
1 .

We now turn to the proofs of the moment estimates.
Proof [Proof of Lemma 43] As a shorthand, denote γ := s2Tc(α, β)− 2δ. Let i ∈ R∗ ∩V +

1 . Then,

E [Wi | I]1(F ∩ Gδ) = P

i ∈ S∗ and
∑

j∈[n]\R∗

Ai,jσ
1
∗(j) < 0

∣∣∣∣∣∣ I
1(F ∩ Gδ)

= P (i ∈ S∗ | I) · P

 ∑
j∈[n]\R∗

Ai,jσ
1
∗(j) < 0

∣∣∣∣∣∣ I
1(F ∩ Gδ),

where the first equality follows since maj(i) =
∑

j∈[n]Ai,jσ
1
∗(j) and Ai,j = 0 when i ∈ S∗ and

j ∈ R∗; the second equality is due to Item #3 of Lemma 54. Now using Lemma 55, the definition
of Xi, and Lemma 56, we have that

E [Wi | I]1(F ∩ Gδ) ≥ (1− n−γ)Xi1(F ∩ Gδ) (42)

≥ (1− n−γ)n−s(1−s)D+(α,β)+o(1)1(F ∩ Gδ). (43)

Summing over i ∈ R∗ ∩ V +
1 , we obtain that

E

 ∑
i∈R∗∩V +

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≥ (1− n−γ)

(
|R∗ ∩ V +

1 |n−s(1−s)D+(α,β)+o(1)
)
1(F ∩ Gδ)

≥ (1− n−γ)n1−s2Tc(α,β)−s(1−s)D+(α,β)−δ+o(1)1(F ∩ Gδ),

where the inequality on the second line uses the fact that |R∗ ∩ V +
1 | ≥ n1−s2Tc(α,β)−δ on Gδ.

Identical arguments yield the same lower bound for E
[∑

i∈R∗∩V −
1
Wi

∣∣∣ I]1(F ∩ Gδ).

Proof [Proof of Lemma 44] Fix i, j ∈ R∗ ∩ V +
1 , where i ̸= j. We have that

E [WiWj | I] = P

i, j ∈ S∗ and
∑

k∈[n]\R∗

Ai,kσ
1
∗(k),

∑
k∈[n]\R∗

Aj,kσ
1
∗(k) < 0

∣∣∣∣∣∣ I


≤ P

 ∑
k∈[n]\R∗

Ai,kσ
1
∗(k),

∑
k∈[n]\R∗

Aj,kσ
1
∗(k) < 0

∣∣∣∣∣∣ I


= P

 ∑
k∈[n]\R∗

Ai,kσ
1
∗(k) < 0

∣∣∣∣∣∣ I
P

 ∑
k∈[n]\R∗

Aj,kσ
1
∗(k) < 0

∣∣∣∣∣∣ I


= XiXj .

Above, the equality on the first line follows since Ai,k = Aj,k = 0 for i, j ∈ S∗ and k ∈ R∗. The
equality on the third line follows from noting that

∑
k∈[n]\R∗

Ai,kσ
1
∗(k) is a measurable function
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of I and {Ai,k}k∈[n]\R∗
,
∑

k∈[n]\R∗
Aj,kσ

1
∗(k) is a measurable function of I and {Aj,k}k∈[n]\R∗

,
and the collections {Ai,k}k∈[n]\R∗

and {Aj,k}k∈[n]\R∗
are conditionally independent given I (by

Item #2 of Lemma 54). On the other hand, for the case i = j we have through similar arguments
that

E
[
W 2

i

∣∣ I] = E [Wi | I] = P

i ∈ S∗ and
∑

k∈[n]\R∗

Ai,kσ
1
∗(k) < 0

∣∣∣∣∣∣ I
 ≤ Xi.

We can then write

E

 ∑
i∈R∗∩V +

1

Wi

2 ∣∣∣∣∣∣ I
 =

∑
i∈R∗∩V +

1

E [Wi | I] +
∑

i,j∈R∗∩V +
1 :i ̸=j

E [WiWj | I]

≤
∑

i∈R∗∩V +
1

Xi +
∑

i,j∈R∗∩V +
1 :i ̸=j

XiXj

≤
∑

i∈R∗∩V +
1

Xi +

 ∑
i∈R∗∩V +

1

Xi

2

. (44)

In light of the lower bound in (42), we also have that

E

 ∑
i∈R∗∩V +

1

Wi

∣∣∣∣∣∣ I
2

1(F ∩ Gδ) ≥
(
1− n−γ

)2 ∑
i∈R∗∩V +

1

Xi

2

1(F ∩ Gδ), (45)

where we recall that γ := s2Tc(α, β)− 2δ. On the event F ∩ Gδ, we also have the upper bound ∑
i∈R∗∩V +

1

Xi

1(F ∩ Gδ) = |R∗ ∩ V +
1 |n−s(1−s)D+(α,β)+o(1)1(F ∩ Gδ) ≤ nθ+δ+o(1)1(F ∩ Gδ),

(46)
where the first equality is due to Lemma 56 and we recall that θ := 1 − s2Tc(α, β) − s(1 −
s)D+(α, β). Combining (44) and (45) and using (1− n−γ)2 ≥ 1− 2n−γ shows that

Var

 ∑
i∈R∗∩V +

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≤

 ∑
i∈R∗∩V +

1

Xi + 2n−γ

 ∑
i∈R∗∩V +

1

Xi

21(F ∩ Gδ)

≤
(
nθ+δ+o(1) + 2n2θ+2δ−γ+o(1)

)
1(F ∩ Gδ).

To simplify the bound on the right hand side further, notice that if δ < θ/4 and δ ≤ γ/6 (i.e.,
δ ≤ s2Tc(α, β)/8), then we have θ+ δ+ o(1) < 2θ− 3δ and 2θ+ 2δ− γ + o(1) < 2θ− 3δ for n
large enough. Hence

Var

 ∑
i∈R∗∩V +

1

Wi

∣∣∣∣∣∣ I
1(F ∩ Gδ) ≤ n2θ−3δ1(F ∩ Gδ).

Through identical steps, the same result holds for
∑

i∈R∗∩V −
1
Wi.
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