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Abstract

In this work we demonstrate a novel separation between symmetric neural network
architectures. Specifically, we consider the Relational Network [21] architecture as a
natural generalization of the DeepSets [32] architecture, and study their representational
gap. Under the restriction to analytic activation functions, we construct a symmetric
function acting on sets of size N with elements in dimension D, which can be efficiently
approximated by the former architecture, but provably requires width exponential in N
and D for the latter.

1 Introduction

The modern success of deep learning can in part be attributed to architectures that enforce
appropriate invariance. Invariance to permutation of the input, i.e. treating the input as an
unordered set, is a desirable property when learning symmetric functions in such fields as
particle physics and population statistics. The simplest architectures that enforce permutation
invariance treat each set element individually without allowing for interaction, as captured
by the popular DeepSet model [18, 32].

Several architectures explicitly enable interaction between set elements, the simplest being
the Relational Networks |[21] that encode pairwise interaction. This may be understood as an
instance of self-attention, the mechanism underlying Transformers [27]|, which have emerged
as powerful generic neural network architectures to process a wide variety of data, from image
patches to text to physical data. Specifically, Set Transformers [12]| are special instantiations
of Transformers, made permutation equivariant by omitting positional encoding of inputs,
and using self-attention for pooling.



Both the DeepSets and Relational Networks architectures are universal approximators for
the class of symmetric functions. But empirical evidence suggests an inherent advantage of
symmetric networks using self-attention in synthetic settings [16], on point cloud data [12] and
in quantum chemistry [17]. In this work, we formalize this question in terms of approximation
power, and explicitly construct symmetric functions which provably require exponentially-
many neurons in the DeepSets model, yet are efficiently approximated with self-attention.

This exponential separation bears notable differences from typical separation results. In
particular, while the expressive power of a vanilla neural network is characterized by depth
and width, expressiveness of symmetric networks is controlled particularly by symmetric width.
In contrast to depth separations of vanilla neural networks 7], in this work we observe width
separations, where the weaker architectures (even with arbitrary depth) require exponential
symmetric width to match the expressive power of stronger architectures.

Summary of Contributions In this work:

e We demonstrate a width separation between the DeepSets and Relational Network
architectures, where the former requires symmetric width L > poly(N, D) to approxi-
mate a family of analytic symmetric functions, while the latter can approximate with
polynomial efficiency. This also answers an open question of high-dimensional DeepSets
representation posed in Wagstaff et al. [30]

e We introduce an extension of the Hall inner product to high dimensions that preserves
low-degree orthogonality of multisymmetric powersum polynomials, which may be of
independent interest.

2 Setup and Main Result

2.1 Symmetric Architectures

To introduce the symmetric architectures, we must first characterize how to treat sets as
inputs. We will consider sets of size N, where each element of the set is a vector of dimension
D. In particular, we will represent a set as a matrix X € CP*¥. Thus, each column vector
x, € CP is an element of the set. Note that we consider complex-valued inputs because the
natural inner product over symmetric polynomials integrates over the complex unit circle,
see Macdonald [14] or Theorem 4.3.

A function f : CP*N — C is symmetric if f(X) = f(XII) for any permutation matrix
II € RV*YN je. if fis invariant to permuting the columns of X. In other words, a symmetric
function treats the input X as an unordered set of column vectors. Given the symmetric
width parameter L, we consider two primary symmetric architectures:
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Figure 1: Architectural diagram for Sym;, (left) and Sym3 (right)

Definition 2.1. Let Sym; denote the class of singleton symmetric networks with symmetric
width L, i.e. functions [ of the form:

F(X) = p(¢1(X), ..., 0L(X)) (1)
H(X) = Ziﬁl(%) (2)

where {1, : CP — C}-., and p : CL' — C are arbitrary neural networks with analytic
activations.

The class Sym; is exactly the architecture of DeepSets [32] restricted to analytic activations.
However, we introduce this notation to differentiate this class from the more expressive
architectures that allow for pairwise interaction among set elements.

From the theory of symmetric polynomials, if L > L* := (N;D ) — 1, then f € Sym; is a
universal approximator for any analytic symmetric function [19]. Therefore we will primarily
be interested in the expressive power of Sym; for L < L*.

Definition 2.2. Let Sym? denote the class of pairwise symmetric networks with symmetric
width L, i.e. functions f of the form:

FOX) = p(61(X), ..., 62(X) 3)
a(X) = Y i) (4)

where {1, : CP*P — C}-_, and p : CL' — C are arbitrary neural networks with analytic
activations.

Similarly, the class Sym? is exactly the architecture of Relational Pooling [21] with analytic
activations. We note this architecture is also equivalent to the 2-ary instantiation of Janossy
Pooling [16].



2.2 Main Result

Our main result demonstrates an exponential separation, where Sym; requires exponentially
large symmetric width L to match the expressive power of the class Sym? for L = 1. We
choose norms to make this separation as prominent as possible: there is a hard function that
can be approximated in Sym? in the infinity norm, but cannot be approximated in Sym;
even in an appropriately chosen L, norm with respect to some non-trivial data distribution.

We require one activation assumption to realize the Sym% approximation:

Assumption 2.3. The activation o : C — C is analytic, and for a fixed D, N there exist
two-layer neural networks f1, fo using o, both with O (D2 + Dlog %) width and O(Dlog D)
bounded weights, such that:
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Essentially this assumption guarantees that networks built with the analytic activation o are
able to efficiently approximate the map & — &2, and, a truncated form of the finite Blaschke
product[8] with one zero at £ = 4. We show in Lemma G.3 that the exp activation satisfies
this assumption.

Theorem 2.4 (Exponential width-separation). Fiz N and D > 1, and a non-trivial data
distribution 1 on D X N copies of the unit complex circle (S*)P*N.

Then there exists an analytic symmetric function g : CP*N — C such that || g||p,) =1 and:

e For L < N~2exp(O(min(D,/'N)),
1

12 (6)

. 2

(i (1f = gllz, ) 2

o There exists f € Sym7 with L = 1, parameterized with an activation o that satisfies

Assumption 2.3, with width poly(N, D, 1/¢€), depth O(log D), and maz weight O(D log D)
such that over (S*)P*N:

If = gllec <€ (7)

Remark 1. The lower bound is completely independent of the width and depth of the
parameterized networks {1} and p. The only parameter that the theorem restricts is the
symmetric width L. This is in sharp contrast to the separations of vanilla networks [7], where
there is a natural trade-off between width and depth.

Remark 2. In the upper bound, we consider the network f € Sym% to have width and depth
in the usual sense of vanilla neural networks, where the parameterized maps {1} and p obey
the width, depth, and weight bounds given.



3 Related Work

3.1 Depth Separation

Numerous works have studied the difference in expressive power between different neural
network architectures. Many of these works center on the representational gap between two-
layer and three-layer networks [4, 7|. In particular, recent works have focused on generalizing
the family of functions that realize these separations, to various radial functions [20] and
non-radial functions [28].

A separate line of work considers separations between networks when the depth varies
polynomially [24]. Notably, Vardi, Yehudai, and Shamir [26] demonstrates that depth has a
greater impact on expressivity than width, in the case of vanilla neural networks.

3.2 Symmetric Architectures

We primarily consider the symmetric neural network parameterization as introduced in
DeepSets|32], with PointNet[18| a similar symmetric parameterization using a different
pooling function. Simple linear equivariant layers were also introduced in Zaheer et al. [32].

In the context of relationships between objects in an image, the first symmetric architecture
enabling explicit pairwise interaction was introduced in Santoro et al. [21]. More complicated
symmetric architectures, allowing for higher-order interaction and more substantial equivariant
layers, were built on top of attention primitives [12, 13]. And the notion of explicit high-order
interactions between set elements before symmetrizing is formalized in the architecture of
Janossy pooling [16].

Symmetric architectures are generalized by graph neural networks [10, 22|, under the restric-
tion to the complete graph.

3.3 Symmetric Network Expressivity

The dependence of representational power on the symmetric width parameter L was first
demonstrated in the D = 1 case. Under the strong condition L < N, it was proven there are
symmetric functions which cannot be exactly represented by a DeepSets network [29], and
this was later strengthened to functions which cannot be approximated in the infinity norm
to arbitrary precision [30].

The work introducing Janossy pooling [16] also includes a theoretical result showing singleton



networks cannot exactly represent some particular pairwise symmetric network. Crucially
however, this result is restricted to a simplified, non-universal symmetric architecture excluding
the p transformation, and therefore does not characterize the real-world architectures given
above.

The question of expressiveness in symmetric networks may also be generalized to graph
neural networks, with a focus on distinguishing non-isomorphic graphs as compared to the
Weissfeler-Lehman test[31] and calculating invariants such as substructure counting|3]. In
particular, one may understand expressiveness in symmetric networks incorporating pairwise
interaction as the ability to learn functions of the complete graph decorated with edge
features.

3.4 Symmetric Polynomial Theory

Our proofs rely on the technical machinery of symmetric polynomial theory, thoroughly
characterized in Macdonald [14]. In particular, we utilize the integral representation of the
finite-variable Hall Inner product as introduced in Section A. Because this integral is defined
over the complex unit circle, we consequently consider complex-valued neural networks [1].

The connection of symmetric networks to the powersum polynomials was first observed
in Zaheer et al. [32], and likewise the multisymmetric powersum polynomials have been
applied in higher dimensional symmetric problems |15, 23]. The algebraic properties of the
multisymmetric powersum polynomials are well-studied, for example as a basis of higher
dimensional symmetric polynomials [19] and through their algebraic dependencies [6]. How-
ever, to the best of our knowledge this is the first work to apply the Hall inner product to
symmetric neural networks, and to extend this inner product to yield low-degree orthogonality
over the multisymmetric polynomials.

4 Warmup: One-dimensional set elements

To begin, we consider the simpler case where D = 1, i.e. where we learn a symmetric function
acting on a set of scalars. It was already observed in Zaheer et al. [32| that the universality of
DeepSets could be demonstrated by approximating the network with symmetric polynomials.
We first demonstrate that through this approximation, we can relate the symmetric width L
to expressive power.



4.1 Symmetric Polynomials

In order to approximate symmetric networks by symmetric polynomials, we choose a suitable
basis. The powersum polynomials serve as the natural choice, as their structure matches that
of a singleton symmetric network, and they obey very nice orthogonality properties that we
detail below.

Definition 4.1. For k € N and x € CV, the normalized powersum polynomial is defined as

1 N
nle) = 72 3l

with po(z) = 1.

A classical result in symmetric polynomial theory is the existence of an Ly inner product that
grants orthogonality for products of powersums. To make this notion explicit and keep track
of products, we index products with partitions.

Definition 4.2. An integer partition \ is non-increasing, finite sequence of positive integers
A1 > Ay >+ > N, The weight of the partition is given by |\ = Z?Zl AXi. The length of a
partition [(\) is the number of terms in the sequence.

Then we characterize a product of powersums by:
pa(x) = [ pr () (8)

This notation intentionally also allows for the empty partition, such that if A\ = & then p, = 1.
All together, we can now state the following remarkable fact:

Theorem 4.3 (|14, Chapter VI (9.10)]| ). There ezists a Lo(dv) inner product (for some
probability measure v) such that, for partitions A, p with |\ < N:

(DasDp)v = 2ala=y 9)

where zy 1s some combinatorial constant.

We index this inner product with V' because it is written as an expectation with respect to a
density proportional to the squared Vandermonde polynomial (see Section A for the precise
definition). This inner product may also be considered the finite-variable specialization of
the Hall inner product, defined on symmetric polynomials over infinitely many variables |14,
Chapter I (4.5)].

It’s easy to check that the degree of py is equal to |A|. So this theorem states that the
powersum terms p, are "almost" an orthogonal basis, except for correlation between two
high-degree terms.



Let us remark that we assume analytic activations for the sake of this theorem, as the
orthogonality property does not hold for symmetric polynomials with negative exponents.
However, in exchange for that assumption we can apply this very powerful inner product,
that ultimately results in the irrelevance of network depth.

4.2 Projection Lemma

Before we can proceed to prove a representational lower bound, we need one tool to better
understand f € Sym;. Utilizing the orthogonality properties of the inner product (-, )y
allows us to project any f € Sym; to a simplified form, while keeping a straightforward
dependence on L.

For example, consider some uniformly convergent power series (with no constant term)
d(z) = D5 cuwpr(z). We claim (papy, ¢*)y = 0. Indeed, expanding ¢*, one exclusively gets
terms of the form p, pr, Pk, and because the partition {ky, ko, k3} is of a different length than
{2,1}, they are clearly distinct partitions so by orthogonality (pap1, Pk, PksPks)v = 0.

Motivated by this observation, we can project f to only contain products of two terms. Let
us introduce P; to be the orthogonal projection onto span({p; : 1 <t < N/2}), and Py to be
the orthogonal projection onto span({ppy : 1 < t,t’ < N/2}).

Lemma 4.4. Giwen any f € Sym;, we may choose coefficients v;; over i < j < L, and
symmetric polynomials ¢; over i < L, such that:

Pof = Zvij(P1¢i)(P1¢j) (10)

i<y

4.3 Rank Lemma

Given the reduced form of f above, we may now go about lower bounding its approximation
error to a given function g.

By the properties of orthogonal projection, we have || f — g||?, > |[|P2(f — ¢)|I?- And by

Parseval’s theorem, the function approximation error ||Paf — Pagl|?, equals

2
Z(<P2f7 DtPy > —<732g, YU3%% >) '
lpewelly /- loewellv /

Rearranging the orthogonal coefficients in the form of matrices, we have the following fact:

Lemma 4.5. Given any f € Sym;, and g such that P,g = g, we have the bound

1
[P2f = Paglly > SlE = G|z (11)



where F,G € CN/2*N/2 qre matrices with entries Fy = (Pyf, P )y, Guw = (Pag, pibv)y
Furthermore, F' has maximum rank L.

The significance of this lemma is the rank constraint: it implies that choosing symmetric
width L corresponds to a maximum rank L on the matrix F'. From here, we can use standard
arguments about low-rank approximation in the Frobenius norm to yield a lower bound.

4.4 Separation in one-dimensional case

Our main goal in this section is to construct a hard symmetric function g that cannot be
efficiently approximated by Sym; for L < N/4. It is not particularly expensive for the
symmetric width L to scale linearly with the set size N: however, we will use the same proof
structure to prove Theorem 2.4, which will require L to scale exponentially.

Theorem 4.6. For D = 1:

=gz =12 (12)
max mln —_
lgllv=1 feSym, Il N

In particular, for L = % we recover a constant lower bound of %

Proof (sketch). Choose g such that Pog = g. Then because P, is an orthogonal projection
and applying Lemma 4.5:

> 13
fgmesm/f%mH%f Paglli (13)

> _ E =Gl (14)

1
2ra

We note that ||pip|y = zgesp = 2, so the choice of g = \/1_N Ei\gf pipe can be seen to obey

gllv = 1, and implies that G is the scaled identity matrix .1 € CN/2*N/2_ Then by
VN
standard properties of the SVD:

i I =gl > 5 min = 1] (15)
- Nl/z i I = T (16)

= 572D a7)

S (18)

O



5 Proof Sketch of Main Result

5.1 Challenges for High-dimensional Set Elements

We’d like to strengthen this separation in several ways:

e Generalize to the D > 1 case,

e Realize a separation where the symmetric width L must scale exponentially in N and
D, showing that Sym; is infeasible,

e Show the hard function g can nevertheless be efficiently approximated in Sym? for L
polynomial in N and D

First, in order to approximate via polynomials in the high-dimenionsal case, we will require
the high-dimensional analogue of powersum polynomials:

Definition 5.1. For a multi-index o € NP, the normalized multisymmetric powersum
polynomial is defined as:

pa(X) = ﬁzgxx - (19)

So the plan is to find a high-dimensional analogue of Lemma 4.4 and Lemma 4.5, now
using multisymmetric powersum polynomials, mimic the proof of the D = 1 case, and then
additionally show the hard function g is efficiently computable in the pairwise symmetric
architecture. Note that because the algebraic basis of multisymmetric powersum polynomials
is of size L* = (N N ) — 1, we can expect an exponential separation when we apply a similar

N
rank argument.’

5.2 Sketch of Main result (lower bound)

Because we are in high dimensions, we cannot simply apply the restricted Hall inner product
introduced in Theorem 4.3. To the best of our knowledge, there is no standard generalization
of the Hall inner product to multi-symmetric polynomials that preserves the orthogonality
property. For the main technical ingredient in the high-dimensional case we introduce a novel
generalization, which builds on two inner products.

First, we introduce a new input distribution v over set inputs X € C”*¥, and induce an L,
inner product:

(2904 = Exe [F(X)9(X)] - (20)

'We subtract one in order to discount the constant polynomial.

10



We use this inner product to measure the approximation error of Sym;. That is, we seek a
lower bound to min¢egym, ||f — g||.4, for a suitable choice of hard function g.

We can now apply an analogue of Lemma 4.4 to project f to a simplified form. But we cannot
immediately apply an analogue of Lemma 4.5, as it relied on Parseval’s theorem and the
low-degree multisymmetric powersum polynomials are not orthogonal in this inner product.
Put another way, if we represent (-,-) 4 as a matrix in the basis of low-degree multisymmetric
powersums, it will be positive-definite but include some off-diagonal terms.

The idea is to now introduce a new inner product with a different input distribution v

(> 9) A0 = Exoan [F(X)g(X)] (21)
and define the bilinear form

<fag>* = <f>g>.A_2<f>g>A0 : (22>

Typically positive-definiteness is lost when subtracting two inner products, but we prove that
(-,)« is an inner product when restricted to a particular subspace of symmetric polynomials
(see Theorem D.3). Furthermore, the careful choice of v and vy cancels the off-diagonal
correlation of different multisymmetric powersums, so they are orthogonal under this new
inner product (-, ).

By the norm domination || - || 4 > || - ||+, we are able to pass from the former L, norm to the
latter norm that obeys orthogonality, and apply an analogue of the Rank Lemma 4.5. Thus
we derive a lower bound using any hard function g whose corresponding matrix G (built
from orthogonal coefficients) is diagonal and high-rank. And because the total number of
polynomials is L*, the rank argument now yields an exponential separation.

Based on this proof, we have much freedom in our choice of g. By choosing its coefficients in
the basis of multisymmetric powersum polynomials, it’s easy to enforce the conditions that
(G is diagonal and high-rank for variety of possible functions. However, ensuring that g is not
pathological (i.e. that it is bounded and Lipschitz), and can be efficiently approximated in
Sym?, requires a more careful choice.

5.3 Sketch of Main Result (upper bound)

It remains to approximate the hard function g with a network from Sym?. First we must
make a choice of ¢ in particular.

Based on the lower bound proof, the desiderata for g is that it is supported exclusively on

terms of the form p,p. over many values of «, as this induces a diagonal and high-rank
matrix G in an analogue of Lemma 4.5. Furthermore, by simple algebra one can confirm

11



that po(X)pa(X) = ‘%' > HdD:l(:vdnxdn/)ad, so g supported on these polynomials can
clearly be written in the form of a network in Sym?. This structure of g guarantees difficult

approximation, and is akin to the radial structure of the hard functions introduced in works
on depth separation [7].

We must however be careful in our choice of g: for the matrix G to be high-rank, g must
be supported on exponentially many powersum polynomials. But this could make ||g|/s
exponentially large, and therefore challenging to approximate efficiently with a network from
Sym?.

We handle this difficulty by defining ¢ in a different way. We introduce a finite Blaschke

product u(&) = 2741_/ ?, a function that analytically maps the unit complex circle to itself.

Then the choice

9(X) = > ] m@amwan) (23)

ensures that ||g]|«, ||9]l4, and Lip(g) are all polynomial in N, D, X for e approximation error
(see Lemma E.3). Furthermore, again from simple algebra it is clear that g is only supported
on terms of the form p,p.. So it remains to show that the induced diagonal matrix G is
effectively high rank, which follows from expanding the Blaschke products.

Satisfied that this choice of g will meet the desiderata for the lower bound, and has no
pathological behavior, it remains to construct f € Sym7 for L = 1 that approximates g.

That is, choose 1, and p so that g(X) ~ p <Zin/:1 1 (xy, xn/)> Clearly we may take p to

be the identity, and 4 (x,, z,/) to approximate Hclz):1 (T gnTan), which is straightforwardly
calculated in depth O(log D) by performing successive multiplications in a binary-tree like
structure (see Theorem F.1).

Ultimately, we use a slight variant of this function for the formal proof. Because the orthogo-
nality of our newly introduced inner product (-, -}, only holds for low-degree polynomials,
we must truncate high-degree terms of g; we confirm in Appendix F that this truncation
nevertheless preserves the properties we care about.

6 Discussion

In this work, we’ve demonstrated how symmetric width captures more of the expressive
power of symmetric networks than depth when restricted to analytic activations, by evincing
an exponential separation between two of the most common architectures that enforce
permutation invariance.

The most unusual property of this result is the complete independence of depth, owing to

12



the unique orthogonality properties of the restricted Hall inner product when paired with
the assumption of analyticity. This stands in contrast to the case of vanilla neural networks,
for which separations beyond small depth would resolve open questions in circuit complexity
suspected to be quite hard [25]. Furthermore, the greater dependence on width than depth is a
unique property to symmetric networks, whereas the opposite is true for vanilla networks [26].

A natural extension would be to consider the simple equivariant layers introduced in Zaheer
et al. [32], which we suspect will not substantially improve approximation power of Sym; .
Furthermore, allowing for multiple such equivariant layers, this network becomes exactly akin
to a Graph Convolutional Network [10] on a complete graph, whereas Sym? corresponds to
a message passing network [9] as it is capable of interpreting edge features.

6.1 Limitations

The major limitation of this result is the restriction to analytic functions. Although analytic
symmetric functions nevertheless appear crucially in the study of exactly solvable quantum
systems |2, 11], this assumption may be be overly strict for general problems of learning
symmetric functions. We nevertheless conjecture that these bounds will still hold even
allowing for non-analytic activations, and consider this an exciting question for future work.
Additionally, whether the hard function g can be efficiently learned with gradient descent
remains unclear, and future work could touch on the learnability.
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A Preliminaries

A.1 Notation

We'll use N to denote the naturals including 0. The indicator function for the condition
x =y is written as 1,—,. Given an integer weak composition o € NP we will often consider
the multidimensional polynomial 2® = ngl 234, For two vectors z, 2’ € CP| we denote their
elementwise product by z o 2’.

A.2 Inner Products

We introduce two Ls inner products (defined with respect to probability measures) we’ll use
throughout the work. For symmetric functions f, g : CV — C, define:

1 10N 70 02
9y = g [, SNV (o (24)

where for z € CV, we have the Vandermonde determinant

Viz)= [ (z-2). (25)

1<i<j<N

This inner product is well-known in the theory of symmetric polynomials, as a finite-variable
analogue of the Hall inner product [14]. Equivalently, if we let V' denote the joint density
of eigenvalues of a Haar-distributed unitary matrix in C¥*¥ it is known [5] that this inner
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product may be written as

(o9 = Eyr [ F)9(0)] - (26)

For arbitrary functions f,g : C” — C, we also consider the L, inner product given as an
expectation over D random variables

- £9)g(e)
- o /[ Lo (27)
—E,.

(SHD [f(@@] ) (28)

with the notation ¢ ~ (S*)? meaning each entry of ¢ is i.i.d. uniform on S*.

<f7 g)Sl

For this inner product, we will introduce the following notation. For a multi-index o € N?
and a dummy variable ¢ of dimension D, we let ¢® denote the polynomial function z — 2.
Then it’s clear that

(q*,¢")s1 = Loep . (29)

Note that we will consider this inner product over varying dimensions throughout the paper,
but it will be clear from context the dimension, i.e. how many i.i.d. random variables uniform
on S! we are sampling over.

A.3 Symmetric Polynomials

We remind the notation from the main body: po(z) = 1, and for k£ € N\ {0} and any partition
A

1 N
pile) = ij ak (30)
pa(z) = Hmi (z) . (31)

We will also sometimes use set notation to index products of powersums. For example,
P{2,1} = P2pP1 = P1P2-

Finally, we need the notation that if n; denotes the number of times t appears in A, then
zx = [ [, n!. Note that this definition of zy is slightly different that most texts, as we're
considering the normalized powersums.

Then we can state Theorem 4.3 explicitly:

Theorem A.1. [[1}, Chapter VI (9.10)] | For partitions X\, p with |[A\| < N:

(Pxs D)V = 2aLa=y - (32)
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A.4 Multisymmetric Polynomials

When D > 1, in order to approximate our network with polynomials, we introduce the
multivariate analog of symmetric polynomials. For example, suppose D = 2, and we write
our set elements the following way:
YN
oy

o={ ) 2]

Then a basis of symmetric functions is given by the multisymmetric power sum polynomials,
some examples:

V2+3

1
X) = sl 34
p(4,1)( ) \/m;ynzn ( )

For general N and D, our input is X € CP*¥ where we want functions that are invariant to
permuting the columns x,, of this matrix. Note that we write scalar entries of this matrix as

1
P3)(X) = Z YnZn (33)

Tdn-

Definition A.2. For a multi-index o € NP, the normalized multisymmetric powersum
polynomial is defined as:

1
(X)) = —— ) o 35
Do () M; %)
1
- 7 36
\/m;d o (%)

An algebraic basis of symmetric functions in this setting is given by all p,, for all |a] < N,
where |a| =), aq (for a proof see Rydh [19]).

We remind the notation from the introduction, where L*(N, D) = [{a € NP : |a| < N}| =
(N;\F,D) — 1 is the size of this algebraic basis (discouting the constant polynomial). Intuitively
then it’s clear why L > L* will make Sym; a universal approximator, as each of the L

symmetric features {¢;}~, will calculate one of these basis elements.

B One Dimensional Set Elements

We will first consider the setting where D = 1, i.e. each set element is a scalar. In this setting,
we will amend notation slightly so that we consider symmetric functions f acting on z € CV,
where each x,, is a scalar set element.
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B.1 Projection Lemma

Let us remind P; to be the orthogonal projection onto span({p; : 1 <t < N/2}), and Py to
be the orthogonal projection onto span({p;py : 1 < t,t' < N/2}).

Lemma B.1. Given any f € Sym;, we may choose coefficients v;; over i < j < L, and
symmetric polynomials ¢; over i < L, such that:

Pof =) vi(P1gi)(Prgy) - (37)

1<j

Proof. Consider the general parameterization of f given in Equation 1. Because all network
activations are analytic, we can write all maps parameterizing f by power series.

Note that the inner product (-, )y integrates over a compact domain, therefore the projection
Ps f will be determined by the value of f restricted to that domain. Thus, all power series in
the sequel will converge uniformly and we may freely interchange infinite sums with each
other as well as with inner products.

Explicitly, to parameterize f we write ¢;(z,) = cio+Y ooy C\/l—%x’fl so that ¢y(x) = SN () =
NC[U -+ Zz; clkpk(x).

Because p is also given as a power series, it can be equivalently written as a power series with
all variables having constant offsets. So we can subtract the constant terms from every ¢,
and write:

py) = > vy" (38)

neNL
o = chkpk ; (39)
k=1
where y7 = Hﬁ:;l y*. Hence
F=p(01,....00) =D v,0". (40)
1

We proceed to calculate Py f. To begin, consider (p;py, ¢") for any choice of indices 1 < ¢, <
N/2. To illustrate, suppose 1; = 1; = ny = 1 and 7 is 0 everywhere else. Then we may write

oo o X

(D, 6")v = (pipy, ididn)y = D > Y Cincipcrn (b, pupypr)v = 0. (41)

i'=1j/=1k'=1

In other words, after distributing the product ¢;¢;¢;, we are left with a sum of terms of the
form p;pypr. So treated as partitions, we clearly have {i, j', K’} # {t,t'}, where all these
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indices are positive. Thus, because t +t' < N, we can apply the orthogonality property of
the inner product to conclude (p;py, pip;pr)v = 0.

By similar logic, (pipy,¢") = 0 whenever |n| # 2, so we may cancel all such terms in the
expansion of f to get

Paof =P, Z vy | = Z Uy P2 .

neNt n|=2

Here we can simplify notation. Let {e;}Z, denote the standard basis vectors in dimension L.
Every n € N¥ with |n| = 2 can be written as n = ¢; + ¢;, so let v;; 1= Ve;te;- Lhen we can
rewrite:

L
Pof =Y vijPadhids; .
i<j
Finally, note again by orthogonality we have that Py(pyp;/) = 0 if it is not the case that
1 <4, j/ < N/2. So observe that we may pass from P, to P:

732@%‘ =P, (Z Cii’pi’) (Z ij'pj’> (42)

=1 j'=1
=P, Z Z Ciir Cjj' Pir Py (43)
i'=1j'=1
N/2 NJ2
= Z Z Cii' Cj4' Di' Py (44)
=1 j/=1
N/2 N/2
= Z Cii' Pyt Z ij/pj/ (45)
i'=1 j'=1
= (P1¢)(P19;) - (46)
So ultimately we get
L
Pof =D vii(Pigi)(Pridy) - (47)
1<j
]

B.2 Rank Lemma

The following lemma is a generalization of the the Rank Lemma 4.5, which we will use for
both the one- and high-dimensional cases. Ultimately, for an inner product (-, -) with certain
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orthogonality properties, it allows us to pass from function error || f — ¢||? to Frobenius norm
error ||F' — GJ|% for some induced matrices F, G.

Lemma B.2. Consider a commutative algebra equipped with an inner product, and a set
of elements {p;}]_,. Suppose the terms pyyy = pipy, indexed by sets {t,t'}, are pairwise
orthogonal, and normalized such that

1 t#t
1% >
|peper|]” > {2 b=

Consider the terms:

T

o= Z CitPt

t=1

. Uy
[ = ;—1 1. »or

T
:Z it by
141,y e

<t/

~

Then we have the bound

IcTve -Gl (48)

N | —

If —all* =

where Cy = ¢y, Vip = vy, Gy = g, where we define V- and G to be symmetric.

Proof. To begin, we calculate inner products for ¢ # ¢

L T
p ,’ 1 N
<f, ’ ad, > = <Z Z H;]llcltcl’t’ptpt’aptpt/> (49)
=l

[Py | [Faeeay|

1<l t—1
Loy
w
= ||pepv|| Z H—]l(cltcl’t’ + ccpe) (50)
= 1=t
Lo, L
I
= ||pep || (Z ?(Cltclt’ + cen) + Z v (cucry + Clt’cl’t)) (51)
=1 1<l
L L
= [lpepe | (Z vacuew + v (cucry + Clt’cl’t)> : (52)
= 1<t/
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Defining vy = vy, we may reindex and write the second sum as:

L L L
Z v (cucpy + cwepy) = Z U CeCpry + Z U Crry (53)
1<l 1<l 1<t/
L L
= Z v cCry + Z v CCry (54)
1<l 1>l

So putting this together we get

L
p , /
<f o) >= lpepe | (Zvll/cﬁcm) = [lpipe [[CTVC]op -

P
Py ¥

By a similar calculation we conclude:

< P > _pwdlry ey,
Hp{t,t}H 2

For g, we can directly calculate:

p 7/
<g (e) >: pepe | [Gle (55)

7 ||p{t,t'}||
<g p{t,t} > — ||ptpt|| [G]tt (56)
lpges 2 7

Finally, by Parseval’s Theorem we calculate:

2 T 2
Pite Pt Pt Pt
b=t = 3 ({2 = (i VY 3 (i 2 ()
Z [y [Pgey | [Pgee ] [Pl

t<t!
(57)
2 T 2
_ Z (<f, P{,t} > _ <g’ Pt} >) +12 <<f, Pty > _ <g, P{ty >)
: [yl 1P| 2 it [Pty l [Pt
(58)
— ||pge I I ¢
= LTV~ G+ 5 Y e P [CTVO - G,y (59)
t t£t
T T
> 1 dc"ve -aGR, + L dc"ve -Gl (60)
-2 t 7 2 t£t 7

where in the last line we use our assumption on the lower bound of ||pg|* and ||pgnl®
Hence:

If =gl = SICTVC = Glf5 - (61)

N | —

O
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B.3 Proof of one-dimensional Lower Bound

Theorem B.3. Let D = 1. Then using the Vandermonde Lo inner product over symmetric
polynomials

2L
max 1min 11— — 62
hax  min LHf glly > N (62)

we recover a constant lower bound.

=z

In particular, for L =

Proof. We first build our counterexample g by choosing its coefficients in the powersum basis,
say:

N/2

Zptpt . (63>

From orthogonality and the fact that ||pps||3- = 2 it’s clear that ||g||yy = 1, and note that
Pog = g. Applying Lemma B.1, for any f € Sym; we can write Py f in the form

Pof = Zvij(Pl¢i)(Pl¢j) . (64)

i<y

One may also confirm that the Vandermonde inner product satisfies the requirements of
Lemma B.2 when restricted to the range of Py, owing to the orthogonality property and the
fact that for 1 < ¢, ¢ < N/2:

1 t#4t
2 t=t

<ptpt’ , DtDy > v = {

So we’ve met all the necessary requirements to apply Lemma B.2 to Py f and Psg, thus we
have:

>
fgsun If =gl fmln [P2f — Pagll¥ (65)
1
> O T . T2
= min o HC VC —2x _I||F (66)
—m1n—||CTVC I3, (67)

vV N/2

where the factor of 2 appears based on the definition of the matrix G in Lemma B.2

Note that CVCT € CN/2XN/2 hut V € CI*E. So if N/2 > L, then CVC7T is a rank-deficient

approximation of the identity, and clearly we have
N / 2—L 2L

=1——. 68
jmin I —olf = S =1 (68)

O
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C Exact statement of Main Result

C.1 Theorem Statement

We begin by restating the main result, where for convenience we will change from N set
elements to 2.

We introduce the notation D := min (D, |/ N/ QJ) We also introduce the Ly inner product

(1904 = Epvigrisn [F(X w0 )X (v 0,7))] (69)

where the set input X (y, ¢, r) € CP*2N with matrix entries x4, (y, ¢, 7) is defined by:

. 1<n<N,
tanly,q,r) = 3 == (70)
raYn-n N+1<n<2N .

And we restate the activation assumption in this new notation:

Assumption C.1. The activation o : C — C is analytic, and for a fired D, N there exist
two-layer neural networks fi, fa using o, both with O (D2 + Dlog %) width and O(D log D)
bounded weights, such that:

sup [ f1(€) — €| <e.  sup (71)

§1<3 [€1<3

al€) — (1 (E/ay=no/AP) S 1/4‘ 3

i-1| =

Then our main theorem is thusly:

Theorem C.2 (Exponential width-separation). Fiz 2N and D such that D > 1, and consider
set elements X € CP*2N . Define

oN D
9(X) = _4_N2 n H;MHI (1 — (TanTa/4) ) % (72)
(73)
and ¢’ = m. Then the following is true:
e For L < N 2exp(O(D)),
win 1~ g1 > 55 (74)

feSym - 12
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o For L = 1, there exists [ € Sym3, parameterized with an activation o that satisfies
Assumption C.1, with width poly(N, D,1/¢), depth O(log D), and mazimum weight
magnitude O(Dlog D) such that over the unit torus:

If =gl <. (75)
Remark 3. Let us remark about one aspect that will ease exposition. In the sequel, we will
assume D < \/N/2 so that D = D. This is not a necessary assumption; in the case that
D > \/N/2, we can simply replace all instances of D with D in the definition of g and the
subsequent proof. Because the data distribution has each row of X € CP*2N s i.i.d., the proof
goes through exactly. Indeed, it would be equivalent to truncating each set vector to the first
D elements. This will only impact the bounds by replacing D with D i which circumstances
we will clearly state.

C.2 Proof Roadmap

Let us roadmap the general proof.

In Section D.1, we justify the inner product (-,-)4 and show it can be used to prove a
high-dimensional analogue of the Projection Lemma (see Lemma D.2). In Section D.2 we
further introduce a second inner product, whose orthogonality properties (see Theorem D.3)
allow us to apply the Rank Lemma B.2. In Section D.3, we combine these results to first
prove a lower bound for a simple choice of hard function (see Theorem D.4). Because this
simple choice is not suitable for demonstrating the upper bound, we then conclude by showing
the hard function ¢’ also evinces a lower bound via a similar argument (see Theorem D.5).

In Section E, we demonstrate the properties of the hard function g, by constructing the pieces
of g one by one and controlling their behavior, leading to Lemma E.3 which yields all the
properties we need about ¢ for the rest of the proof.

In Section F we complete the proof of the upper bound. Specifically, in Section F.1 we show
how to write ¢’ exactly in an analogous form to Sym?, but using very specific activations. In

Section F.2 we write an approximation of this network in Sym? using a given activation, and
in Section F.3 we control the error between these two networks.

D Lower Bound of Main Result

D.1 An L, inner product

As discussed in Section 5.2, we must first define an appropriate Ly inner product, before we
can prove a lower bound on function approximation. To that end, we will define an input
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distribution for the set inputs X.

Let us introduce several random variables: let y ~ V" as in the definition of the inner product
(-,-)y over N variables. Let ¢ and r be two random vectors of dimension D, with each entry
i.i.d. uniform on S*.

(CD><2N

Then we can define an input distribution for X &€ with matrix entries z4,:

., 1<n<N
Tagn = {Qdy == (76)

TdYn—N N—f—lSTLSQN

The point of this assignment is how it transforms multisymmetric power sums:

N
1 o
= \/——ZHZ/n q;" WZH%‘;%J (78)
ol(y) - (" +77) . (79)
Then as stated before we have the inner product:
<f, 9>A = EyNV,qN(Sl)D,rw(Sl)D [f(X)g(Xﬂ . (80)

From our choices above we may use separability to write (-,-)4 in terms of previously
introduced inner products. For example:

(P Ps)A = Eygr [p|a|(y)(qa +1r)psy(y)(¢° + Tﬂﬂ (81)
= By [Pal(0)P5 ()] Bayr [(4° + ) (a7 + 7)) (82)
= (pla: pp))v - (@* + 1% 0" +1)gr . (83)

We can now observe this inner product grants a “partial" orthogonality:

Lemma D.1. Consider o, 3 € NP with 1 < |al,|3] < N/2. Then for v, € NP\ {0}, if
K 42

<pap,37 H p’yk> =0. (84)
A

k=1

Otherwise, for K = 2, we have:

(PaPs, PAPs) A = 2 (L+ Liamip) - Laisi=tniol - (Latp=y+s + Lia,p)=(r0) + ]l(aﬁ)=(5ﬁ)() : )
85

27



Proof. By separability, we can confirm that

K K
(Paps: [ [ Pr)a = papisr [T prudv - € (86)
k=1 k=1

where C' is the value of the expectation on the random variables ¢ and r. Thus if K # 2,
because |a| + || < N, this term is 0 by orthogonality of the Vandermonde inner product.

For the K = 2 case, we begin again by using separability:

(PaPs: PyPs)A = (DlaPig) PriPis) )y - (@ + )@ +77), (¢ + ) (@ + 7)) - (8T)
Let’s consider first the inner product of power sums. Plugging in the definition of the

normalizing constant z, gives:

(PP PriPlel )y = (14 Liaj=i8) - Lgjaliai=(liol} -

Consider now the second inner product term. Noting that each element g4, ry is i.i.d. uniform
on the unit circle, orthogonality of the Fourier basis implies we can calculate this inner product
by only including terms with matching exponents. Bearing in mind that «, 3,v,6 # 0, we
must always have terms of the form (¢®*? ¢'r%)s1 = 0, and therefore we distribute and
calculate:

<qa+6 + anﬂ 4 qﬁro‘ + Ta+57q’y+§ + q”r‘s + q(;?,,’*/ + Tw+5>51
= (", s + (7 + P+ )+ () g
=2 Latp=yss T2 Liap)=(v) 72" Lap)=(6) -

Collecting the terms of both products and evaluating the indicator functions under all cases
gives the result. O]

Looking at Equation 85, we can see inner product (-,-) 4 does not grant full orthogonality.
The inner product gives orthogonality between powersum products of different lengths, but
(PaPs, PyPs).A can be non-zero if a + 3 = v + 9, even in the cases where {a, 8} # {v,d}.

Nevertheless, this inner product still suffices to prove a similar result about projection for
the D > 1 case.

Let P; be the orthogonal projection onto span({p, : 1 < |a|,|8] < N/2}) and P, be the
orthogonal projection onto span({p.ps : 1 < |a|,|8| < N/2}). Here by orthogonal, we mean
with respect to (-, ) 4.

Lemma D.2. Given any f € Sym; with D > 1, we may choose coefficients v;; overt < j < L,
and multisymmetric polynomials ¢; over i < L, such that:

Paof =Y vi(Pidi)(Pigy) - (88)

i<j
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Proof. As in Lemma B.1, if we approximate ¢(z,,) = ¢o+ >, 20 — /=y, then symmetrizing

||
gives ¢y(X) = Nci + D20 ClaPa-

By a similar approximation as in Lemma B.1 that allows us to subtract out constant terms,
we write:

f = Z Un¢n ) (89>
le = Z ClaPa - (90)

Note that by Lemma D.1, (p,pg, ¢").4 = 0 unless |n| = 2. So similarly to before, we may
rewrite

Pof = > 0,Pad" .

[n|=2

Here we can simplify notation. Let {e;}Z, denote the standard basis vectors in dimension L.
Every n € N* with || = 2 can be written as 1 = e; + ¢;, so let v;; := Ve, 1, Then we can
rewrite:

Paof = sz‘jp2¢z¢j :

i<j

Again, by Lemma D.1, we know P, will annihilate any term of the form p,ps if it’s not the
case that 1 < ||, |0] < N/2. One can see this by noting that, for 1 < |af, |8] < N/2, then

{|O./|, |ﬁ|} 7& {|7|7 |5|}7 and by the Lemma’7 <papﬂa p7p5>A =0.

So we may pass from Py to P;:

Pa¢itoj = P Z CinPry <Z Cj5P6> (91)

~yeND §eND
=Py ) D CinCisPyPs (92)
~yeND §eND

=YY chemms (93)

1<|7|<N/2 1<|6|<N/2

=1 > cup, > cips (94)

1<Y|<N/2 1<[5|<N/2

= (7)1@)(731@') . (95)
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So ultimately we get

Pof = vii(P16:)(Prgy) - (96)

i<y

D.2 A Diagonal Inner Product

Before we can apply Lemma B.2, which lets us transform function approximation error into
matrix approximation error, we need a better inner product, one that is diagonal in the
low-degree multisymmetric powersum basis.

Consider two more inner products, defined for f, g in the range of Ps:

<f7 g>A0 = ]EyNV,qN(Sl)D,rzo |:f<X>m] . (97>

This is nearly the same distribution as before, except we fix r = 0.
Then define

<f7 g>* = <f7 g>A - 2<f7 g>A0 . (98>

Because f and g are restricted to the range of P,, we demonstrate positive-definiteness of
this object, and therefore it is a valid inner product.

Theorem D.3. The bilinear form {-,-). is an inner product when restricted to the range of
Py. Furthermore, it is diagonal in the powersum basis prag for 1 < al,[B] < N/2.

Proof. Given p,pg, p,Ps € im(Ps2), we can consider (p,ps, PyPs).4, Which can similarly be
calculated via separability:

a+

”/—l—&)s1

(PaPg, P1Ps) A = (PlalP|als PInPIs)V - (4@, q
= (1 + Liaj=ip)) * Lyjallsn={nllsl} - Lats=y+s -

It follows from Lemma D.1 that:

(PaPg: PyPs)« = (PaPs; PyPs) A — 2(PaPg, P1Ps) A,
=2 (L+ Liaj=i5) - (Ls)=(v:8) T L(ap)=(6:)) -

30



To eliminate the ambiguity of p,ps vs. PgPa, let us define py, g equal to both these terms.
Then we can equivalently write:

(Ptas Plrsy)s = 2+ (14 Lia=ig) - (1 + Lazp) - Liagy={.} -

Evaluating the indicator functions under all cases we can see:

{a, B} # {0}

{a, 8} = {7, 0}, o] #18]

{a, 8y ={v,0}, la|=18], a#8
{a, 8y ={v,0}, a=p8

(PaPg: PyPs)« =

0 = NN O

Then we’ve shown that the bilinear form (-, -),, treated as a matrix in the basis of all py, s,
is positive-definite and diagonal. Since this basis spans the range of Py, it follows that the
bilinear form is an inner product. O

D.3 Proof of Lower Bound

We first prove a lower bound using a slightly simpler hard function g, before updating the
argument to the true choice of g further below.

Theorem D.4. Let D > 1. In particular, assume min(N/2,D — 1) > 2. Then we have

in |If — gl > = L
max min — . . )
lgll.a=1 f€Sym,, Ila = 6 6.2min(N/2,D-1)

(99)
So for L < 2mn(N/2.D=1)=3 w0 have a constant lower bound on the approzimation error.

Proof. Define T' = [{a € N” : |a| = N/2}| and choose the bad function g = —=—= 3", | _x/o P{a.a}-

Observe that although (-, -) 4 is not fully orthogonal in the powersum basis, we can nevertheless
calculate by Lemma D.1 that for |a| = |5] = N/2:

(P{aa}s P{5,81) A =4 (Lata=p+5 + Liaa)=(5.8) T Liaa)=(5.5)) (100)
=121 . (101)
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Therefore we can confirm that g is normalized:

1
HgHixzﬁ > > (Plaay P4 (102)

la|=N/2 |B|=N/2
1

= o7 > 120 1ay (103)
1

|la|=N/2 |a|=N/2

= 1 (104)
la|=N/2
~1. (105)

Again, we have Pyg = g. Now by Lemma D.2, we may write:

Pof = vii(P1o)(Pigs;) -

i<y

Finally, note that (-, -), obeys the inner product conditions of Lemma B.2 on the range of Ps,
following from orthogonality and the normalization:

2 |af #17]
(PaPs, PaPs)x =4 |a| =18, a#p
8§ a=p

So we can apply Lemma B.2 to Py f, Pag, and the inner product (-, -),. Hence, we can derive:

(a)
g 1
Jmin [[f = glli > min [[Paf — Pogl (106)
®)
> . o 2 1
2 min | Pof — Pagll: (107)
(g min1||C'TVC'—2* ;IH% (108)
loA% V12T
= HllIl —HC’TVC' 17 . (109)

Here, (a) follows from the definition of P, as an orthogonal projection with respect to (-, )4,
(b) follows from the fact that ||-||% > || -]|2, and (c) follows from the application of Lemma B.2.

These matrices are elements of C**7 but the term CTV C is constrained to rank L. Hence,

as before we calculate:
T—-L 1 L

i [f =gl = = = 5 o (110)
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Letting m = min(N/2, D — 1) and assuming m > 2, it is a simple bound to calculate

po (NREDSTY () A
N/2 m V/Tm

and the bound follows.

]

This theorem demonstrates a hard function g that cannot be efficiently approximated by
f € Sym,, for L = poly(N, D), but it does not yet evince a separation. Indeed, observing

that ||g]/cc = \/%N T = N\jg, g has very large magnitude, and there’s no obvious way to

casily approximate this function by an efficient network in Sym? .

Thus, we consider a more complicated choice for g, that allows for the separation:

Theorem D.5. Let D > 1. Then let ¢ =
|’ la=1. Then for L < N~2exp(O(D)):

m for g as defined in Lemma E.3, such that

1
in [|f —g|A>— . 111
i lf = glld = 55 (111)

Proof. The lower bound follows almost identically as before. By Lemma E.3.4 we still have
that Pog’ = ¢’. So we can write

g = Z JaP{a,a} (112)
1<[al<N/2

Jo
g= Y, f.Paal- (113)

1<aenye 191l

Thus, by the same reasoning as Theorem D.4 we recover the lower bound:

(min [If —glG > min |[Pof —Pog'lly (114)

> min [|Pof = Pag| (115)

> min SCTVC - G} (116)

where G’ iSche matrix induced by ¢’ as given in Lemma B.2, i.e. the diagonal matrix indexed
by G, = Hf/%'
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Now, by the partial orthogonality of (-, -) 4 noted in Lemma D.1, we have:

gl =" > > (9aPaay 95P8.5)) A (117)

1<[a]<N/2  1<[BI<N/2

- ¥ > gaT5(12 Tasp) (118)

1<al<N/2  1<|BI<N/2
=12 Y el (119)
1<[a]<N/2

Hence, we can say
2

2Ga
[ Tl (120)
1<jazny2 | 19114
4 Zl§|a|§N/2 |9a|?
= 5 (121)
12 Z1g|a\§N/2 |9a
1
= 122
y (122)

Call G’, the best rank-L approximation of G’ in the Frobenius norm. By classical properties

of SVD it follows that G is a diagonal matrix with L entries corresponding to the L largest

elements of G’. Then because ||G'||3 = 3:

I, - 61 = - 3 (1)’ (123)
L F 3 )
=1

191].4

where we order |g,,| in non-increasing order.

Combining Lemma E.3.2 and E.3.4 yields the inequality that for all a such that 1 < |a| < N/2:
2D
200\ 1)?
<|g|> < 4N? 1—(-) : (124)
l9ll4 4

, 1
min [|f —¢'|l% > SIGL - % (125)

so we can conclude

f€Symyp,
. ~N 2D
2= 2LN? (1 - (Z) ) : (126)
Hence, if L < i N2 (}—g)w, we derive a lower bound:
1
i —JA > = 12
Jin f =gl = 33 (127)

[]

We remark here that in the instance D > /N /2, we replace D with D in the above bound,
which is consistent with Theorem C.2.
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E Definition of hard function g

In this section we incrementally build the (unnormalized) hard function g, ultimately for
the sake of Lemma E.3. This lemma characterizes all the properties of g that we need to
guarantee the lower and upper bounds.

Remark 4. In the following section, we assume D < \/N/2 for simplicity of exposition. In
the case that D > \/N/2, we replace all instances of D in our functional definitions with
D= min(D, \/N/2), which is only necessary for a projection argument in Lemma E.3 and
makes no meaningful change to the proofs.

E.1 Mobius transform

We begin with the following, with £ € C and || = 1. And in the sequel, we always fix r = 1/4.
Consider the 1-D Mobius transformation, with its truncated variant with ¢ > 1:

E—r

= 12
(e = == (128)
u(§) = (1= (r&)") - u(¢) (129)
= (=& (L+rE+(rg)* +- + (r9)"") (130)
Lemma E.1. The following properties hold (where infinity norms are defined with respect to
Sl).'
L lpllee =1
2 ulls =1
3o Miulloo < 1+ 7"
4o liellE =1+
5. (g, g1 =71, (1g,E)s1 =12 — 1 and [{ji;,£¥)s1| <1 —1?% for alla > 2
6. For[¢|=1,|w| <1+ 1,
|4(§) — fun(w)| < 6]¢ — w| (131)

Proof. Tt is a fact [8] that p analytically maps the unit disk to itself, and additional the unit
circle to itself, i.e. for any || = 1 we have |u(§)| = 1. Hence ||p]|oc = ||1t]|sr = 1.

We can see that truncation gently perturbs this fact, so for || = 1:

()] = 11 = (r&)"] - (&) (132)
<1+7! (133)
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Additionally, we can calculate the coefficient on each monomial in f:

r a=0

e —(rvt =ty 1<a<t—1

(s =1 - (131)
0 a>t

It is easy to confirm that the value of |{fi;, %) s1| is maximized at a = 1. Hence, we can write
the L, norm:

liaellze =D 1w, €)1 (135)
a=0
t—1
— 24 Z (Tafl - ,,,a+1)2 422 (136)
a=1
t—1
=24 Z (T2a—2 _9p2e 4 7ﬂ2a+2) 4 22 (137)
a=1
=1+ (138)

Finally, for [¢| =1,|w] <141 < 2:

) - ()] = |25 - 221 (130)
_ (P =D(E—w)
[renim o
So noting r = i we get
1) — )] < 516~ (141)
Thus:
() — ()| = [(1 = (r&)") - u(§) = (1 = (rw)") - p(w)| (142)
< (1= (re)") - (&) = (1 = (rw)") - ()] + [(1 = (rw)") - u(€) = (1 = (rw)") - p(w)]
(143)
< @] r'lg" = W'+ [1 = (rw)'| - [u(§) — p(w)) (144)
< e =+ 1= ()] Sle— (145
Note that for || =1, |w| < 1+ $, because |w|* < e for k < ¢, we have
&= = —w) (T +EPw4 -+ T T < et —wl . (146)
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Further plugging in that r = }l and t > 1:

4(€) — Aw)] < 47l — ] + (1+47%€) - Slé — w (147)
< 6] —wl . (148)
[

E.2 h function

Now, consider z € CP with |z;] =1 for all i. We now define:

h(z) = HﬂD(Zi) : (149)

Lemma E.2. The following are true:

L |[hlle <1427P
2. 1< ||hjE <1+27P
3. For z,2/ € (S1)P
|h(z) = h(z))] < 12|z = 2|1 .

Proof. We can immediately bound:

D
IBlle = T linlloo (150)
i=1
(a) D\D
< (1+77) (151)
(b)
<1420 4P (152)
<1420, (153)

where (a) follows from Lemma E.1.3 and (b) follows from the binomial identity that (1+z)" <
1+ 2'z for z € [0,1],¢ > 1. In the last line we simply plug in r = 1/4.

Similarly by Lemma E.1.4,

D
[ (154)
i=1
= (1+2)"” (155)
<1+ (156)
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And so by the same binomial inequality, we have

1< |2 < 14277, (157)
Finally, observe that:
D i—1 D
h(z) = h()] <> ( ﬂD(zj)> (A (2:) — fin(27)) ( 11 ﬂM%))‘ (158)
i=1 | \j=1 j=i+1
(a) &
<Y lin(z) = fin()| (14 77)P7 (159)
i=1
0 2
<6 [z—zl(1+27") (160)
i=1
<12z — 2| , (161)

where in (a) we apply E.1.3, and in (b) we apply E.1.6 and the same binomial identity as
above. O

E.3 g function

Now, reminding z,, ,» = x,, 0 x,, let:

2N

g(X) = —AN*" + 3" h(zaw) - (162)

n,n/=1

Note that we subtract a constant here to ensure g has no constant term, which will be
necessary for the fact Pog = g.

Remark 5. The following lemma is the only place we explicitly require the assumption
D < \/N/2, as this guarantees that Pog = g. In the case that D > \/N/2, we simply replace

all instances of D in this section with D = min(D, /N/2). This ensures g is only supported
ON Pia,a} With |a] < D? < N/2. And the subsequent proofs are identical.

Lemma E.3. The following are true:

1. gl < 12N,

2. 1< ||g||4 <3N2(1+27P).

3. Pag=g.

4. We may write g = 3, |0j<n/2 JaPiaa}, where |ga? < N2 (1 —1r?)?P.
5. Lip(g) < 48NV/ND.
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Proof. First, it’s easy to see from Lemma E.2.1

lgllo < | = 4N?rP| + AN?||2| (163)
<AN? (2P +1+277) (164)
<12N?. (165)

Let us expand h as
D> haz”, (166)
ol <D

noting that by definition of jip and Lemma E.1.5 we have the constant term hg = r?.

Now we can expand

g(X) = —4AN*rP + 3 h(zw) (167)

n,n'=1

2N
= —ANTP 4+ N P Y ezl (168)

nn'=1 1<laflo<D

2N
=YY bz (169)

n7nl:1 1S||a||OOSD
2N D

= Z ha Z H(l’dnl‘dn/)ad (170)

1<]|afjee <D n,n'=1d=1

= Y ha|a\< %f{l )(Wiﬁm%) (171)

1<]loflo <D n=1 =l
= ) haalpiaa(X) . (172)
1<]lefleo <D

Note that ||al/s < D implies |a| < D?* < N/2, so it clearly follows that Pog = g. So by
Lemma D.1, (P{a,a}, P{s,8;)4 = 12 - 1o—3 whenever 1 < |al,|3| < N/2, so we can handily
calculate:

lglZ = > hilallpraeli (173)
1§Ha||oo§D
<12-(Nj2° > R (174)
1<l <D
< 3N?|A|f%: (175)
<3N*(1+277) , (176)

where the last line uses Lemma E.2.2.
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And likewise

lolZ = > Bl Pl (177)
1<]|afl oo <D
>12( =P+ > B (178)
lafloe<D
= 12(—r" + [|hl[%) (179)
>1, (180)

and the last line again uses Lemma E.2.2. Finally, note that for any « such that |o| < N/2,
applying Lemma E.1.5.

D

9al* = lhalal[* = |af* T ] [, €*)sr [ (181)
=1

< N?(1—r?)2P (182)

Finally we consider the Lipschitz norm. For X, X € CP*2N with each entry of unit norm,
it’s easy to confirm by Lemma E.2.3 that:

2N
9(X) = g(X)[ < > [h(zam) = h(Z0)] (183)
n,n'=1
2N
<12 ) znw = Znawl (184)
n,n'=1

2N D
=12 Z Z \xdnxdn/ — j}dni‘dn” (185)

nn/=1 d=1
2N D
< 12 Z Z |xdn‘ : |xdn’ - idn’| + ’j:dn/| : |xdn - jfdn (186>
n,n/=1 d=1
2N D
= 48N D |zdn — Zan (187)
n=1 d=1
— 48N || X — X|3 (188)
< 48NV2ND|X — X||, (189)

]

F Upper Bound of Main Result

In this section we prove the upper bound to representing g with an admissible activation that
satisfies Assumption C.1.
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The strategy is as follows. In Section F.1 we exactly encode the hard function g with
an efficient network, but allowing the choice of very particular activation functions. In
Section F.2, we leverage Assumption C.1 to build a network that approximates the exact one,
using a given activation. We complete the proof in Section F.3 by showing the exact and
approximate networks stay close together, inducting through the layers.

F.1 Exact Representation

Let us first describe how to write g exactly with a network in Sym?, using particular
activations. We can then demonstrate to approximate those activations, which only introduces
a polynomial dependence in the desired error bound e.

For exact representation, the activations we will allow are & — €2, and £ — fip(€). Note that
from the fact that & -w = 3 ((§ + w)? — €% — w?), we can exactly multiply scalars with these
activations.

Then consider the following structure for f € Sym? with L = 1. Given x,2’ € CP with
|z;| = |25| = 1 for all 4, we define ¢](x,2’) via a network as follows. In particular, we will use
- to explicitly indicate all scalar multiplication:

2= (ry-2),...,xp Tp) (190)

20" = (fip(2), ., i (2p)) € CP (191)
70 = (ZS)* SR/ (o ZS)*> e cP/? (192)
(193)

7oz D) — 7(logx D=1)x | 7llogz D=1)« o (194)
i (x,a') = Z0082 D0 (195)

In other words, we exactly calculate ¥} (z,z") = h(xoz’) through log, D layers by multiplying
the terms fip(z;) at each layer. Note that |z]| =1 for all i. So by applying Lemma E.1.3, it

is the case that each entry |Z"*| = [fip(z5)|F < (1 +rP)P <1+ 272 for all k < log, D.

Now, for an input £ € C we define the map

B —4N?rP ¢

p*(&) = Tola (196)

and it’s easy to confirm that we exactly represent:

g(X)=p" ( > wi‘(xmxil)) : (197)

n,n'=1
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F.2 Approximate Representation

Now, we can imitate the network above using the exp activation, and control the approximation
error in the infinity norm. Let us assume we’ve chosen f1, f asin Lemma G.3. Furthermore, let
us define E xw = 1 (f1(€ +w) — f1(€) — fi(w)), so that x approximates scalar multiplication.

Then we mimic the exact network via:

z=(r1xx),...,xp*xp) (198)

Z0 = (f(21),. .., fa(zp)) € CP (199)
70 = (Z0 0 20, 20, 4 2D € co (200)

. (201)

7(loga D) _ ZflogQ D-1) ZQ(IOgQ b-1) c ¢ (202)
(2, 2') = 208D (203)

In other words, we replace all instances of multiplication - with %, and all instances of fip
with f,. Finally, we define the map p as:

AN? [ ¢
P(f):m' (m*l—T‘D) ; (204)

where we can clearly represent the constant 7 via one additional neuron.

F.3 Proof of Upper Bound

We complete the approximation of ¢’ by showing the exact and approximate networks are
nearly equivalent in infinity norm, leveraging the assumption on our activation.

Theorem F.1. Consider ¢ > 0 such that ¢ < min (1—(1)0,@). For L = 1, there exists

f € Sym?, parameterized with an activation o that satisfies Assumption C.1, with width
O(D? + D?log P& depth O(log D), and mazimum weight magnitude Dlog D such that over
inputs X € CP*2N with unit norm entries:

If =gl <€ (205)

Proof. Let f be given by the Sym? network calculated in the previous section, i.e.

f(X)=p ( > %(%%)) : (206)

n,n’=1
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Clearly L = 1. From Assumption C.1 and what it guarantees about f; and fs, it’s clear
that the maximum width of f is O(D? + D?log £), the depth is O(log D), and the maximum
weight magnitude is O(D log D).

We can prove the quality of approximation by matching layer by layer. First we note a quick
lemma:

Lemma F.2. For [€], |w| < 3:

|§*w—§-w|§ge. (207)

Proof. Based on Assumption C.1, note that for |¢], |w| < 2, we have that | + w| < 3 and
therefore:

Erw—-l < 2 (A6 +e) = €+ + 1HO Sl +h@ —¢)  (208)
< ge. (209)
]

It follows that, because all |z;| = 1:

12" = 2lloo = max|a;  zj — ;- 2] < (210)

56.

Now, because |z;| = 1, it follows from our assumption on € that |z;| < 1+ 3¢ < 1+ 5. Hence,
we can apply Lemma E.1.6 and say

1ZW* — 20| = max \ip(27) — fa(zi)] (211)
< max \ip(27) — fip(2:)| + |fp(2:) — fa(zi)| (212)
(a) 3
<6 (§e> +e (213)
< 10¢ . (214)

where (a) follows from Lemma E.1.6 and Assumption C.1 again.
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Note, observe the following inequality, for any :

1)* 1* 1 1)* 1)* 1* 1* 1 1 1

2i+1 2i+1
(215)
1)* 1)* 1 1 1)x* 1

= 125712850 = 250+ 1250 - 125 — 24| (216)
= |fip(25;)| - 10€ + | fo(22i41)] - 10€ (217)
(a)
< 10€(|ip (53] + litp(22141)] + €) (218)
(b) ) . R . 3
< 10c (lin(es) + n(z501 46 (5¢) +¢) (219)
(c)
<10e(1+ 77 + 1+ 7P +4e +¢) (220)
(d)
< 10€(5/2) (221)
< 25¢ , (222)

where (a) follows from Lemma G.3, (b) follows from Lemma E.1.6, (¢) follows from Lemma
E.1.3, and (d) follows from the fact that e < 1.

Hence, to draw error bounds one layer higher, we calculate:

1227 = 29l = mae 1237 - 24025 = 250 * Zai| (223)
1)x* 1
< Z@Da;(? 122 Zéi-)l-l - Zéi) : 2z+1’ + ’Zm : éw)rl - Zéz) * Z2z+1| (224)
(a) 3
< 25¢ + € (225)
< 27e | (226)

where in line (a) we apply Lemma F.2 under the assumption that \Zi(l)\ < 3 for all i.

Note that from Lemma E.1.3

1z < |2 — 20|+ 12| (227)
3
<10e+1+7" < 3 (228)

so this assumption is guaranteed.
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We induct upwards through layers: assume that || Z*)* — Z(®)|| < 3¥ e for k > 2. Then:

k)* k k k)* k)* k k
|Zz ZQ(ZJ)rl - ZQ(i) ' Zézil| < |ZQ(i) ) ZéiJ)rl - Zéz) ZQ(z+1| + |Z22 ZQ(iJ)rl - 2(z) ZQ(z+1|

(229)
=237 |23 = Za | + 1250|1250 — 257 (230)
‘%) 341|280 + 1 28,)) (231)
2 3|27 + | 20 + 3+ (232)
§) 3k+1€((1 + TD)D +(1+ TD)D + 3k+1€) (233)
(%) 3ktle (1 +27 P 414270 i) (234)
< 3k+le (%) , (235)

where (a) and (b) are both applications of the inductive hypothesis, (¢) follows from Lemma
E.1.3, (d) is the binomial inequality and the fact that for any k& < log, D:

3tle <3 (4827) € (236)
€
1
<= 2
<3 (238)

And as before:

|Z#0 = 2% = max| 2, - 2,5

k
+1 Zéz) * Z§z+1| (239>

k)« (k k
< m?X |ZQi) : ZéiJ)rl - Zéi) 21+1| + |Z2 ) Z2(zJ)r1

(a) 11 3
< k+1 - = 2
< 3" ( 1 ) + 5€ (241)

< 3R (242)

23 % Zii), | (240)

where in line (a) we apply Lemma F.2 under the assumption that |Zl-(k)| < 3 for all 4.

Note that as before

120 <120 — 27| 4127 (243)
<3e4 (1+7P)P (244)

§3k+16—|—1+2_D_

[\CR GV

(245)
so the assumption is granted.
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Thus, completing the induction and remembering the definition of v;, we conclude:

||¢T($nwxn’) - wl(xnaxn’)Hoo < 310g2D+1€ < 3D2€

Hence, we can finally bound the final networks:

P ( Z wi“(ﬂfmﬂ?n')) —p ( Z ()

n,n'=1 n,n'=1

lg" = fllse =

HQHA

n,n'=1
(a)

n,n'=1

(0)

n,n/=1 n,n’

< AN 45 (2,0') — (@), + AN? - e

2
< 12N%D% + 6N?%¢
< 18N2D?%

(Tn, xn’))

2N
1
Z W (2, T ) — AN? ([W 3" Gi(n zw)
1
2
< 4N 4N2 Z Vi (@, ) — ([W

< 4N? 4N2 Z Vi (T, Ty ) — 4N2 Z V] (T, Tr)

o

nn/=1

2N
Z ¢1 (xm xn’)

n,n'=1

=1

)

*1)‘
3
+4N2'§€

(246)

(247)

(248)

(249)

(250)

(251)

(252)
(253)

where in (a) we apply the lower bound ||g||4 > 1 from E.3.2 and in (b) we once again apply
Lemma F.2, valid from the fact that for all X with unit norm entries:

1
V2 Z U1 (T, 7)) | < 3D% <

n,n’'=1

MIOO

(254)

So it remains to map € — fgxzpz in order to yield that || f —g¢'[| < e. Note that this remapping
only changes the maximum width to be O(D? + D*log 22

G Activation Assumption for exp

We prove that the activation exp satisfies Assumption C.1.

We need the following standard fact, whose proof we include for completeness:

Lemma G.1. Fiz J and let v be a primitive Jth root of unity. Then

—_
1M;
AN

46

1 7ij_{ =0 modJ
J = 0 iZ0 mod J

]

(255)



Proof. If i =0 mod J, then v% = 1 for all integer j and clearly

NI =1 (256)

(1—2x) (2_: xj> =0. (257)

Because i # 0 mod J and 7 is a primitive root, it follows v¢ # 1 is another root. Therefore
setting = v* and factoring out the non-zero term (1 — +?%) gives

79 =0. (258)
0

Using this fact, we can approximate simple analytic functions via shallow networks in the
exp activation.

Lemma G.2. For any J € N with J > D, there exists a shallow neural networks fi, fa using
the exp activation, with O(JD) neurons and O(D log D) weights, such that

o 4 3\’
sup | 1) — €% < ¥ (Z) (259)
i 3\’
aup (€)= in(©)] <170 (5) (260)

Proof. Let v be a primitive Jth root of unity, » = 1/4, and let k¥ € N such that 0 < k < J—1.
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By applying Lemma G.1 we can define a network f*) and expand as:

J-1 g
’y .
fR€) =) ——exp(y're) (261)
§=0
J— _1.; 00
Nt Z 7]T5 (262)
7=0 1=
00 1 J—1
= Z [3 7 ] (263)
=0 7=0
== Z Z.‘ z =k mod J (264)
i=0 ’
e (Tf)“"‘k
— ~ > 265
— (iJ + k:) (265)
g T’f zJ+k
2
(iJ + k (266)
It follows that we can bound:
oo zJ—i—k
) (¢ ()
su 267
\5|s%f © ZZJ”‘? 267
1 o] iJ+k
<> (265)
i=1
1 /3
< (=
F10 ( ) (26
1 /3 2
<) — 2
=7 (4) 1 3/4J (270)
_ 43 !
— [ = 271
STOR @)
so we can define
2
7€) = 510 (272)
with only J neurons each of width magnitude at most O(1), and instantly gain the bound
2 ré)?
sup [1(6) — €2] = sup = | £9(g) - ) (273)
le[<3 lgj<3 :
2 4 [/3\’
<=.—(Z) .
516 )
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Second, we define

fa(§) =1 (Z kL (5)) -S> B (275)

First, let us note that, in spite of seeming to have factorial weights, we can write this network
with small weights via properties of the exponential:

1) = (Z exp(log k1) f® <§>> 3 oUOBRY pa ) (276)

r

exp(logk! +~7r€) . (277)

The network contains 2D.J neurons, with the norm of each weight bounded by O(D log D).

Then using the decomposition

fin(€) =1 ()~ -3 ()
we derive:
E&% 1f2(€) — fip (] < El‘g r (Z k:!f(k)(g)) —r - (ré)*| + <Z k%f(@(g)) _ %Z(Tg)k
- = k=0 k=0 k=1 k:1(278)
— 43\ (&K 4 3\
< (; Tk!) - (Z) + (; 7) - <1> (279)
< 17D (%) . (280)
]

Now, let us restate this result, choosing the error rate e explicitly:

Lemma G.3. For any € > 0, there exists a shallow neural networks fi, fo using the exp
activation, with O (D2 + Dlog %) neurons and O(Dlog D) weights, such that

sup |f1(8) =& <e, (281)
Eg |f2(§) — ip(&)| < €. (282)

We remark again that, in the event D > /N/2, we replace D with D in order to approximate
the Blaschke product fiz as this is the function we use to build the hard function g in that
case. So we recover the statement of Assumption C.1.
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