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Abstract—The problem of human activity recognition from
mobile sensor data applies to multiple domains, such as health
monitoring, personal fitness, daily life logging, and senior care.
A critical challenge for training human activity recognition
models is data quality. Acquiring balanced datasets containing
accurate activity labels requires humans to correctly annotate
and potentially interfere with the subjects’ normal activities
in real-time. Despite the likelihood of incorrect annotation or
lack thereof, there is often an inherent chronology to human
behavior. For example, we take a shower after we exercise.
This implicit chronology can be used to learn unknown labels
and classify future activities. In this work, we propose HAR-
GCCN, a deep graph CNN model that leverages the correlation
between chronologically adjacent sensor measurements to predict
the correct labels for unclassified activities that have at least one
activity label. We propose a new training strategy enforcing that
the model predicts the missing activity labels by leveraging the
known ones. HAR-GCCN shows superior performance relative to
previously used baseline methods, improving classification accu-
racy by about 25% and up to 68% on different datasets. Code is
available at https://github.com/abduallahmohamed/HAR-GCNN.

Index Terms—deep graph convolutional neural network, hu-
man activity recognition, deep learning

I. INTRODUCTION

Human Activity Recognition (HAR) has been an active
research field recently, covering a wide range of applications
in health monitoring and fitness [1], [2]. Technological ad-
vances regarding inertial sensors with longer battery life spans
and improved computing capabilities have enabled gathering
larger volumes of continuous data to be used for HAR [3].
Despite these recent advances, “ground truth annotation”,
which involves labeling sensor readings, remains a critical
challenge [3]. Such annotation tasks are typically performed
manually and occur either in real-time or post hoc once
the activity has been completed. In the HAR studies, such
annotation tasks can be expensive, onerous, prone to human
error, and can even condition the user and interfere in the
activity itself [4]. Thus, the training data likely contains a
significant amount of unreliable and missing labels. These
incorrect or missing labels create gaps in the data which have a
detrimental impact on model development and training. Thus,
a paramount aspect of models for HAR is their ability to
learn in the presence of missing labels, while achieving high
accuracy in classifying human activity. A variety of deep and
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Fig. 1. The input to HAR-GCNN is a graph comprised of partially labelled
sensor measurements that are chronologically ordered activities. The model
predicts the classes C of the unlabeled activities. Each input node contains a
period of sensor measurements alongside a label or multi-labels. The output
is the activity class(es) for each node.

machine learning methods have been previously proposed for
single and multi-label classification of human activity [5]-[7].
The missing label(s) can be predicted based on the readings of
multiple sensors such as accelerometer, gyroscope, location,
etc [0]. However, fewer approaches leverage the context of
“neighboring” activities for predicting a missing label which
has been shown to improve HAR [7], [8].

We hypothesize that human activities follow a chronolog-
ical correlation which can provide informational context to
improve HAR. The benefit of this hypothesis, if valid, is
that one can leverage known or correctly labeled activities
to predict the surrounding ones. In order to investigate the
validity this assumption, we formulated the HAR problem
comprising a sequence of chronologically ordered activities,
some of which were correctly labeled while others were
not labeled at all. We used deep learning as a data-driven
approach to discover this chronological correlation. We first
employed Recurrent Neural Nets (RNNs) which is the most
straightforward deep model used to handle time series data.
Nonetheless, our literature survey revealed that Convolutional
Neural Networks (CNNs) can often be more powerful than
RNNS in performing HAR [9]. Yet, both approaches CNNs and
RNNS are structurally not geared towards directly leveraging
the correlation between the sequential activities. For example,
RNNSs treat each time step separately by fusing it into the
“neural memory”, which is the only component that partially
correlates the data. On a similar note, CNNs only make use of
neighbouring activity information based on the chosen kernel
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size. Based on the shortcomings of these architectures, we
posited that graph-based structures more adequately capture
the aforementioned features of the problem at hand. Graph
representations in HAR allow for modeling each activity as a
node, and the graph edges can directly model the relationship
between these activities. A suitable tool for learning such
graphs is deep Graph CNNs (GCNNs) [10]. GCNNs behave
as CNNs but weight the nodes based on the value of the edges
to exploit the correlation between sequential activities.

In this work we show that the chronological correlation
indeed exists by experimenting with two commonly employed
HAR datasets. One was collected in the wild, while the other
was collected in a scripted manner. Our results show that
the proposed models benefit from this correlation and use
it to predict the neighbouring missing activities, improving
performance relative to RNNs and CNNs benchmarks. In the
following sections, we discuss prior works, as well as the
datasets utilized for training and validation. We provide details
of our formulation including the graph structure used to model
human activities. Then, we introduce our proposed HAR-
GCNN, highlighting details of its architecture and implemen-
tation, and define the comparison baselines used to benchmark
our approach. In the experiments section, we evaluate our
model’s performance relative to other deep neural network
architectures employing widely used HAR datasets.

II. RELATED WORK

A large number of traditional supervised machine learning
techniques have been developed in the literature for HAR from
mobile sensor data. Such models include, for example, logistic
regression, k-nearest neighbors, decision trees, and multi-layer
perceptrons (MLP) [5], [11], [12]. These models typically
exhibit good performance when trained on controlled datasets
that are fully and accurately labeled, which may not be the case
for in-the-wild environments [13]. Furthermore, these models
often require substantial feature extraction which can be time-
consuming and rely heavily on domain knowledge [6].

Addressing these shortcomings, a variety of prior works
have explored unsupervised and semi-supervised learning
techniques on human activity data. For example, [14] devel-
oped a network of convolutional autoencoders on an unlabeled
dataset to extract useful features, which were then used to com-
plement their supervised learning mechanism. [14] proposed
Deep Auto-Set, a deep learning classification model trained on
raw multi-modal sensory segments. Furthermore, [2] imple-
mented semi-supervised, active learning techniques operated
both online and offline. [2] demonstrated superior performance
relative to fully supervised approaches on HAR datasets where
ground truth labels are scarce. More specifically, [2] evaluated
the performance of different pool-based and stream-based
active learning frameworks on various datasets relevant to
human activity [15] and contrasted classification accuracy
against classical machine learning approaches.

Besides these models, a great number of deep learning
frameworks have been proposed for HAR [6]. For example,
different CNN architectures [16]-[18] resulted in significantly

higher accuracy than prior machine learning techniques ap-
plied on HAR. Further, [19] explored normalization and sensor
data fusion using CNNs and demonstrated that these tech-
niques can further improve the performance of deep learning
models. [7] investigated deep convolutional recurrent models
including deep feed-forward neural networks (DNN), CNNs,
and different variants of Long Short-Term Memory (LSTM)
cells. Their results show that recurrent networks significantly
outperform convolutional networks on activities that are short
in duration but follow a natural chronology. Such performance
gains are likely because recurrent models can contextualize
to improve recognition. [20] reported improved HAR using
ensembles of deep LSTM learners relative to previously
reported recurrent neural networks. [21] developed a deep
RNN performing extensive hyper-parameters optimization and
showed superior performance compared to other traditional
machine learning models.
Several variants of graph-based models have been recently
proposed leveraging spatial and temporal properties in the data
for collective HAR (i.e., predicting the activity of an entire
group as opposed to a single subject). Numerous of these
models have been reported for computer vision applications to
(deeply) learn the interactions between individual participants
for a given sequence of video clips and to predict the overall
activity or outcome of a group of people [22]-[26]. Simi-
larly, [27] proposed a context-aware, semi-supervised graph
propagation algorithm with a Support Vector Machine (SVM)
classifier to address individual HAR. The results in [27] sug-
gest that exploiting contextual data from neighboring activities
(i.e., nodes) can result in improved performance even relative
to fully supervised approaches, likely by discriminating out-
liers and erroneously labeled data.
GCNNs have recently gained significant popularity for var-
ious applications of semi-supervised learning [10], [28]. GC-
NNs leverage dependencies between the features and labels of
nodes in a given graph resulting in improved predictive perfor-
mance, particularly when a significant number of the training
labels are missing. Considering these desirable characteristics,
as well as the aforementioned advantages of models that can
contextualize, GCNNSs are an appealing modeling strategy that
to the best of our knowledge has not been previously reported
for HAR. In light of this, the main contributions of this work
are:
o A formulation for HAR exploiting the chronological con-
text of the activities embedded within a graph structure.

¢ A novel mechanism that trains HAR-GCNN to learn to
predict the missing labels in the input graph with high
accuracy.

o Extensive computational experiments evaluating the ef-
fect of the percentage of missing labels, as well as
the effect of the number of activities on the prediction
accuracy. Experiments performed on Extra-Sensory [15]
and PAMAP [29] datasets, which are among the most
commonly used in the HAR literature.

« Benchmarks of our proposed approach against previously
reported deep architectures including CNN and LSTM



models.

III. PROBLEM FORMULATION & DATASETS

Given a set of time series sensory measurements
F = {filt € T} sampled over a window of time
steps T, it is of interest to learn the classes of
activities C = {c¢|t € T} associated with each of such
measurements. The measurements are collected from a
variety of sensors such as accelerometers, gyrometers,
etc. Each interval of measurements is associated with
multiple labels corresponding to different activities (i.e.,
multi-label  classification). Our problem formulation
uses a set of prior and posterior measurements with
known activities to predict the multi-label or single label
classes of those unknown activities. In other words, using
(ft—m>Ct—m)s s (fim1,ce-1)s (fea1s Ce1)s ooos (Ftam, Coym)
and f; to predict ¢;, where m is the number of neighbour
activities to be used. In this way, we consider a sequence of
activities represented by sensor measurements over a time
horizon including the associated labels, whether they are
known or not, and predict the class of the unknown labels
exploiting the observed sequential order. One important
remark is that the datasets under consideration are recorded
in-the-wild. That is, an in-the-wild dataset contains sensor
readings from the users who were not previously instructed
to perform a given set of activities (which is typically the
case in more controlled environments). In-the-wild settings
in turn reduce the bias within the collected data and results
in a more natural chronology of activities from which
our proposed model can learn. The Extra-Sensory [!5]
dataset is an example of such in-the-wild measurements.
The dataset contains over 300,000 minutes of labeled sensor
recordings from smartphones and smartwatches worn by a
total of 60 study participants. The behavioural activities in
this dataset can be categorized by 51 non-exclusive labels
such as sitting, sleeping, strolling, cooking, etc. For this
type of the data the HAR task at hand is a mutli-label
classification problem. Further, the dataset contains 224
different raw features obtained from mobile sensor readings
recorded over 20 seconds window every one minute. To
further validate the advantages of the framework proposed
herein, we also conduct experiments using the PAMAP
dataset [29]. The PAMAP dataset while collected in a more
controlled environment provides a useful instance to validate
our framework, particularly when labels are artificially hidden
during training. The PAMAP dataset consists of data from 9
subjects, wearing 3 inertial measurement units and a heart
rate monitor and performing 12 exclusive activities (i.e.,
the HAR task is a single-label classification problem) with
52 raw features per instance. The PAMAP dataset is being
used herein as an example of a scripted dataset, which likely
means that the chronological order of the recorded activities
indeed contains some amount of bias and which we further
emphasize in the numerical experiments section. Training/
Testing details: Both datasets were split into training and
test sets with a ratio of 2:1. The sequence of the recorded

activities was kept and no randomization was used, which
is crucial for learning from the natural sequential order of
activities. The Extra-Sensory dataset serves to show that the
activities can be predicted with higher accuracy by exploiting
such implicit order. Conversely, the PAMAP dataset is
employed to show that if the sequence of activities is scripted
a priori, HAR-GCNN results in almost perfect classification
performance as it can quickly learn the underlying script. We
note that no test data was used to train the proposed model,
and the data sets were kept separate to prevent any data
leaking.

IV. HAR-GCNN METHOD DESCRIPTION
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Fig. 2. HAR-GCNN model description. The CNN is just a single layer
convolution with an activation function.

Constructing the activity graph: We model the set of
activities as a graph, which is defined as G = (V, ) where
V = {v|v € V} is a set of vertices. Each vertex v = [ft, ¢t]
contains both measurements over a time window and the
associated multi-label class, with the exception of the nodes
whose activity label is missing and we thus want to predict, for
which c is set to zero. The graph edges are fully connected,
E = {eijle € &;4,j € |V}, where £ is the set of all the
graph edges. The weight of these edges is set to one, so that
predicting the activity of all nodes is equally important. Our
proposed model allows using any number of nodes during
training. For example, the graph can consist of three nodes
with one of them missing its label. In the experiments section
we study the effect of the number of input labelled neighbour
nodes on predicting a missing activity class. Further, we note
that framework allows for predicting more than one missing
label, which we explore in our numerical experiments.

Model Description: First, the GCNN layer takes as in-
put the aforementioned activity graph G. The GCNN model
has a layer-wise structure defined as GCNN(V() A) =
o (Amrva)W(l)) Where A is the adjacency matrix that
defines the edges of the activity graph and o(-) denotes an
activation function. The GCNN operates as an ordinary CNN
except that it weights the kernel by the value of the normalized
adjacency matrix Apom defined as:

Awm =1—D"2(A+1)D=

where D is the degree node matrix of A + I, and I is the
identity matrix. This normalization approach was introduced
by [9]. More in-depth information about graph CNNs can
be found in [10]. The output of the GCNN is a graph
embedding that represents the whole information of the sensor
measurements and their corresponding known labels.



The second step in HAR-GCNN is the CNN output layers,
for which we use a sequence of CNNs (single layer convolu-
tions with an activation function). This architecture was chosen
mainly because performance can deteriorate when the depth
of the GCNNS increases [30]. That is, it would be inefficient
to use a sequence of graph CNNs to predict each activity
label. The output of these CNN layers is directly regressed
against the proper loss function (Binary Cross Entropy or
Cross-Entropy) to predict the labels C. Figure 2 describes the
distinct steps included in our architecture.

Implementation' Details: We employ the same GCNN
implementation as the one in the pioneering work of [10].
The chosen implementation is easier to interpret and deploy,
relative to similar architectures available in PyTorch. The
model consists of a single GCNN layer that outputs a graph
embedding. Then, three CNN layers are used to process
the embedding and a final CNN layer is included with a
sigmoid (softmax for PAMAP) activation function. We used
PReLU [31] activation functions for intermediate layers. The
total model parameters size is ~15k for the Extra-Sensory
dataset and ~5k for the PAMAP dataset.

V. BASELINE METHODS

In order to benchmark the performance of our approach, we
compared it to the aforementioned, more commonly encoun-
tered deep architectures. Mainly, we contrast HAR-GCNN to
CNNs [16]-[18] and LSTMs [7], [32] that were previously
used for HAR. CNN baseline The CNN baseline, shown in
Figure 3, is a sequence of five CNN layers that have the same
depth as HAR-GCNN model. The reason for choosing this
architecture is that V represents a set of an arbitrary number
of activities, and a CNN can learn a kernel that is agnostic
to the width and height of the input. The total parameters
size is also ~15k for the Extra-Sensory and ~5k for the
PAMAP datasets, thus allowing for a fair comparison with
HAR-GCNN. The input to this base model is the V itself,
which can be interpreted as an image of width equal to the
sensor readings, and of height equal to the number of nodes or
activities in the graph. All layers used PReLU [31] activation
function except the last layer with a sigmoid (softmax for
PAMAP) function. The intermediate three layers use a residual
connection to improve performance during training. LSTM
baseline The inputs to the LSTM, shown in Figure 3, are the
graph nodes treated as a sequence of time steps. The model
parameter size is also ~15k and ~5k for both Extra-Sensory
and PAMAP respectively, same as HAR-GCNN model and
CNN base model. The 1D-CNN layers use PReLU activation
function except for the last layer which uses a sigmoid
(softmax for PAMAP) activation function.

VI. TRAINING MECHANISM

Besides keeping the number of parameters consistent across
models, we trained all models using the same settings. We used
Binary Cross Entropy (BCE) as the loss function in the mutli-
label case of the Extra-Sensory dataset, which defined as:

ICode: https://github.com/abduallahmohamed/HAR-GCNN.git
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Fig. 3. CNN and LSTM baselines. Both baselines share the same depth and
the same number of parameters as in our model. K is the kernel size, P is the
padding size and F' is the features. The output layer changes its features based
on the number of predicted classes. All CNNs are single layer convolution
followed by an activation function.

BCE loss; = —|class; -logx; + (1 —class;) - log(1 — z;)]
For the single-label PAMAP dataset we used the Crossy-
Entropy(CE) loss, which is defined as: CE loss(z, class) =
—log (%) where j is the class number and x is
the predicted class. We artificially imposed missing labels
in both datasets to simulate the case of missing labels. Our
training framework randomly hides a percentage of the known
activity labels C within the input graph G, which serve as
the missing labels we want to predict. Moreover to make the
model generalize better, we add random noise (Gaussian with
0 mean and 1 standard deviation) to disturb the measurements
vector F, which helps generalize the performance of HAR-
GCNN for unseen data while also accounting for possible
measurement errors in the raw sensor data. In all of our
experiments, we used a 50% probability for either hiding
a label or adding noise to the measurements. Further, we
restricted the percentage of hidden nodes to be no greater
than 66%, so that we are guaranteed that at least 33% of
the nodes have their original labels. The disturbed data were
generated once and were used in all of our experiments across
different models for consistency. All of our results are reported
on the withheld test set. We report the mean of three repetitions
of our experiments, which were conducted with a controlled
random seed to ensure consistent settings. Figure 4 shows the
data-flow and the dimension of the data alongside the training
mechanism.

VII. EXPERIMENTS & DISCUSSION

We considered two settings for the amount of missing class
labels C: 33% and 66% in the input graph G. For example,
the case of 66% missing labels corresponds to % of the
measurements F being known but without labels C, which
we seek to predict. This method evaluates the model’s ability
to generalize to unseen instances because the models were

trained under different settings as described in Section VI.
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Fig. 4. HAR-GCNN data flow diagram for model training as described in VI. F represents the sensor measurements with dimension F' = 224, 52 for the
Extra-Sensory dataset and PAMAP dataset, respectively. C is the set of multi-label activity classes with dimensions C' = 51, 12 for the Extra-Sensory dataset
and PAMAP dataset, respectively. 7" is the number of time steps. A stands for adjacency matrix, V' stands for the graph vertices.

TABLE I
F-1 SCORE OVER ACCURACY OF HAR-GCNN VERSUS BASELINE MODELS (THE HIGHER THE BETTER). THE EXTRA-SENSORY RESULTS ARE F7 yacro /
ACCwyean, AND PAMAP RESULTS ARE Fj /AcCC. 3,5, 10 AND 25 CHRONOLOGICALLY ORDERED ACTIVITIES WERE USED OVER A RANGE OF MISSING
LABELS ON ACCURACY OVER F-1 SCORE. THE AVERAGE OF THREE RUNS IS REPORTED, AND BOLDED NUMBERS SHOW THE BEST.

# of Activities % missing labels Extra-Sensory Dataset PAMAP Dataset
HAR-GCNN CNN LSTM HAR-GCNN CNN LSTM
33% 0.781 / 99.52 0.621/99.23 | 0.464 /98.43 0.999 / 99.92 0.975/97.52 | 0.973/97.26
3 66% 0.792 / 99.52 0.531/98.69 | 0.377 / 97.95 0.999 /7 99.94 0.902 /90.22 | 0.903 / 90.26
33% 0.814 / 99.41 0.715 7 99.41 0.504 / 98.67 0.998 / 99.76 1.000 7 99.96 | 0.990 / 99.05
5 66% 0.880 / 99.58 0.659 /99.25 | 0.459 / 98.37 1.000 / 99.98 0.996 / 99.57 | 0.950 / 95.05
33% 0.813 / 99.14 0.744 7 99.46 | 0.522/98.64 0.999 /7 99.91 0.998 / 99.81 0.997 7/ 99.65
10 66% 0.868 / 99.52 0.691 /99.28 | 0.483 / 98.37 1.000 / 99.98 0.997 /99.75 | 0.969 / 96.87
30% 0.748 / 98.76 0.784 7/ 99.50 | 0.532/98.73 0.998 /7 99.79 1.000 / 99.99 | 0.998 / 99.75
25 66% 0.838 / 99.41 0.724 /99.23 | 0.494 / 98.46 1.000 / 99.99 0.997 /99.68 | 0.981/98.10

For the Extra-Sensory dataset, we used the macro Fj score
which is defined as: Fi macro = % Zne n I where N is the
total number of classes. The mean accuracy is defined as:
ACCean = % > nen Accy. For the PAMAP dataset we use
the ordinary F1 and accuracy scores.

A. Performance of HAR-GCNN Against Baselines

Table I shows the main results comparing the performance
of HAR-GCNN versus the baseline models. We explain the
main results by focusing on the three activities case (i.e., first
row of Table I) but note that the observations generalize for
all other instances in Table I. In the three activities case,
33% missing labels imply that only one out of the three
activities does not have a label. An important result is that
HAR-GCNN , in the case of 33% or 66% missing labels,
outperforms both CNN and LSTM baselines. The performance
improvement is about 25% and 68% relative to CNN and
LSTM models respectively for the Extra-Sensory dataset.
For the PAMAP dataset HAR-GCNN has a ~2% higher F-
1 score than both CNN and LSTM, and almost reaching
the upper performance bound of 1.00. We posit that the
observed performance improvements stem from the proposed
graph formulation, in which the graph edges can more deeply
capture the relationship between labels and their features.
Therefore, if at least one activity is correctly classified, then
the remaining nodes will have a higher likelihood of being
correctly labeled as well. We note that the CNN baseline
significantly outperforms the LSTM model across the two
datasets considered. CNN-based approaches appear to be more

suitable to this type of problem, as they do not accumulate
errors sequentially while classifying the measurements and
have a more global view of the entire state. Unlike in recurrent
nature of methods like LSTM, the error in previous predictions
propagates to the future ones. These findings are in line with
prior works [9].

B. Effect of The Cardinality of The Graph Nodes

We also explored the effect of the number of chronologically
ordered activities on the classification accuracy. From Table I it
is noticeable that the results discussed in the previous section
are consistent for an increasing number of activities in the
input graph. From the results obtained using the Extra-Sensory
dataset, the performance of all base models improves as more
graph nodes are considered. The performance of HAR-GCNN
is still consistently better than the base models and does
not improve substantially when the number of activities is
increased from 5 to 25. These results imply that HAR-GCNN
learns a proper representation that has a constant performance
irrelevant from the number of activities. The results obtained
using the PAMAP dataset in Table I show that the performance
across all models (HAR-GCNN and baseline models) does not
change significantly with the graph cardinality. This constant
performance can be attributed to the PAMAP dataset, which
was collected from users being asked to perform tasks in a pre-
scripted manner. Models trained on this dataset might readily
infer such pre-scripted sequence of activities and thus resulting
in very high F-1 score and accuracy.



VIII. CONCLUSION

In this paper, we presented HAR-GCNN, a deep graph
model to predict missing activity labels leveraging the context
of chronological sequences of these activities. We proposed an
approach for modelling the activities as nodes in a fully con-
nected graph. We introduced a new training mechanism that
enables the model to learn the implied natural chronological
order of human activities. To gain a quantitative understanding
of our proposed strategy, we benchmarked our design against
baseline deep models sharing the similar structural properties
as HAR-GCNN. Our results indicate that HAR-GCNN has
superior performance in terms of F-1 score and accuracy
compared to the chosen baselines. Further, our results suggest
that learning a chronology of activities to predict the missing
label is likely a key driver for such performance improvements.
Our experimental results reveal that HAR-GCNN has a stable
performance, independently from the number of chronologi-
cally ordered activities considered within the input graph.
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