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Abstract—To mitigate the analytic pessimism that is often
necessary to provide the worst-case guarantees for real-time
systems, mixed-criticality (MC) scheduling has been proposed,
where a task parameter may be associated with multiple esti-
mates corresponding to multiple system runtime modes. While
a large body of work on MC scheduling is directed at dropping
or degrading low-critical tasks at the mode switch, a recent
model, called precise MC scheduling, aims at preserving the
full execution of all tasks instead. In precise MC scheduling,
the additional workload due to high-critical tasks at the mode
switch should be dealt with by increasing the capability of the
processing platform. In this paper, we investigate the problem
of precise MC scheduling of gang tasks, which may require
simultaneously occupying multiple processors to commence any
execution. In particular, we focus on the global earliest-deadline-
first with virtual deadlines (GEDF-VD) scheduling. We derive
a sufficient schedulability test for precise scheduling MC gang
tasks by GEDF-VD. By the schedulability test, we also present
an analysis of how many processors can be safely reserved in a
given system.

Index Terms—mixed-criticality tasks, precise scheduling, gang
tasks, virtual deadlines.

I. INTRODUCTION

In order to provide the worst-case guarantees for real-time
systems, task parameters, such as the execution time, for
schedulability analysis are usually estimated with significant
pessimism, which results in less efficient runtime performance.
Mixed-criticality (MC) scheduling has been proposed to mit-
igate such pessimism, where the worst-case execution time
(WCET) of a task may be associated with multiple estimates
corresponding to multiple system runtime modes.

In particular, the research attention in MC scheduling has
often focused on the two-mode setting, where a mode switch
is triggered by a high-critical task overrunning its smaller esti-
mate. In the majority of existing work on MC scheduling, once
a mode switch is triggered by such one or more high-critical
tasks, the low-critical tasks are (fully or partially) sacrificed in
order to accommodate the additional workload by those high-
critical tasks. More recently, a new direction, called precise
MC scheduling, has been proposed and investigated [8]. In the
precise MC scheduling paradigm, after a mode switch, low-
critical tasks continue to execute up to their WCET estimates
as they do before the mode switch. In the meanwhile, the
additional workload by the high-critical tasks are supposed to

be covered by increasing the executing platform capacity, e.g.,
boosting the speed of the processor [8].

Besides processor speed, increasing the number of available
processors on a multiprocessor platform is another natural
way for increasing capacity. In other words, in the normal
mode, a certain number of processors are reserved and only
the remaining number of processors are deemed available
for the real-time tasks of our interest. Upon a mode switch,
these reserved processors become available and dedicated to
the real-time tasks so that the executing platform capacity
is boosted from the real-time tasks’ point of view. Such
reserved processors in the normal mode could serve for several
different purposes, such as to enter a sleep state for power and
energy benefits, to be devoted to non-real-time tasks for spatial
separation between real-time and non-real-time tasks (the latter
will be dropped or deprioritized upon a mode switch), etc.,
depending on the scenarios and needs of the system.

In this precise MC scheduling scheme with reserved proces-
sors, it is the number of processors that varies. Compared to
traditional sequential tasks, parallel tasks are naturally more
tuned to this particular system parameter. In this paper, we fo-
cus on one particular kind of parallel tasks, namely the (rigid)
gang task model, where a task may require simultaneously
occupying multiple processor to commence any execution.
The real-time scheduling of gang tasks have received some
attention [24, 16, 17, 14]. It has also been studied in the context
of MC scheduling [9] but only in the conventional sense (i.e.,
dropping tasks upon a mode switch).
Contributions. In this paper, we present the first study on the
precise MC scheduling of gang tasks. With a certain number of
reserved processors that are hidden from the real-time tasks
in the normal mode but are able to fully dedicate to real-
time tasks upon a mode switch, we formally define a specific
scheduling problem in this direction. We then devise a virtual-
deadline based scheduling algorithm to address this problem,
and present a schedulability test for this algorithm. By the
schedulability test, we also present an analysis of how many
processors can be safely reserved in a given system.
Organization. In the rest of this paper, we introduce our
system model and problem statement (Sec. II), present a
common deadline-based scheduling algorithm for general gang
tasks and its variant by virtual deadlines for MC gang tasks



(Sec. III), provide a proof and analysis for our schedulability
test (Sec. IV), briefly survey related work (Sec. V), and
conclude (Sec. VI).

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider the sporadic gang task model, which differs
from the conventional sporadic task model by allowing a single
task to simultaneously occupy multiple processors for execu-
tion. Furthermore, the allowed parallelism can be categorized
as follows [17]: a job (invocation of a task) is

• rigid if the number of processors assigned to this job is
specified externally to the scheduler a priori, and does
not change throughout its execution;

• moldable if the number of processors assigned to this
job is determined by the scheduler, and does not change
throughout its execution

• malleable if the number of processors assigned to this
job can be changed by the scheduler during the job’s
execution.

In this paper, we focus on the rigid parallelism model.
Specifically, we consider a system consisting of n implicit-

deadline sporadic MC gang tasks T = {τ1, τ2, · · · , τn}, where
each task τi has a rigid parallelism of mi processors. Each
task τi is invoked recurrently with a minimum separation of
Ti time units. Each invocation is called a job of τi, and we
use τi,j to denote the jth job of τi. Ti is called the period
of τi, and we restrict our attention to implicit deadlines. In
other words, Ti is also the relative deadline for each task τi,
and every job of τi has an absolute deadline Ti time units
after its release. The WCET of each task τi is estimated a
two criticality levels: a low-criticality (L-) estimate CL

i and
a high-criticality (H-) estimate CH

i , where it is assumed that
∀i, 0 < CL

i ≤ CH
i ≤ Ti. Furthermore, if CL

i = CH
i for task τi

so that τi cannot trigger a mode switch as to be described next,
then we say τi is a LO-task; by contrast, if CL

i < CH
i for task

τi so that τi could trigger a mode switch as to be described
next, then we say τi is a HI-task. We denote the set of LO-
tasks (HI-tasks, respectively) by TLO (THI, respectively). We
also refer to a job of a LO-task (HI-task, respectively) as LO-
job (HI-job, respectively) for short. In summary, an implicit-
deadline MC sporadic gang task τi is specified by a 4-tuple
(CL

i , C
H
i ,mi, Ti).

Reserving processors and mode switch. We consider a mul-
tiprocessor platform consisting of MH identical processors,
each of which has a normalized speed 1.0. In the runtime, if
the L-estimates are respected, i.e., all jobs are finished within
their L-WCETs, then we say the system is in L-mode; if the L-
estimates are exceeded, i.e., some jobs need to execute beyond
their L-WCETs and up to their H-WCETs, then we say the sys-
tem is in H-mode. Note that the H-estimates are assumed to be
always respected. In other words, any job that has cumulatively
executed for its H-WCET, i.e., CH

i , yet still not completed, is
considered as erroneous and would be terminated immediately.
That is, only HI-tasks, for which CL

i < CH
i , could trigger a

mode switch. The system begins with L-mode and the amount
of execution completed for each job is being monitored during

runtime. If any job has cumulatively executed for its L-WCET,
i.e., CL

i , but still requires further execution, then the system
is immediately notified and switched to H-mode. The system
can recover to L-mode once all processors become idle. We
require that only ML, where ML < MH , processors are used
to actively execute tasks in T in L-mode, while the remaining
M δ = (MH − ML) processors are reserved. Nonetheless,
once the system is switched to H-mode, all MH processors
are devoted to execute tasks in T .

Note that, in contrast to the majority of existing works on
MC scheduling, in this work no task is entirely or partially
dropped upon a mode switch, and every job must meet its
absolute deadline in any system mode. The difference between
the two WCET estimates upon mode switch, i.e., CH

i − CL
i ,

is compensated by the additional M δ active processors.
In this paper, we assume that the preemption and migration

overheads, e.g., due to memory interference, are negligible. Or,
equivalently, we assume these overheads are pessimistically
taken into account in the WCET estimates.

Moreover, we denote the utilization of a task τi in L- and
H-modes, respectively, by

uL
i =

CL
i ·mi

Ti
and uH

i =
CH

i ·mi

Ti
.

Since CL
i = CH

i holds for every LO-task, it also holds uL
i =

uH
i for such task. We further denote the total utilization of the

set of LO-tasks and the set of HI-tasks in L- and H-modes,
respectively, by

ULO =
∑

τi∈TLO

uL
i =

∑
τi∈TLO

uH
i ,

UL
HI =

∑
τi∈THI

uL
i , and UH

HI =
∑

τi∈THI

uH
i .

We further denote the total utilization of all tasks in L- and
H-modes, respectively, by

UL =
∑
i

uL
i = ULO+UL

HI and UH =
∑
i

uH
i = ULO+UH

HI .

Problem Statement. We address the problem of scheduling
the MC rigid Gang tasks on MH unit-speed processors to
meet all deadlines in all scenarios with the potential of
reserving M δ processors, where M δ = MH − ML > 0.
We say the system is precise-MC schedulable if all deadlines
are guaranteed to be met and the following constraints are
respected.

• Tasks in τ only execute on ML processors if all jobs
finish within CL

i time units of execution;
• Tasks in τ may execute on all the MH processors if a

any job (of a HI-task) executes for more than CL
i time

units (yet finishes within CH
i time units of execution).

III. SCHEDULING MC GANG TASKS

In this section, we propose an earliest-deadline-first (EDF)
based scheduling algorithm to address the precise MC schedul-
ing problem of gang tasks, which has been formalized in the
prior section.



Algorithm 1: Selecting Jobs to Schedule under GEDF
input : Ready(t), which is the ready job set at time t
output: Sched(t), which is the scheduled job set at time t

Sched(t)← ∅
for each τi,j ∈ Ready(t) in deadline increasing order do

if
∑

τk,ℓ∈Sched(t) mk ≤M −mi then

Sched(t)← Sched(t) ∪ {τi,j}
end

end

A. GEDF Scheduling for Gang Tasks

We consider the preemptive global EDF (GEDF) schedul-
ing algorithm for ordinary (non-MC) gang tasks as follows1:

Definition 1. Under GEDF scheduling, the priority of each
job is determined by its deadline — the earlier the deadline,
the higher the priority. We also assume deadline ties are broken
arbitrarily but consistently, and therefore there is no priority
ties while deadline ties may exist. Letting Ready(t) denote
the set of ready jobs at an arbitrary time instant t, the set
of jobs Sched(t) being scheduled at time t is determined by
Algorithm 1. mk is the degree of parallelism of τk, which has
a job in Sched(t). Please note that, in practice, Algorithm 1
does not need to be evaluated at every time instant but only
needs to be invoked when a job is completed and when a new
job is released.

Please note that the GEDF scheduling cannot be defined by
simply considering the summation of parallelism of all ready
jobs with higher priorities, but rather it needs to go through
Algorithm 1. This is because some higher-priority (but not
the highest) ready jobs may not be scheduled due to lack of
available processors while some lower-priority ones with less
parallelism may actually be scheduled.

Furthermore, an important parameter ∆i for a gang task τi
under GEDF scheduling was introduced in [14] and is defined
as follows.

Definition 2. Let ∆i denote the maximum possible number of
idle processors at any time during τi’s non-executing intervals
in which τi has pending jobs but does not execute. In other
words, if τi is not being executing but has pending jobs, the
number of idle processors is at most ∆i.

Clearly, (mi − 1) would be a safe upperbound on ∆i.
Nonetheless, a dynamic programming algorithm has been
introduced in [14] to calculate ∆i in a more accurate manner.
This ∆i identification algorithm runs in polynomial time with
a time complexity of O(M2 ·n), where M is the total number
of available processors and n is the number of gang tasks.

With pre-calculating the ∆i parameter for every task prior to
runtime for any given (non-MC) gang task system, a sufficient
schedulability test has been proven in [14] as follows.

1This formal description of GEDF for gang tasks was introduced in [15].

Theorem 1 (Theorem 2 in [14]). A (non-MC) gang task sys-
tem, where each task is specified by (Ci,mi, Ti), is schedulable
on M identical processors by GEDF, if

∀i, USUM ≤ (M −∆i)(1−
ui

mi
) + ui (1)

where
ui =

Ci

Ti
and USUM =

∑
i

ui.

B. Algorithm GEDF-VD for MC Gang Tasks

With the prior work on GEDF scheduling of non-MC gang
tasks as discussed above, we introduce a virtual-deadline-
based scheduling algorithm, GEDF-VD, to address the precise
MC scheduling problem considered in this paper.

Under GEDF-VD, a system wide constant x is selected such
that 0 < x < 1. Each task is associated to a relative virtual
deadline of x · Ti, in addition to the relative actual deadline
Ti. That is, every job of task τi has a virtual deadline at x ·Ti

time units after its arrival time and has an actual deadline at
Ti time units after its arrival. Note that, because under precise
MC scheduling LO-tasks are not dropped in the H-mode, the
virtual-deadline setting does also apply to LO-tasks as well as
HI-tasks. Then, in the runtime, GEDF is applied to schedule
all tasks by taking virtual deadlines as deadlines in the L-
mode and taking actual deadlines as deadlines in the H-mode,
respectively.

Recall that for non-MC gang task set, we have a ∆i param-
eter that can be obtained before runtime. The ∆i identification
algorithm from [14] needs to take the required parallelism mi

for every task and the total number of available processors M
as inputs. In the problem considered in this paper, although
mi remains the same in the L- and H-modes for every task τi,
the total number of available processors does differ in the two
modes, being ML and MH in L- and H-modes, respectively.
Therefore, we need to apply the ∆i identification algorithm
twice, and then for each task τi, we obtain ∆L

i and ∆H
i for

L- and H-modes, respectively.
Having ∆L

i and ∆H
i for every task, we claim the following

sufficient schedulability test for GEDF-VD and this test is to
be proven next in Sec. IV.A.

A set of precise MC gang tasks with implicit deadlines
are schedulable by GEDF-VD using at most ML pro-
cessors in the L-mode and using at most MH processors
in the H-mode, if

KL +KH ≤ 1,

where

KL = max
i

{
miU

L + (ML −∆L
i −mi)u

L
i

mi · (ML −∆L
i )

}
KH = max

i

{
miU

H + (MH −∆H
i −mi)u

H
i

mi · (MH −∆H
i )

}
,

so that scaling factor x for setting virtual deadlines in
GEDF-VD can be (arbitrarily) chosen from the range

[KL, 1−KH ].



IV. PRECISE-MC SCHEDULABILITY ANALYSIS

In this section, we first prove the correctness of the schedu-
lability presented in the prior section, with given ML and
MH (and therefore given ∆L

i and ∆H
i ). Then, we provide a

method to obtain a safe lower bound on ML that guarantees
the schedulability for given task system and given MH .

A. Schedulability Test

To derive the schedulability test, we consider the schedula-
bility in L- and H-modes, respectively, in the following two
lemmas. We first derive a sufficient schedulability condition
for L-mode (Lem. 1). Then, assuming the schedulability in
L-mode, we derive a sufficient schedulability condition for H-
mode (Lem. 2). They together result in Thm. 2.

Lemma 1. Under GEDF-VD scheduling, all (LO- and HI-)
tasks must meet their virtual deadlines in L-mode, if

∀i, x ≥ miU
L + (ML −∆L

i −mi)u
L
i

mi · (ML −∆L
i )

.

Proof. In L-mode, tasks are scheduled by their virtual dead-
lines. By treating the relative virtual deadline as both the
relative deadline and the period, every task τi in L-mode can
be viewed as a (sporadic, implicit-deadline) non-MC gang task
specified as (CL

i ,mi, xTi). Under this view, the utilization of
each task τi is

CL
i

xTi
=

uL
i

x
,

and the total utilization is∑
i

CL
i

xTi
=

1

x
·
∑
i

CL
i

Ti
=

UL

x
.

Therefore, by Thm. 1, these non-MC gang tasks must meet
their deadlines under GEDF, i.e., original MC-gang tasks must
meet their virtual deadlines in L-mode, if

∀i, U
L

x
≤ (ML −∆L

i )(1−
uL
i

x

mi
) +

uL
i

x
(2)

Given the facts that 0 < x < 1, mi > 0, and ∆L
i < ML,

(2) ⇔∀i, U
L

x
≤ ML −∆L

i − (
ML −∆L

i

mi
− 1) · u

L
i

x

⇔∀i, miU
L + (ML −∆L

i −mi)u
L
i

mix
≤ ML −∆L

i

⇔∀i, x ≥ miU
L + (ML −∆L

i −mi)u
L
i

mi · (ML −∆L
i )

.

Thus, the lemma follows.

Lemma 2. Under GEDF-VD scheduling, assuming all virtual
deadlines are met in L-mode, all (LO- and HI-) tasks must meet
their actual deadlines in H-mode, if

∀i, x ≤ 1− miU
H + (MH −∆H

i −mi)u
H
i

mi · (MH −∆H
i )

.

Proof. By assuming all virtual deadlines are met in L-mode,
it follows that the first job that reaches its virtual deadline but

has not completed must trigger a mode switch. As a result,
any job of τi that is released in L-mode has not completed by
the mode switch must have its actual deadline (as well as next
job release of τi) at least (1−x)Ti time units after the mode-
switch time instant. In the meanwhile, every job of τi cannot
execute for more than CH

i time units in any circumstance
and all subsequent releases in H-mode must separate by Ti >
(1 − x)Ti time units, according to the task model. So, by
treating any unfinished job at the mode switch as a new job
release at the mode-switch time instant, every task τi in L-
mode can be viewed as a (sporadic, implicit-deadline) non-
MC gang task specified as (CH

i ,mi, (1 − x)Ti). Under this
view, the utilization of each task τi is

CH
i

(1− x)Ti
=

uH
i

1− x
,

and the total utilization is∑
i

CH
i

(1− x)Ti
=

1

1− x
·
∑
i

CH
i

Ti
=

UH

1− x
.

Therefore, by Thm. 1, these non-MC gang tasks must meet
their deadlines under GEDF, i.e., original MC-gang tasks must
meet their actual deadlines in H-mode, if

∀i, UH

1− x
≤ (ML −∆L

i )(1−
uH
i

1−x

mi
) +

uH
i

1− x
(3)

Given the facts that 0 < x < 1, mi > 0, and ∆H
i < MH ,

(3) ⇔∀i, UH

1− x
≤ MH −∆H

i − (
MH −∆H

i

mi
− 1) · uH

i

1− x

⇔∀i, miU
H + (MH −∆H

i −mi)u
H
i

mi(1− x)
≤ MH −∆H

i

⇔∀i, 1− x ≥ miU
H + (MH −∆H

i −mi)u
H
i

mi · (MH −∆H
i )

⇔∀i, x ≤ 1− miU
H + (MH −∆H

i −mi)u
H
i

mi · (MH −∆H
i )

.

Thus, the lemma follows.

Theorem 2. An MC gang task system is precise-MC schedu-
lable under GEDF-VD on MH processors with M δ = (MH −
ML) processors reserved in L-mode, if

KL +KH ≤ 1,

where

KL = max
i

{
miU

L + (ML −∆L
i −mi)u

L
i

mi · (ML −∆L
i )

}

KH = max
i

{
miU

H + (MH −∆H
i −mi)u

H
i

mi · (MH −∆H
i )

}
.

Proof. KL + KH ≤ 1 implies that [KL, 1 − KH ] is not an
empty set. Also, it is evident that both KL > 0 and KH >



0, so [KL, 1 − KH ] ⊂ (0, 1). Therefore, a valid x can be
(arbitrarily) selected from [KL, 1−KH ]. Note that

x ≥ KL ⇒ ∀i, x ≥ miU
L + (ML −∆L

i −mi)u
L
i

mi · (ML −∆L
i )

and

x ≤ 1−KH ⇒ ∀i, x ≤ 1− miU
H + (MH −∆H

i −mi)u
H
i

mi · (MH −∆H
i )

.

By Lem. 1 and Lem. 2, the theorem follows.

B. A Safe Lower Bound on ML for Schedulability
We have already established a schedulability test for a given

task system with given ML and given MH . Nonetheless, the
value of ML may not always be fixed in a prior but its proper
setting may be a question for the system designer, where the
system workload specification (T ) and the platform maximum
capacity (MH ) are provided.

Under such a setting, KH can still be obtained a priori, as
T and MH (and therefore, ∆H

i ) are given. Nonetheless, to
evaluate the schedulability condition, i.e., KL ≤ 1 − KH , it
is not only ML that varies— each ∆L

i could also be different
under different ML, and it is not a closed-form representation
by ML. One way to find an ML that guarantees schedulability
is to enumerate all possible values of ML and to apply the
schedulability test for each case. Alternatively, the following
theorem directly provides a safe lower bound on ML that
guarantees the schedulability for certain systems.

Theorem 3. For any MC gang task system where

∀i, (1−KH)mi > ui, (4)

it must be precise-MC schedulable under GEDF-VD, if

ML ≥ max
i

{
mi(U

L − uL
i )

(1−KH)mi − uL
i

+mi − 1

}
. (5)

Proof. Our goal is to show that the lower bound on ML

specified in this theorem is sufficient to imply KL+KH ≤ 1,
which is the schedulability test.

From (5), it directly follows that

∀i,ML ≥ mi(U
L − uL

i )

(1−KH)mi − uL
i

+mi − 1

⇒∀i,ML − (mi − 1) ≥ mi(U
L − uL

i )

(1−KH)mi − uL
i

(6)

While every ∆L
i may vary as ML varies, we note that

∀i,∆L
i ≤ mi − 1 holds by definition in any case. Therefore,

regardless the specific value of ML, we always have

(6) ⇒ ∀i,ML −∆i ≥
mi(U

L − ui)

(1−KH)mi − uL
i

by (4)⇒ ∀i, (1−KH)mi ≥
mi(U

L − uL
i )

ML −∆i
+ uL

i

⇒ ∀i, (1−KH) ≥ miU
L + (ML −∆L

i −mi)u
L
i

mi · (ML −∆L
i )

⇒ (1−KH) ≥ KL,

where the last step is by the definition of KL and directly
implies KL+KH ≤ 1. The theorem follows.

V. RELATED WORK

Since it was introduced by Vestal [34], MC tasks and their
scheduling have attracted a huge amount of interest in the
real-time systems research community. (Please see [12] for
a comprehensive survey on this topic.) Initially, most works
were directed to scenarios where all low-critical tasks are
completely dropped if any high-critical task behaves its worst
case. More recently, this over-sacrificing was criticized, and
gradual degradation of low-critical tasks was investigated. To
provide degraded service, the imprecise MC model [11] was
proposed, where the execution of low-critical tasks is reduced
but not dropped even in the worst case. Several subsequent
works [3, 11, 20, 22, 23, 27] explored various definitions
of this execution reduction. To eliminate such reduction, the
problem of precise MC scheduling was proposed and inves-
tigated on varying-speed uniprocessors [8, 35] and multipro-
cessors [33]. Such varying-speed processors are equipped with
a capacity of dynamic voltage and frequency scaling (DVFS)
for the purpose of energy efficiency [21]. However, DVFS is
not effective in reducing static/leakage power consumption.
Compared to DVFS, dynamic power management (DPM) and
deep sleep modes can lead to significant energy conserva-
tion resulted from the power-down of a number of system
components [5, 4]. [32] proposed precise MC scheduling of
sequential tasks on multiprocessors that a part of processors in
the system can be turned into sleep modes in typical scenarios
while fully exploited under worst-case scenarios.

Besides sequential tasks, the problem of scheduling real-
time parallel tasks has been investigated. Several works focus
on parallel task models that are related to the gang task model,
including periodic multi-thread task models [29, 31, 13], the
synchronous task model [1], and DAG task models [10, 25,
19, 7, 18]. In these models, Parallel threads of a task can
be independently considered and scheduled. By contrast, they
must simultaneously occupy a set of processors to execute
under the gang task model [17, 14, 24]. Goossens et al.
considered the rigid gang task model in [16], and Berten et
al. proposed the moldable gang scheduling in [6].

Upon MC scheduling, few works have been proposed for
parallel task models. Liu et al. [28] proposed the MC schedul-
ing of synchronous task model, while the MC scheduling for
DAG task models is investigated in [2] and [26]. Rambo et
al. [30] proposed a replica-aware co-scheduling approach for
mixed-critical systems. For the MC gang task scheduling, [9]
presented an approach combining Global Earliest Deadline
First (GEDF) and Earliest Deadline First with Virtual Deadline
(EDF-VD). Unlike these works, we consider precise MC
scheduling of the gang task model that provides full service
for low-critical gang tasks.

VI. CONCLUSION

In many conventional MC scheduling problems, LO-tasks
may be dropped or degraded when a mode switch to H-mode
is triggered. In this work, we investigated the precise MC
scheduling, where LO-tasks preserve their execution estimates
in H-mode. Upon a mode switch to H-mode, a certain number



of processors that are reserved in L-mode now become fully
available and dedicated to the real-time tasks. Our focus in
this paper was on rigid gang tasks, each of which may require
multiple processors to commence any execution. We presented
our scheduling algorithm EDF-VD for the problem of precise
scheduling MC gang tasks and provided a schedulability
test for EDF-VD as well as a proof for its correctness. In
addition, we also analyzed a safe lower bound on the number
of non-reserved processors in L-mode for guaranteeing the
schedulability of a given system. This, from the other hand,
implies how many processors can be safely reserved in L-mode
without jeopardizing the schedulability.
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