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Abstract

Given a single trajectory of a dynamical system, we analyze the performance of the nonparametric
least squares estimator (LSE). More precisely, we give nonasymptotic expected [2-distance bounds
between the LSE and the true regression function, where expectation is evaluated on a fresh, coun-
terfactual, trajectory. We leverage recently developed information-theoretic methods to establish
the optimality of the LSE for nonparametric hypotheses classes in terms of supremum norm metric
entropy and a subgaussian parameter. Next, we relate this subgaussian parameter to the stability of
the underlying process using notions from dynamical systems theory. When combined, these de-
velopments lead to rate-optimal error bounds that scale as 7'/ (2+9) for suitably stable processes
and hypothesis classes with metric entropy growth of order 9. Here, T is the length of the ob-
served trajectory, 0 € R is the packing granularity and g € (0, 2) is a complexity term. Finally,
we specialize our results to a number of scenarios of practical interest, such as Lipschitz dynamics,
generalized linear models, and dynamics described by functions in certain classes of Reproducing
Kernel Hilbert Spaces (RKHS).

1. Introduction

Consider a time-series model of the form
v = fulzy) +wy, t=0,...,T—1. (1)

where f, is unknown but belongs to some known function class F. Suppose a learner is given access
to samples (zo, ..., Z7T-1, Y0, - - -, yr—1), corrupted by noise (wy, ..., wr_1), from a single trajec-
tory generated by model (1). In this work, we show that the nonparametric least squares estimator
(LSE) converges to the ground truth f, at the minimax optimal rate. In the i.i.d. setting, in which
each observation from the model (1) is drawn independently at random, the optimal rate is T-1/2
for parametric models. In the nonparametric setting, this rate degrades gracefully to 7—1/(2+4) for
models with metric entropy scaling as 69, ¢ € (0, 2) (Tsybakov, 2009). In this paper, we show that
these rates can be matched for a class of more general time-series models of the form (1). We note
in particular that by setting y; = x;41 in model (1), we recover the nonlinear stochastic dynamical
system

Ter1 = fule) +wy 2
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Estimation of models (1) and (2) remains relatively poorly understood when the data is not i.i.d.,
with existing results being limited to when the dynamics are known to belong to certain parametric
classes. In terms of parameter recovery, the LSE converges at a rate of 7~ /2 for stable linear au-
toregressive systems f,(z;) = A,x; (Simchowitz et al., 2018; Sarkar and Rakhlin, 2019; Jedra and
Proutiere, 2020). The same rate can also be achieved for linear systems with more general input-
output behavior (Oymak and Ozay, 2019; Tsiamis and Pappas, 2019). Moving to nonlinear models,
recursive and gradient type algorithms can be shown to converge at a rate of 7~'/2 for the gener-
alized linear model f,(x¢) = ¢(A.z:), where ¢ is a known Lipschitz link function (Foster et al.,
2020; Sattar and Oymak, 2020; Jain et al., 2021). In Ziemann and Sandberg (2022), we significantly
generalize these results and provide rate-optimal error bounds for nonparametric function classes
in terms of their metric entropies. Our approach leverages recently developed information-theoretic
tools (Russo and Zou, 2019; Xu and Raginsky, 2017) and the notion of offset complexity (Rakhlin
and Sridharan, 2014; Liang et al., 2015).

Problem Formulation The dynamics (1) evolve on two subsets of Euclidean space: X C Ré=
with z; € X and Y C R% with 35; € Y. We assume that there exists an increasing sequence of o-
fields { F; }tez. _, such that each z; is F;_1-measurable, each w; is F;-measurable and E[w;|F;_1] =
0. In other words, {wi}iez., is a martingale difference sequence with respect to the filtration
{Fittez, and {2}z, is adapted to {Fi-1}tez._,. Furthermore, we assume that each w;
is conditionally o2 -subgaussian given F;_;. We denote by P, the joint distribution of Z =
(zo, -+, T7-1,%0,---,Yyr—1), With z; and y; as in system (1). We assume that f, is unknown
but that it belongs to a known metric space (F, p) with p(f,g) = sup,ex || f(z) — g(x)[|2. See
Section 1.3 for further preliminaries.

Given this, the learning task is to produce an estimate f of the model f,, which is evaluated in
terms of the expected Euclidean 2-norm error:

E[|I£ (&) — f(©)l2- 3)

The expectation (3) is computed with respect to the randomness in the algorithm and the random
variable £ ~ v which is independent of all other randomness; here v is the uniform mixture over
(zo,...,ozp—1). That is, £ has the same distribution as random variable x,, where the index T
is drawn uniformly at random over {0,...,7 — 1} and is independent of (xq,...,z7_1). If the
process (1) is stationary with invariant measure v, this reduces to the assumption that £ is drawn
from the invariant measure of the process.

In the sequel, we analyze the nonparametric least squares estimator (LSE) f of f., given below.
Namely, we assume that the learner can compute

. 1=
J € argmingcp {T Z ly: — f(l“t)H% : )
t=0

1.1. Contributions

We derive error bounds for learning nonlinear dynamics (2) and the more general time-series model
(1). Theorem 1 provides bounds on E||f(&) — f.(€)||2 for the LSE (4). These bounds depend
only on the metric entropy of the hypothesis class, log N'(F, || - ||o0,d), the noise level o2, and a
further variance proxy U%(F, P,), measuring the spatiotemporal spread of the covariates relative to



the function class FF. Informally, our main result, Theorem 1, states that
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where the dimensional factors and the complexity term depends on the scaling of the metric entropy
log N(FF, || + |loo, &) for small 6 > 0. Our bounds exhibit optimal scaling in terms of interaction
between trajectory length and function class complexity in that they agree with known minimax
optimal rates for the i.i.d. setting (Tsybakov, 2009). To the best of our knowledge, these are the first
such bounds that are applicable to large nonparametric function classes in the temporally correlated
(non-i.i.d.) setting.

Arriving at bounds of the form (5) for temporally correlated data is challenging, as the sym-
metrization technique typically used to analyze both generalization and training error for regression
cannot be applied. Instead, we leverage information-theoretic decoupling arguments introduced by
Russo and Zou (2019) and Xu and Raginsky (2017) to reduce the analysis of the error (3) to bound-
ing an in-sample prediction error (training error) and a term measuring the dependence between the
sample and the algorithm (generalization error). We analyze the first term using the offset basic
inequality (Rakhlin and Sridharan, 2014; Liang et al., 2015). Crucially, this leads to a simplified lo-
calization argument that is amenable to modification for correlated data and allows us to obtain fast
rates. The second term of the decoupling estimate is bounded by the mutual information between
the algorithm and the sample, which we control via metric entropy and discretization. Moreover,
the scale of this term is controlled by the spatiotemporal variance proxy, U%(F, P,).

In the information-theoretic generalization bounds literature (Xu and Raginsky, 2017), the term
U%(F, P,) is referred to as the subgaussian parameter of the loss function. Here, given the form (1)
of the data generating process and our choice of performance metric, the variance proxy U%(F, P,)
admits a more direct interpretation in terms of the stability of the process (2). Namely, by an
explicit stability argument we show that 02 (F, P,) < 1/((1 — Ly)?T) whenever the autoregressive
system (2) is L,-contractive (Proposition 4). We also show that o2 (F, P,) < 1/T holds more
generally whenever the covariates of the process (1) form a Markov chain with finite mixing time
(Proposition 5). Given the recent line of work emphasizing the role of control-theoretic stability for
learning in dynamical systems (Foster et al., 2020; Boffi et al., 2021; Tu et al., 2021), we believe
that this is an attractive construction that may have wider applicability’.

1.2. Further Related Work

Estimation of models of the form (1) and (2) has a rich history in statistics and system identification
(Ljung, 1999). Preceding the recent body of work mentioned in the introduction, asymptotically
optimal rates for linear stochastic models have been available for some time (Mann and Wald, 1943;
Lai and Wei, 1982). Similarly, there is a well-established theory of rate-optimal identification for
nonlinear parametric models under various identifiability-type conditions, both in the i.i.d. setting
(Van der Vaart, 2000) and under more general assumptions (Le Cam, 2012).

1. See Appendix C.1 for a discussion on how our results apply to generalization bounds for Lipschitz losses.
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Perhaps the main motivator for the recent line of work emphasizing nonasymptotic estima-
tion bounds is that these bounds are applicable downstream in control and reinforcement learning
pipelines. Regression estimates for linear stochastic systems have been key to understanding both
online and offline reinforcement learning in the linear quadratic regulator (Dean et al., 2020; Mania
et al., 2019) and can be shown to lead to optimal regret rates (Simchowitz and Foster, 2020; Zie-
mann and Sandberg, 2022). Extending our understanding of the interaction between learning and
control beyond linear-in-the-parameters models (Kakade et al., 2020; Boffi et al., 2021; Lale et al.,
2021) inevitably requires new analyses of learning in dynamical systems. This also motivates the
present work in that we provide nonasymptotic and counterfactual control of the LSE’s estimation
error for more general nonlinear and nonparametric models.

Another related field is that of general statistical learning for dependent data, see Agarwal and
Duchi (2012), Kuznetsov and Mohri (2017) and the references therein. These works provide gen-
eralization bounds for general loss functions and S-mixing processes (x¢, ;). The assumption of
[-mixing processes has also previously been exploited in parametric identification by Vidyasagar
and Karandikar (2006). By contrast, our emphasis on regression over general learning is moti-
vated by downstream applications in learning-enabled control, where one first learns a model used
to design a controller. Necessarily then, this work builds on a rich line of work in nonparametric
regression for the i.i.d. setting, see chapters 13 and 14 of Wainwright (2019) and the references
therein. Although there has been some work on the dependent setting, the error in this line of work
is typically computed with respect to the design points which is not suitable for the counterfactual
reasoning that is key to control (Baraud et al., 2001).

We also draw inspiration from the recent line of work on information-theoretic generalization
bounds (Xu and Raginsky, 2017; Russo and Zou, 2019; Bu et al., 2020). There are interesting re-
finements and variations of this theory using for instance conditional mutual information (Steinke
and Zakynthinou, 2020), or Wasserstein distance (Gélvez et al., 2021). However, these more recent
bounds rely more explicitly on the tenzorization properties of information measures under i.i.d. data
than the earlier work of Russo and Zou (2019) and Xu and Raginsky (2017), and so are not directly
amenable to the single trajectory setting. We also note that information-theoretic generalization
bounds have previously found other applications, such as in the analysis of stochastic gradient de-
scent (Neu et al., 2021).

1.3. Preliminaries and Notation

All logarithms used in this paper are base e. For two probability measures P and Q we denote
by D(P||Q) = [ log %dP their Kullback-Leibler divergence and their total variation distance by

drv(P,Q) = % [ |dP — dQ|. For a random variable X we denote its law by P, that is X ~ Px.
For two random variables X and Y, (X,Y) ~ Pxy, we denote by I(X;Y) = D(Pxy||Pxsy)
their mutual information, where Pxgy = Px ® Py denotes the product measure of the marginal
distributions of X and Y. If X is a random variable over a finite alphabet {1, ..., M}, we denote
by H(X) its Shannon entropy which is given by H(X) = — Zj]‘/il[log Px(7)]Px (7). Generic
expectation (integration with respect to all randomness) is denoted by E. A random variable X
taking values in R? is said to be o2-subgaussian if Eexp A(X — EX,s) < exp A\202/2 for all
s € S%1, where S9~! C R? is the unit sphere and (-, -) is the standard Euclidean inner product.
This extends to conditional subgaussianity via conditional expectation, E[-|F], with respect to a
o-field F, if the same holds with expectation E exchanged for E[-|F].



Let (IF, p) be a metric space. We define its §-covering number NV (F, p, §) as the cardinality of the
smallest d-cover of I in the metric p. In this case we say that IF has metric entropy log N (I, p, §).
If no such covering exists we write log N (F, p, §) = oo. Recall that P, denotes the distribution of
Z = (x0y...,T7-1,Y0,---yr—1) under the dynamics (1). If

0%(F, P,) £ inf { Z |/ (z¢) — g(x¢)|)2 is o*-subgaussian under P for all f, g € IF}

is finite, we say that the space F is U%(F, P,)-subgaussian with respect to the dynamics (1). We
shall make the assumption that F is a%(IE‘, P,)-subgaussian. Importantly, this implies that all the
centered functions f — f, are subgaussian. Observe that this a property defined both in terms of the
space IF and the system (1). As the variable f — f, will appear frequently throughout the text, it will
be convenient to define F, £ IF — f,. Further, it will be useful for purposes of analysis to quantize
the estimate f given by the LSE (4). For F5 = {f1,..., far} an optimal d-covering of I, we define
fg to be a quantization of the LSE as follows

fs € argminscp p(f, f). (6)

The following shorthand notation will also be used to ease the exposition: we write a; < b, if
there exists a universal constant C' such that a; < Cb, for every t > ¢y and some to € N. If a; < by
and b; < a; we write a; < b;. The same convention applies for functions of §, the parameter of
metric entropy, instead of ¢, but in the small § regime (typically ¢ will be in inverse proportion to
some increasing function of t).

2. Results

Our main result is an error bound that controls the distance between the estimate f , defined by the
nonparametric LSE (4), and the ground truth f, in terms of a fresh sample £ drawn independently
of the algorithm from the mixture distribution over the samples (zg, ..., z7_1).

Theorem 1 Fix a metric space (F,p) with p(f,g) = sup,ex ||f(x) — g(x)||2 and assume that
fx € F. Then for any 6 > 0,y > 0 and o € [0, 7], the LSE (4), satisfies

E\f(&)—f*@uzs\/8”31°g/¥@’f” Y | 19800, /dy + 6472 / JIog N'E, p, s)ds

136+ \/203(F. P.) log N (F. . ).

(N

To establish inequality (7), we rely on an information-theoretic decoupling argument given in
Proposition 6. Informally, Proposition 6 allows us to decompose the error as

E||f(§) — £(6)]]2 < training error(v, a, T') + generalization error(6, o2 (F, Py)).

The training error term above is controlled by the offset basic inequality (Lemma 7). Discretizing
and proceeding through chaining yields a maximal inequality with « and -y as trade-off parameters.
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The generalization error term above is defined in terms of the discretization parameter , which con-
trols the discrepancy between the quantized model f5 (defined in (6)) and the LSE f The quantized
model f(;, used solely in the proof, “generalizes well” since it belongs to a finite hypothesis class by
construction.

While we typically set &« = 0 in Theorem 1, the optimal choices of § and « depend on a critical
balance: to arrive at an optimal bound we must balance the complexity of the hypothesis class, T,
through its metric entropy, with statistical properties of the model (1), such as the sampling length
T, the noise amplitude o2, and the variance proxy o2 (FF, P,). The full proof of Theorem 1 can be
found in Appendix A and a more detailed outline is given in Section 3.

To make the consequences of Theorem 1 more explicit, we consider two different complexity
regimes for [F. If there exist p, ¢ € R such that

1 q
g ATE. 1+ 1.0) S () ®)

we are in the nonparametric regime. If instead there exist p, c € R such that

og N'(F, || - [locs 0) < plog (1 + %) ©

we are in the parametric regime. Concrete examples of processes satisfying conditions (8) or (9) are

given in Section 4. Under the hypothesis (8) we may solve for the critical radii v < logm#”)

and 5 = IOgN(]F,Pv(S)

oZ(E,P,) This leads to the following result.

Theorem 2 (Nonparametric Rates) Under the hypotheses of Theorem 1 and if further inequality
(8) holds for p, q € R with q < 2, the least squares estimator (4) satisfies

1
~ 1 p0'2 2+q 1
BIF©) - £ S /5= (P7) T+ (b P (10)
A similar statement holds for ¢ > 2 and can be found following the proof of Theorem 2 in Ap-
pendix A.1. We also have a version of the above theorem, proven in Appendix A.2, applicable to
the parametric entropy growth regime. Due to the appearance of the logarithm in inequality (9), v
and ¢ can be chosen almost arbitrarily (but sub-exponentially) small. This leads to following result.

Theorem 3 (Parametric Rates) Under the hypotheses of Theorem 1 and if further inequality (9)
holds for p,c € R, the least squares estimator (4) satisfies

2 2
E|lf(€) ~ £(&)ll2 S \/ 7uplosll *TC@"“JT L \JRE Pplog(1 + T) + &

The error estimates given in Theorems 2 and 3 are rate-optimal® in terms of 7" whenever the
generalization term satisfies 0% (F, P,) < 1/T. We show that this rate of decay of the subgaussian
parameter o(F, P,) holds for instance when the autoregressive dynamics (2) are contracting or
more generally when the process (1) is mixing. In some sense, O’%(F, P,) is a measure of the
magnitude of the process (1) and its correlation length. We develop this idea next in Section 2.1.

2. Modulo a logarithmic term for the parametric regime.



2.1. Sufficient Conditions for Generalization: Stability and Mixing

As noted above, we crucially need conditions for which the spatiotemporal variance proxy satisifes
04(F, P,) < 1/T. While this scaling typically holds for i.i.d. data, we show that it also holds
for temporally correlated data arising from a single trajectory under suitable stability or mixing
assumptions on the dynamics (1).

Contracting systems When working with Lipschitz systems of the form (2) one can relate the
parameter o4(F, P,) to the stability of the map f,. Fix a norm | - ||x on X. We say that f, is
(Ly,|| - ||x)-contractive if for some L, < 1, we have that || f(z) — f(2)|lx < Lx||z — y||x for all
x,z € X

Proposition 4 (Contraction Implies Generalization) Suppose that we are in the autoregressive
setting (2), that f, is (Ly,|| - ||x)-contractive, and that all functions f € F are L-Lipschitz with

respect to || - 2. If further the noise process {wi }iez.., is independent and sup,ex ||z]l2 < B, it
holds that
M?B*L?
2
F.P)<64 ———=

or(F B < 64 s LT

where
ol o
M = sup 7“:6 a:/H2 and m = sup 7”"1: xl”x.
r#z! |z — 2'||x ! |z — 2'||2

The proof of Prop. 4 combines an Azuma-McDiarmid-Hoeffding like argument with a stability
argument, and can be found in Appendix B. Proposition 4 allows us to further simplify the bound
(10) whenever f is contractive. Namely, when F is a bounded subset of L-Lipschitz functions with
metric entropy scaling as pd~ 9 and g < 2, the bound in Theorem 2 for the autoregressive system (2)

becomes
1 1
R 1 o2 P\ 2+e M?2B2[2 2+q
_ < |- [ Zwl 2
BIF© - 2Ok S5 (%) "+ (oo rr)

This bound shows that more stable systems, as captured by the Lipschitz constant L, have
smaller generalization error. This interpretation is in line with the recent trend of using stability
bounds to study learning algorithms applied to data generated by a dynamical system, see for exam-
ple Boffi et al. (2021) and Tu et al. (2021). Finally we note that although we restricted our analysis to
contracting systems, our results are easily extended to a more general notion of nonlinear stability.
In particular, we extend Proposition 4 in Appendix B.2 to systems satisfying a notion of exponential
incremental input-to-state stability, a standard notion from robust nonlinear control theory (Angeli,
2002).

We also point out that in the autoregressive setting f, has two roles: it is 1) the unknown
function we wish to identify but it also 2) affects the mixing behavior of the covariates {x; }1cz. -
The second point imposes the constraint that the unknown function f, be contractive L, < 1. Such
an assumption is not necessary in related work (Mohri and Rostamizadeh, 2010), nor is it in the
general setting (1) if one by some other means is able to verify the stochastic stability of {x; }.ez. .
Alternatively then, one may prefer to work with a stochastic notion of stability. This option is
discussed next.
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Mixing systems We now demonstrate that our approach is equally applicable to mixing systems.
To this end, we recall the definition of a mixing time: if {z;}tcz. , 18 @ Markov chain with transition
kernel P(x,-) and invariant measure vy, its mixing time ¢,y is given by

tmix = min{t € N : sup dTV(Pt(:v, Vs Veo) < 1/4}.
rxeX

Equipped with this notion, the following result can be inferred from Paulin (2015) (see Definition
1.3 and Corollary 2.10 therein).

Proposition 5 (Mixing Implies Generalization) Assume that sup,cy ||yll2 < B. If the sequence
{@t}iens, in system (1) is a tmix-mixing Markov chain, then the class F is 02.(F, P,)-subgaussian
with

B2tmix

O’%(]F7P*) S T °

Comparing Proposition 5 with Proposition 4 we see that we obtain similar bounds on the sub-
gaussian parameter a%(IF, P,). While Proposition 4 is easier to prove and has a direct interpretation
in terms of the model (2), Proposition 5 has the advantage of being equally applicable to both the
more general time series model (1) and the dynamical system (2).

2.2. Summary

Our results show that a large class of nonlinear systems can be learned at the minimax optimal non-
parametric rate T-1/@+9) using the LSE (4). This significantly extends our current understanding
of nonasymptotic learning of dynamical systems from single trajectory data. By contrast, previous
work assumes i.i.d. data or focuses on either linear models (Simchowitz et al., 2018; Tsiamis and
Pappas, 2019; Jedra and Proutiere, 2020) or parametric models with known nonlinearities (Foster
et al., 2020; Sattar and Oymak, 2020; Mania et al., 2020; Jain et al., 2021).

3. Proof Strategy for Theorem 1

Our analysis of the least squares estimator (4) begins with the following information-theoretic de-
coupling estimate inspired by Russo and Zou (2019) and Xu and Raginsky (2017).

Proposition 6 Let f and g be random variables (functions) taking values in F. If F is U% (F, P,)-
subgaussian with respect to dynamics (1), we have that

T-1
E|f() = 9()l2 < %EZHf(m)—g(xt)H%J2a%(F7P*>I<<f,g>;Z), (1
t=0

where Z = (xq,...,X7-1,Y0,--.,Yyr—1) and where & has uniform mixture distribution over the
covariates (xg, . .., xr7—_1) of system (1) and is independent of all other randomness.

The proof of the estimate (11) relies on the Donsker-Varadhan variational representation of relative
entropy and is given in Appendix C.



To arrive at Theorem 1 we set f = fg, the discretized least squares estimator (6), and g = f,
in inequality (11). Now, the discretized estimator f5 behaves similarly to f since the covering Fs to
which f; belongs is with respect to the uniform metric || - [|oo; that is || f5 — f|leo < 0. Exploiting
this similarity in behavior between f and f5 yields a bound of the form

’ﬂ

EIF(€) - £(6)]2 < Z (21) = fel@)3 + 0+ /202 (F, P)I(f5: 2).  (12)

0=1

The advantage of inequality (12) over directly choosing f = f in inequality (11) is that the mu-
tual information term in (12) is with respect to f5 instead of f . By finiteness of F's this mutual
information term is readily controlled by the metric entropy: I(fs; Z) < log N'(F, || - [|oc, d). This
yields the second term appearing in inequality (7) of Theorem 1 which controls the generalization
performance of the discretized estimator f(;. It remains to control the first term appearing on right
of inequality (12).

3.1. Offset Basic Inequality Analysis

We now describe our analysis of the in-sample prediction (or training) error, namely the first term
appearing on the right hand side of inequality (12). We start with an inequality due to Liang et al.
(2015), which is a variant of the basic inequality of least squares and that is crucial to analyzing the
in-sample prediction error for correlated data.

Lemma 7 For the system (1) the LSE (4) satisfies

T—
fZfot Fela)] %s;; Z wr, (1)) — |1 f(@)]3- (13)
t=0

Inequality (13) implies that it suffices to control the family of tilted random walks with incre-
ments 4(w;, f(x¢)) — || f(z¢)||3. The right hand side of equation (13) is the supremum of a stochastic
process over [F,.. This becomes more clear if we define

N

Mrp(f) £ Awy, f (1)) = || f ()3, (14)

t

i
o

which for each fixed 7" is a real-valued process over F,. The supremum of the process Mrp(f) in
(14) can be viewed as a self-normalized version of the (subgaussian) complexity of [F,; as the next
lemma shows, regardless of the member f and the time-horizon 7', its scale is always unity.

Lemma 8 For any function space F, any f € F, and \ € [0,1/202] we have that
Eexp (AMr(f)) < 1.

This leads to the maximal inequality (15) of Lemma 9 below.

Lemma 9 Let S be a finite subset of the shifted metric space F,. Then

Esup My(f) < 207 log|S|. (15)
fes
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As observed by Liang et al. (2015), if we had not included the offset term — || f(2)||?, a naive bound
would have yielded Esupscg Mr(f) S /7' In|S|, penalizing us by a factor VT for the scale of
> iso (we f(ar).

If we are given a finite class |F| < oo, we can take 6 = 0 in (12) and Lemma 9 in combination
with Proposition 6 directly give generalization bounds with optimal dependency on log |F|, see
Appendix A.4 for details. For large spaces with metric structure, we combine this analysis with
discretization and chaining to arrive at Theorem 1, see Appendix A.

4. Applications of Theorem 1

Having outlined the proof of Theorem 1, this section is devoted to various examples, demonstrating
that we obtain tight rates. As a first example, consider the learning Lipschitz dynamics on R.
Combining Theorem 2 with Proposition 4, and that 1-dimensional 1-Lipschitz functions exhibit
entropy growth log N'(FF, p, 6) < % the following is immediate.

Example 1 Suppose that we are in the autoregressive setting (2). IfF = {f : R — [0, 1]; f(0) = 0 and each f is 1-Lips
with f, € F being Ly-Lipschitz, L, < 1, then the least squares estimator (4) achieves

1

2/3| p—1/3
(L

E|f(€) — £z

The factor T3 s optimal, and appears even in the i.i.d. case, see for example (Wainwright, 2019,
Ch. 13).

More generally, growth rates of the form log N (Fy, p,0) < p (%) 7, as considered in Theorem 2,
are typical for spaces comprised of smooth functions as computed in (Kolmogorov and Tikhomirov,
1961, Sec. 5). For instance, it can be shown that the space C?(X — Y) of B-times differentiable
functions between connected compact subsets of Euclidean space X and Y can be bounded as®

dg
y F
g ACH X = V) - ) 0,75 (5)

In the following example, we consider function spaces I specified by a Reproducing Kernel
Hilbert Space (RKHS) satisfying an eigenvalue decay condition.

Example 2 Consider model (1) with d, = 1, and suppose that f, is known to belong to some RKHS
H. More precisely, we fix a probability measure P on a compact set X and let K : X x X - R
be a differentiable positive semidefinite kernel function. Assume K has eigenexpansion K (x,z) =
S22 Nidi(2)di(2) where {¢;}22, is an orthonormal basis of L*(P), and where {\;}32; is a se-
quence of nonnegative real numbers. Recall that the RKHS associated to K is then given by

H= {f = bio
=1

3. This is a consequence of Theorem XIII in Kolmogorov and Tikhomirov (1961).

=1

{b;} C I*(N), :<m}.

10



i1 Ai ’
where (-, -) is the standard inner product in L?(P). See Chapter 12 of Wainwright (2019) for further
background.

Denote also by By the unit ball in H induced by the inner product (f, g)m

Suppose the kernel K satisfies the regularity conditions sup,cx |¢j(z)| < A and N\; < j72

for some o > 1/2 and all j € N. Assume further that sup,cy |y| < B and that (xo, ..., x7,) is a

Markov chain with finite mixing time tmix. Then if f, € By, the least squares estimator f defined in
equation (4) with I = By satisfies

E|f(&) = £(9)]2

2\ 5T 20\ Zafl
< < A1/Ca+1) % (f;gu) L AM/2at) <B;m> ) polylog (1 + A\ AT) .
\ 90 =

The result relies on a metric entropy calculation of By in the supremum metric, which can be found
in Appendix D.1. Notice that a faster eigenvalue decay corresponds to a faster rate of convergence.
In particular, as o« — oo the rate of convergence approaches the parametric rate T2 modulo a
polylogarithmic factor. Again, the rate T~/ (2241 is optimal even in the i.i.d. setting (tmix = 1). A
supporting experiment can be found in Appendix D.2.

The next example revisits the generalized linear models using Theorem 3. This model has
recently been analyzed using recursive methods (Foster et al., 2020; Sattar and Oymak, 2020; Jain
et al., 2021).

Example 3 Consider a system of the form
Ter1 = O(Awwr) + wy (16)
and define
FO = {f € C(X = X); f(:) = ¢(A-) with A € R%*% and || A||r < C}

for some C' > 0 and where the Frobenius norm of A is given by || A||r = V'tr AT A. This setting is
a special case of the autoregressive system (2) with f,.(-) = ¢(A, -).

If ¢ is 1-Lipschitz with respect to || - ||2, omax(Ax) < Ly < 150 that ¢(A,-) is Ly-contractive®.
Suppose further sup,cx ||z||2 < B, then the least squares estimator f (4) for the system (16) with
hypothesis class F = F? satisfies the error bound

2

~ 2
BIFE) — o(A.0)ll 5 | T 081 + 200 /AL BCT?) + \/ @ losl1 +25CT),

A proof of this claim can be found in Appendix D.3. The dependency on T, d, and L, matches
Theorem 2 of Foster et al. (2020), which is optimal in T and d,.

4. If the link function ¢ is chosen to be the identity, the system (16) becomes a linear dynamical system. In this case,
the assumption omax(A«) < 1 can be replaced by the constraint that the spectral radius of A, is less than unity.

11
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5. Discussion

We have leveraged recently developed information-theoretic tools (Russo and Zou, 2019; Xu and
Raginsky, 2017) to analyze the nonparametric LSE (4) for learning dynamical systems. Our analysis
yields, to the best of our knowledge, the first rate-optimal bounds for nonparametric estimation of
stable or otherwise mixing nonlinear systems from a single trajectory. In addition, our results are
able to capture, as a special case, existing parametric rates in the literature (Foster et al., 2020; Sattar
and Oymak, 2020).

While our bounds are in expectation, similar tools applied via exponential stochastic inequalities
have recently been used to provide high probability generalization bounds for statistical learning
(Hellstrom and Durisi, 2020; Griinwald et al., 2021). Combining our results with these methods
could potentially also yield control of || f(£) — f.(€)||2 with high probability, and is an exciting
direction for future work. To arrive at our bounds, we leveraged the decoupling technique of Russo
and Zou (2019) and Xu and Raginsky (2017). To apply these techniques to the system (1), we
had to control the subgaussian parameter o (F, P, ), which captures the spatiotemporal spread of
the covariates. We showed that this term can be controlled using either control-theoretic stability
notions, or more general mixing properties.

While this paper develops tools to estimate f, in system (1), we believe that the general tech-
nique developed is more broadly applicable, and of independent interest. For example, since the
variance proxy a%(IF, P,) captures the subgaussian parameter of the loss function in statistical learn-
ing (Xu and Raginsky, 2017), we prove in Appendix C.1 a generalization bound for single-trajectory
learning for Lipschitz loss functions.

Finally, an open problem is to determine for which learning problems the system (1) is required
to mix in the single trajectory setting. A recent lower bound (Nagaraj et al., 2020) indicates that in
the worst case agnostic setting a corresponding degradation in the rate of convergence is necessary.
However, in the realizable setting (1) this question remains unanswered. Most previous works on
learning in nonlinear dynamical systems rely on similar mixing time or stability arguments. The cost
of this is typically a multiplicative factor in the final bound that degrades as stability is lost (Foster
et al., 2020; Sattar and Oymak, 2020; Boffi et al., 2021). In contrast, it is well-known that this
dependency can be avoided for learning in linear systems (Lai and Wei, 1982; Simchowitz et al.,
2018; Tu et al., 2022). Recently Jain et al. (2021) showed under a strong invertibility condition
that dependency on the mixing time can also be avoided for the generalized linear model (16).
This leaves open the question whether learning without mixing is possible in situations beyond the
generalized linear model.
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Appendix A. Proof of Theorem 1 and its Corollaries

We now turn to the proof of Theorem 1. First, we begin by applying Proposition 6 to the discretized
estimator f Let us begin by bounding the generalization error of the quantized estimator f5 as
defined by (6). We may write

. 1 &L "
E[ f5(&) — f«(§l2 < \ /T > il o) — fulz)|3dP,r 5 + \/20%@?, P)I(fs;xT)
t=1

T
= \ /;Z 1f5(ze) = Fu(aD)13dP,r g, + \/20%(1& P,)log N (F, p, 8).
t=1

A7)
The first inequality is just Proposition 6 applied to f(;, whereas the second inequality follows from
the fact that I(fs; z7) < log N'(F, 2 ) since the random variable f5 can take on at most /(F, p, §)
different values and the bound I(f5; 27) < H(f5) < log N'(F, p,6).
It remains to bound the in-sample-prediction error. We have

1< .
| 3 lfste = fadlap g, < [ 5 Zufxt fa) 3P ;+20% ()
t=1

by construction of f(;, the parallelogram law, and the fact that IF is metrized by the supremum norm.
The main technincal chaining step is given in Lemma 10. Namely, by appealing to Lemma 10
and combining with (17) and (18) we find

E[f(&) = £(O)ll2
< \/80'%Ulog-/;f(]}?ap7’)/) +1280[O-w\/7+64 / \/l()g,/\/’—Fp,dS‘i‘Q(s?

64+ \/203(F, P) log N'(F. p. ). (19)

since E||f(€) — f(&)|l2 < E||f5(€) — f«(€)]|2 + & by the triangle inequality. The result follows
after pulling the factor 262 out of the square root sign using the triangle inequality. |

For large spaces and fine grained coverings, the metric entropy starts to dominate the scale free
process My (f) appearing in Lemma 9. The analysis of My (f) in Lemma 10 below essentially
follows that in Liang et al. (2015) (compare with their Lemma 6) with certain slight simplifications
due to the added structure the uniform topology on C'(X — Y) affords us. We begin with an
analogue of Lemma 9 which takes the scale of the functions considered into account.

The proof of Theorem 1 requires both Lemma 11 and Lemma 9 to accomplish succesful chain-
ing for a variety of metric entropy scalings. While these results are quite similar, for typically metric
entropy scalings (¢ < 2) Lemma 9 performs better due to self-normalization. However, once g > 2
Dudley’s entropy integral becomes singular near 0, wherefore we also require the cruder discretiza-

7l°gN(CIFF*’p ") below

tion provided by Lemma 11. In other words, there is a critical radius r <
which self-normalization becomes insignificant and the supremum norm bound || f{|oc < 7 starts to

become increasingly important to control the supremum of Mp(f).

18



Lemma 10 Fix a metric space (I, p) with p(f, g) = sup,ex ||f(x) — g(x)||2. Then with Mrp(f)
defined by equation (14), we have that

E sup lMT(f)

fer, T

. 802 log N'(F, p, ) Tw /'y
< f v L 4+ 128a0 0/ dy + 64— Viog N(F, p, s)ds p.
_v>o,1§le[o,ﬂ{ T oV BT |, Vs N

As noted in Liang et al. (2015), the optimal value for + in Lemma 10 is of the same nature
as when obtained by other methods, see for example Chapter 13 of Wainwright (2019) for a more
standard approach.

The idea below is to decompose the supremum over F, in inequality (13) by F, = {F,NaB, }U
{F,\ aB,} where B, is the unit ball in the space of bounded functions, centered at f,. On F, NaB,,
M (f), the process (14), is small since || f||oo < a. The role of chaining is to show that it suffices
to approximate My (f) on F, \ aB, at low resolution and thus rely on Lemma 9 with small |S]|.
Proof Observe first that for any fixed @ > 0 we have, simply by discarding the negative second
order term, Cauchy-Schwarz, and a standard subgaussian concentration inequality for E||w;||o:

T-1
1 4
E sup =Mp(f)<E sup = E (we, fxr)) < 1600/ dy. (20)
feF, NaB, fef.nas T =

A standard one-step discretization bound (c.f. the proof of Proposition 5.17 in Wainwright (2019))
combined with the finite class maximal inequality of Lemma 9 yields for fixed v > 0:

1 2] F 1
Esup 2 0p(f) < CwlNEe0) |y op Ly

fer, T T FEF, B,

Having extracted the fast rate term for scales larger than -y, we proceed with a chaining bound on
the second term above. Since My (f) satisfies the maximal inequality (23) with r = -, chaining (as
in Theorem 5.22 of Wainwright (2019)) yields

1 w [
2E  sup —=Mrp(f) < 32a0,+/dy + 640/ V1og N (Fy, p, s)ds.
vT a/4

fEFNyB,

Note that N'(F,, p,s) = N(F,p,s) by translation invariance of the metric p. The results now
follows by terminating the chaining at scale «, using (20) to bound that which remains and rescaling
a < 4a. |

A.1. Proof of Theorem 2

Under the hypothesis (8) we may use Theorem 1 with o = 0 to write

E[|f(€) = f(€)ll2

802(
| 7 / (Yasvwrorern(l)

8a2p (v) T 1\ 1-4/2 ) 1\ ¢
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1
2

s 1
Choosing ~ and § to satisfy the optimal balance: v =< (agip) ** and § = (pod.(F, P.)) z+ (21)
becomes

E[|f(&) = (O]

—q
2 2+
2 owP a

2 UwP( T )

A

This verifies the claim. |
Remark: Ifinstead ¢ > 2, we have
~ 1 1/q P i 9 1
E[[f(&) = fe(Ol2 S ow/dy <q—2> (dT) + (por(F, Py))
y

and similarly but with an extra logarithmic factor at ¢ = 2. To show this, we again use Theorem 1
but with y chosen sufficiently large such that log N (Fy, p,~y) =< 1. In this case

E[|If(€) — f(&)l2

w 2
S \/aaw\/dy + U\/\%ﬁ <q—2> al=a/2 £ § + \/20%(F,P*)logj\/(lﬁ‘,p, J).

The claim follows by solving for the optimal balance

9 \a D %
«=(%3) (i)

and 6 < (po4.(F, P*))ﬁq.

A.2. Proof of Theorem 3

By virtue of Theorem 1 and by selecting v = a we have

£ 803} IOgN(F*MOa Oé)
E[[f(§) = f«(©)ll2 < \/ 7 + 12800, \/dy o

130+ 1/203(F, P.) log N (F p. ).

Let now a = 1/, /dyowT2 and § = 1/T. Then (22) by using the hypothesis (9) becomes

o2plog(l+ cy/dyo,,T?) N 1
T T2

E|f(€) — £z \/

1
+ T + \/20%(IF‘, P)plog(1l + cT).

The result follows. [ |
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A.3. Proof of Auxilliary Results

Proof of Lemma 7 By optimality of f to the prediction error objective we have that

-1 T-1
SO ) = well3 <Y M fulme) — w3
t=0 t=0

Rearranging and expanding the square gives the basic inequality

T-1

2 .
= Z 1f (@) = fulm)llz < 7 > (we, flwe) = fular)
t=0
which after multiplying both sides by 2 can be rearranged again to give
=
= Z 1f () = fulm)llz < 7 > Hwp, f(xe) = falwn)) = 1 f (@) = fulao)l13
t=0
so that the result follows by taking the supremum over the variable f — f« € F,. |

Proof of Lemma 9 The proof is a straight-forward modification of the standard proof for bounding
the expected supremum of subgaussian maxima. By Jensen’s inequality and monotonicity of the
exponential it follows that

fes

exp ()\E sup MT(f)> < Eexp <)\ Tj{lgg,iMT(f)>
< Er;lggeXp (AM7(f))
< ZEGXP (AMr(f)) -
fes

Choosing A = 1/202, application of Lemma 8 yields exp (#E SUPfeg Mr(f)) < |S| which is
equivalent to the result. |

Proof of Lemma 8 Write by the tower property

T—1
E exp (A Z A wy, f(z1)) — \f(xt)H%>

T-2
= Eexp (,\ D Aws, flar)) = |1f (2e)ll3 ) exp (= Al f(z7-1)3) Er—2 exp (M(wr—1, f(z7-1)))

t=1

T-2
< Eexp (x\ > Aw, flar)) - ||f(33t)||§> exp ([2\%03, = A] | f(27-1)I13)

t=1

T-2
< Eexp (/\ > Awy, f(x0)) — ||f($t)||§>

t=1
<...<1

as per requirement. |
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Lemma 11 Ler S be a finite subset of the shifted metric space Fy with || f|lcc < 7 forall f € S.

Then
E sup Mp(f) < +/2T02r%log|S|. (23)

fes

Proof Fix A > (0. By Jensen’s inequality and monotonicity of the exponential it follows that

exp ()\E sup MT(f)) < Eexp ()\ maxMT(f)>
fes fes

= Er}leaé(exp (AM7(f)) (24)

< Z Eexp (AMr(f))-

fes

Using || f||loo < 7 and the tower property let us now estimate

T-1
Eexp (AM7(f)) < Eexp <A > Ay, f(a:t)>>
t=1
T—-2

4wy, f(xt)>> exp (2)\27“20121,)

Hence after applying logarithms to both sides of equation (24), we find

1
Esup Mr(f) < < (log|S]) + A (277?02
fes A

which yields the result after optimizing over A > 0. |

A.4. Finite Classes

The generalization bound of Proposition 6 in combination with the control of the subgaussian pa-
rameter o%(IF, P,) Proposition 4 affords us, together with Lemmas 7 and 9 immediately yields
Theorem 12 below.

Theorem 12 Assume that F has finite cardinality. Then under the assumptions of Proposition 4 it

holds that
A~ 2 M?2B2]2
BJ|f(€) = f(©)ll2 S /72 log(IF]) + \/ o LT e (25)

Appendix B. Proofs Related to Stability and Learning

Let us now prove that contraction in an arbitrary norm || - ||x implies that the subgaussian parameter
U%(F, P,) decays gracefully with time, 7. We remind the reader that the idea is to combine a
Azuma-McDiarmid-Hoeffding style of analysis with a stability argument. We now procede with
this program.
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B.1. Proof of Proposition 4

Fix two functions f, g € F and denote h = f — g. Define also the function F' : R%” — R by

1 T-1
F(Go,- - Gra) & 2 ) (Gl
t=0

where the dummy variables (; are elements of R% . Let also E; denote conditional expectation with
respect to F; and define the Doob martingale difference sequence

As = ESF(SL‘Q, e ,l‘T,l) — E8,1F($0, ey .TT,1)

with the convention E_; = E. Note now that F'(zg, ...,x7—1) — EF(xo,...,27-1) = Zz:ol Ay
so to arrive at the desired conclusion we need to prove that the A are uniformly bounded.
To this end, for a fixed s, we define two couplings of (zs, ..., z7r_1) via
zi41 = fu(2t), +wy Zs = 2, t=s,...,T—1,
Zi1 = fo(2), +wy 2 =2, t=s,...,T -1
which vary only in their initial condition z, 2’ but are constructed with the same sequence (ws, . .., wr_1).

We now compute
As = ESF(.%'(], e ,$T_1) - Esle(Zﬁo, ceey xT_l)

= =
=Eoz > (@) l2 = Baorz Y ()2
t=0 t=0

1 T-1 1 Tr-1
= 2B ) ()2 = mBamr Y (o)l
t=s t=s
1 T-1
< sup — h(z) |2 — [[h(2})]|2
D 7 ; Azl = 1A(20)] 26)
T-1

1
< sup o 37 [z 2 = 1Al
2,2 t=s
1 T-1
< sup 7 > [|h(z0) = h(z) |2
z%z t=s

T-1
2L
<sup >z - 2l
z,2' t=s

where the first inequality uses the Markov property to realize the conditional expectations as func-
tions of x5 and zs_; respectively. The other inequalities follow by application of the triangle in-
equality and the 2L-Lipschitzness of h.

Let us now bound the || - ||x-distance between z; and z;:

Izt = 2tllx = | fi(ze—1) + w1 — fil2i-1) + we-1]lx
< L lze—1 — 2+ lIx
it = 24 o
< LY —
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Combining equations (26) and (27), and noting that a symmetric argument applies to —A it follows
that
AMLB

Ayl < ———.
1Al < m(l — L,)T

(28)

Expressing F' as a telescoping sum over A;, we can compute its moment generating function in
combination with the tower property:

Eexp (A [F(wo,...,wp_1) — EF(wg,...,wpr_1)])

T-1
= Eexp )\ZA]-
=0
T—2
=Eexp | A Aj | Er_gexp (AA7_1)
=0
T—2 2
AMLB
<E A N[ ———
<Eexp )\. j exp()\ <m(1—L*)T>>

o

1=

3202 M?L*B?
=TSO e - LT

using Hoeffding’s inequality to bound the conditional moment generating functions of the bounded
random variables A ; using the inequality (28) (see Hoeffding (1963) or Example 2.4. in Wainwright
(2019)). |

B.2. Extension to Exponential Incremental Input-to-State Stability

In the main text we described how contraction properties of f, lead to bounds on the subgaussian
parameter o4(F, P,). We now show that another control-theoretic notion of stability, known as
Exponential Incremental Input-to-State Stability (E-6ISS) is also amenable to this analysis. The
E-JISS framework was introduced by Angeli (2002). Let us fix two metric spaces (X, px) and
(W, pw). A family of functions {G¢}iez-0, Gt : X x W — Xis (a, b, r)-E-SISS if for each T' € N,
every pair of sequences {7, } and {(;}, and system of equations satisfying

b1 = Ge(br, ) t=0,....,T—-1

wtﬁ-l:Gt(wtuCt) tzovaT_l

with ¢, ¥y € X, m4, (¢ € W it holds for all ¢ € [T] that

t—1
px (b1 r) < ar’px(do, o) + > 1 pw(ne, Ge). (29)
k=0

Proposition 13  Fix a sequence {n.} of i.i.d. random variables, and assume that W is bounded,
Supy, yew pw(w, w') < B. Suppose that {G't}iez 0 is (a,b,)-E-61SS and consider the process

Tep1 = Gi(xe,me) t=0,...,T—1. (30)
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Then for every function | : X — Rx>q, L-Lipschitz with respect to px:

[l(z) — I(2")| < Lpx(z,2'),Vo, 2" € X

we have
T-1 T-1
1 1 8A\2L2B2p2
E — —E— < T o |-
exp </\ T tE en T tg l(ﬁCt)]) < exp < (1 —r)2T >

By choosing [ = || f —g||2 every space F of L-Lipschitz functions is 0 (F, P, )-subgaussian with
respect to the process (30) with o4 (F, P,) = 6(4162 gjé’f. Note that the constant M?/m? appearing
in Proposition 4 can be subsumed into the constants a, b and L by appropriate rescaling of px and
PW-

Proof As before, the idea is to lean on an Azuma-McDiarmid-Hoeffding style of analysis, but now

combined with the bound (29). Fix two functions f,g € F and denote h = f — g. Consider the

function F(ng,...,nr—1) = # ZtT;()l I(x¢), which becomes a function of the random sequence
{n:} via (30). We shall show that this function is 73](\1[ Eng -Lipschitz with respect to the Hamming

metric. To this end, introduce a coupling of x; by defining the system z; = G(z;—1, (;) (and with
the same initial condition) and observe that

= = =
N ) — =S )] < = ST (@) —
P 2l = 7 e < 1 3 ) e
o1 (31)
L
ST px(xt, 2t)
t=0

by repeated application of the triangle inequality and since [ is L-Lipschitz.
Let us now bound the px-distance between x; and z; under the hypothesis that 1, = (;, Vt # j.
Then we have using the E-9-ISS bound in equation (29) that

px (1, 20) < br' = pw (g, ). (32)
Thus, combining (31) with (32) gives

T—

H
~
L

1 L LBb
t= t=0

(33)

Nl =

by boundedness of W.
We may proceed with the analysis by defining the martingale difference sequence

A; =E[F(no,....nr-1)|no, - nj] — E[F (o, ., nr—1)no - - - mj—1]

which has bounded absolute value by independence of the sequence {7;} and (33). Observe that
this allows us to express F' as a telescoping sum, which we can readily use to compute the moment

25



ZIEMANN SANDBERG MATNI

generating function in combination with the tower property:

Eexp ()\ [F(T]O; cee 777T—1) - EF(7707 ceey 77T—1)])

= Eexp )\ZAj

=Eexp [ A Z Aj | Er—gexp (AA7_1)

T-2 2
2LBb
S EeXp A E A] exXp (2)\2 <W> )

/\2L2B2b2
s (5252

1—7r)2T

using Hoeffding’s inequality to bound the conditional moment generating functions of the bounded
random variables A; using (33) (see Hoeffding (1963) or Example 2.4. in Wainwright (2019)). B

B.3. Proof of Proposition 5

Observe that the function

F(zo,.. S 2T— 1 ZHf Z't Zt H2

is 2B /T Hamming-Lipschitz for every fixed choice of f,g € F. Hence we may apply Corollary
2.10 of Paulin (2015) to obtain a high probability tail bound. This is equivalent to the desired
statement by Proposition 2.5.2 in Vershynin (2018). |

Appendix C. Proof of the Decoupling Estimate, Proposition 6

In what follows, we compare probability integrals under different distributions. More precisely,
we wish to relate the joint distribution of the least squares estimator (4) and the samples from the
system (1) with the product measure of their marginals. The following variational formulation of
D(P||Q), due to Donsker and Varadhan (1975), is key:

Lemma 14 Fix two probability measures P and Q on a measure space (2, F). Then for every
F-measurable F' : Q) — R such that f el dQ is finite, it holds that

/FdP — log/eFdQ < D(P|Q). (34)

Moreover, if D(P||Q) < oo, then equality in (34) is attained at F' = log g—g

Equipped with Lemma 14, and inspired by the work of Russo and Zou (2019) and Xu and
Raginsky (2017), we now turn to the proof of Proposition 6. We remark that the first paragraph of
the proof is identical to the proof of Lemma 1 in Xu and Raginsky (2017). As it is central to our
argument, we reproduce it below.

26



Proof of Proposition 6 We begin by observing that by rescaling F' in (34) by A, we obtain
/ AFdP < log / MdQ + D(P||Q). (35)

For any F' which is o2-subgaussian under Q, we have that

log / eMdQ < / AFdQ +

Combining inequalities (35) and (36), we see that

)\22

(36)

\2o2

//\FdP - //\FdQ < D(P|Q) +

. . __ V/DPQ)
which after choice of A = Jaoz and rearranging becomes

/ FdQ < / FdP + \/2:2D(P||Q). 37)

We now specialize this known result to our setting. Let us now choose

P = PZ?(f:Q)’ Q = PZ ® P(fvg)7
=
F=5) If(@) =gzl
t=0
Observe that for P, Q as above, D(P||Q) = I((f,9); Z). Let further (z,...,2"._,) be equal in
distribution to (x, . .., x7—1) but independent from f and g. In other words (zo, ...,x7r_1, f, g) is
drawn from P and (z(,...,2%._4, f, g) is drawn from Q. Let also 7 be uniformly distributed over
{0,...,T — 1} and independent of all other randomness so that we may take £ = .. Hence, for

these choices, inequality (37) combined with Jensen’s inequality yield

E[lf(¢) = g(&)ll2 = ZEHf ) — g(at)|l2
=0

QlT%Mﬂm%w@Mb+J%%FPﬂUgZ)
= Tt:() T ) &k r I
= E|f(z;) — glar) |2 + /203(F. P)I(f.9: 2)

= Bllf(ar) - glan)ll2)? + \/203(F, PI(f. 5 2)
(i)
< VBN (@r) — gan) 3 + /203(F, P)I(f,9: 7)

T—1
=\ 7 S BIS@) — o) 3 + /20 P)I(F.9: 2)
t=0

by linearity of expectation and reformulating the mixture component. Inequality (i) follows from
inequality (37) and inequality (ii) from Jensen’s inequality. |
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C.1. Extension: Generalization Bounds for Dynamical Systems

It has previously been observed in the context of the generalized linear model (16) that system-
theoretic notions are useful to provide learning guarantees, see Section 4 of Foster et al. (2020)
for an interesting discussion. Here, we show that the bounds on o2 (FF, P,) in Propositions 4 and
13 yield generalization bounds for more general statistical learning. Consider a loss function [ :
XxY xH — R>( and assume that the sequences (zo, . ..,xr—1) and (yo, ..., yr—1) are generated
by E-4ISS systems (30), {G¥} and {G}} respectively. Assume that these are driven by the same
i.i.d. noise sequence (wo, ..., wr—1). If not, we can always define such a sequence on a space of
the form W = Wy x Wy.
The problem of statistical learning is to find a hypothesis h € H that minimizes

T-1
1
EzL(Z,h) =Bz, tzg Wzg1, 24, h)

with Z = (xo,...,27-1, Y0, ..., yr—1) and where Ez denotes integration over the randomness in
Z. Let H be a randomized learning algorithm (a random, data-dependent element of H). We define
its generalization error by

gen(H) =E[E;L(Z,H) — L(Z, H))

where Z is equal to Z in distribution but independent of H. By combining Lemma 1 of Xu and
Raginsky (2017) with Proposition 13 we arrive at the following inequality.

Proposition 15 Suppose that | is L-lipschitz in its first two arguments:
@,y h) = Uy, )| < Lpx(z,2') + Loy (y,9),Vo,2" € X,y, 9" € Y, h € H,
that (zg,...,x7—1) is (a,b,r) E-01SS and that (yo, . .. ,yr—1) is (a',b',r") E-0ISS. Then

64L2B2b2
lgen(H)| < \/(1_TMX)QTI(Z; H)

where Ty = max(r,7’) and B = sup,, ,yew pw(w, w').

In principle a direct proof using the methods from Appendix B is possible. For brevity, we
instead show how the result can be reduced to the statement of Proposition 13.
Proof Let X' = X x Y and define the extended dynamics ¢} = z;, ? = y;. Then

¢t1+1] _ [Gf(éf)tl,wt)]
[¢%+1 Gy (o7, wy) ]’ (38)

or ¢r41 = G¢(pt, we) in brief. Since G* and GY are both E-JISS as system from (W, pw ) to (X, px)
and (Y, py) respectively, it follows that G is (max(a, a’), 2b, max(r, ")) E-0ISS from (W, pw) to
(X', px) with pxs = px + py. Hence, we may apply Proposition 13 to conclude that

=
L(Z,h) = T l(yt,xt,h)
t=0
is B2L2B°0__cuboaussian for each fixed h where Ty = max(r, ). The result follows by apply-
(1—7“max)2T g max — ’ . Yy apply
ing Lemma 1 of Xu and Raginsky (2017). |
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Appendix D. Supporting Material for the Examples in Section 4
D.1. Metric Entropy Calculations for Reproducing Kernel Hilbert Spaces

In this section we compute the metric entropy of the unit ball of a Reproducing Kernel Hilbert Space
(RKHS) of real-valued functions f : X — R subject to an eigenvalue decay condition.

Let us recall some facts about Reproducing Kernel Hilbert Spaces and their embeddings into
L?(P). Assume that X is a compact subset of R% and let K : X x X — R be a continuous positive
semidefinite kernel function. Suppose further that the Hilbert-Schmidt norm of K with respect
to the probability measure P on X is finite: [ [ K?(z,2)dP(z)dP(z) < oo. A consequence of
Mercer’s Theorem (Theorem 12.20 and Corollary 12.26 of Wainwright (2019)) is that there exists
an orthonormal basis of {¢;}52; of L?(P) and a sequence of nonnegative real numbers {);}5;
such that K (z, z) = Y ;2 Aidi(x)¢i(z). Moreover, the RKHS associated to K is given by

H = {f = bigi
1=1

with the inner product (f, g)m = Z W

i=1
L?(P). The unit ball in H is therefore given by

o0 o0 2
By = {f = Zbi¢i {bi} C ZQ(N),Z% < 1}-
=1

i=1 "

{b;} C lQ(N%iZ < oo}

i=1

, where (-, -) is the standard inner product in

With this background established, we are now poised to compute the metric entropy of B.

Proposition 16 Let X be a compact subset of R% and K be a continuous positive semidefinite
kernel function. Assume that H is a RKHS generated by the kernel K, which further satisfies the
eigenvalue decay condition \; < j 20 for some o > 0. Assume further that the eigenfunctions ¥

of K are uniformly bounded; sup,cx |¢j(x)| < Aforall j =1,2,..., Then
o 1/a Al+1/o

Observe that By is an ellipsoid in L?, which is essentially ill-conditioned due to the eigenvalue
decay condition. We shall show that it suffices to construct a covering for a finite-dimensional
section of this ellipsoid corresponding to the large eigenvalues of the kernel K. In other words, at
scale ¢ the ellipsoid By “looks” finite-dimensional. The proof determines this critical dimension
for a given § > 0.

Proof We may assume that the eigenvalues {\;} are ordered as A\; > Ay > .... Fix an integer m
and define

BmZ{QZibi@ ibgﬁl}

i=1 i=1

Observe that for every f € By there exists g € By, such that || f — g||pe < A/ A1
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Observe now that for every g € B, g = > " bihi(+),b = (b1, ..., by) we have

Zbi¢i(')

Using this, we obtain a covering of ((B),, || - |[«) by regarding it as a subset of R”. Namely,
choose N € N so that {b',...,b"V} is an optimal (§/A)-covering of

By, = {beRm’ib: 31}
i=1""

in the metric of /!(R™) and extend it to a §-covering of B, in supremum norm by introducing

{OH (), ..., (") Th(-)} where ¢(-) = (¢1(),...,dm(-)) and using (39). Now, the finite-
dimensional norms are all equivalent and in particular we have that|| - [[;1gm) < v/ml| - [[2m).

< Al|bllir rem)- (39)
LOO

lgllzee =

<%

>

Hence, by rescaling apropriately, we require at most (1 + M)m points to cover B,, in [!-
metric, which we may thus take as an upper bound for N.

By hypothesis that \; < j ~2a jt suffices to take m < (§ /A)*l/ ® for the above covering to also
cover the entirety of By in L since then every point of B is at most distance  removed from a
point of B,,,, which in turn is at most § removed from the covering. It follows that

AN "
log N (B, || - [|oc, 0) < log (1 * 16\/%)

Al+1/2a
< (6/A4) Y 1og (1 + )\161+1/2a>

which we sought to prove. |

D.2. An Experiment Supporting Example 2

To empirically verify our claim regarding the rate of convergence of the LSE (4) for Example 2
we simulate data from an autoregressive system (2) with f, belonging to the RKHS with radial
basis function kernel K(z,z) = exp (—3lz — z||3). More precisely, we generate a random f,
with order £ = 10000 and state dimension d, = 5 by first generating n € R%** with entries i
drawn i.i.d. from a standard normal distribution and © € R¥*% with ©;; drawn i.i.d., also from a
standard normal distribution. We then set K (n,-) = (K(n);,-)%_,, and © = p©/|0|, for p > 0 a
parameter used to control the Lipschitz constant of f, and where | - | denotes the matrix operator
norm. Finally, we choose f,(-) = ©TK(n,-). Note that since K (z,z) is 1-Lipschitz in either
argument, f, is guaranteed to be p-contractive if p < 1.

We then use f, to generate training trajectories of varying length to be used in the LSE (4), as
well as use f, to generate 500 i.i.d. draws from the stationary distribution’. To implement the LSE
(4) we pass by the dual problem, kernel ridge regression, to estimate f . We then approximate the
2-norm distance || f(£) — f.(€)||2 by drawing 1000 fresh trajectories of length and averaging over
the final sample. We average our results over 10 independent systems (random draws of f,) and plot

5. Approximated by running the system for a burn in time of 7' = 1000 time-steps before sampling from it.
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Figure 1: Convergence of the LSE (4) in terms of the error || f(¢) — f.(€)||2 using data from a
single trajectory and with a time horizon T' = 500. The plots on the left illustrate the
convergence of the LSE with error bars and the right plots show this on a logarithmic
scale. Notice that the slope of the line any of the rightmost plots is slightly less steep than
—1/2.

our experiment in Figure 1. It is interesting to note that the slope of the logarithmic plot is slightly
less steep than —1/2. This is consistent with the near parametric rate of convergence suggested by
Example 2 and the exponential eigenvalue decay of the kernel K (,z) = exp (—3 ||z — z||3), see
Wainwright (2019), page 399.
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D.3. Proof of the claim in Example 3

To use Theorem 3 we need to bound the covering number of F?. Define
My, 4, = {A € R®* | A|lp < C}.

Then it is well-known that log N'(My, 4., | - |7, 0) < 2d,log(1 4 2C/9). Let now {A1,... An}
be an optimal d-cover of My, 4.. Then for every A € My, 4, we can find A; € {Ay,... Ay} such
that

[¢(A-) = ¢(Ai - )[loc < sup [[(A = Aj)zll2 < [[A = Ail[p sup [|z]]2 < 0B.
zeX rzeX

Hence any d-covering of My, 4, induces a Bd-covering of F¢ and we have established the upper
bound
log N (F, || - [|oo, 6) < log N (Mg, a,., || - || 6/ BC)

< 2d%log(1 +2BC/S).

By Theorem 3 we thus have

E|f(&) - f©ll2 < \/Uﬁ”di log(1 + 204,+/d, BCT?) + \/a%(W)dg log(1 + 2BCT).

so that the result follows by using Proposition 4 to bound U% (F, P,). |
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