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ABSTRACT
Multi-user volumetric content delivery can enable numerous ap-
pealing applications, such as online education, telehealth, multi-
user AR/VR training, immersive collaborative analytics, etc. How-
ever, the bandwidth-intensive nature of volumetric video streaming
makes existing systems for single-user experiences hard to scale to
multi-user scenarios. To address this critical issue, in this paper, we
first perform a scaling experiment on mmWave networks that offer
the needed multi-Gbps throughput and identify two key challenges
of streaming high-quality volumetric videos to multiple users: fre-
quent blockages of mmWave links and high transmission redundancy
among users. To solve these problems, we propose a first-of-its-
kind, agile, and cross-layer system, dubbed M5, for improving the
performance and quality of experience for multi-user volumetric
video streaming.M5 utilizes the 6DoF motion prediction of users
to proactively adapt mmWave beams and prefetch frames to mit-
igate the blockage effects. Furthermore, it takes advantage of the
multicast transmission to deliver the overlapped common content
within users’ viewports to reduce the bandwidth requirement. Our
extensive experiments on a real testbed and with a trace-driven
simulator show that M5 can effectively improve the frame rate
by 44.1% and volumetric video quality by 62.3% compared to the
state-of-the-art system.
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1 INTRODUCTION
Volumetric content (e.g., point clouds and 3D meshes) empowers
an immersive and interactive viewing experience by enabling users
to explore it with six degrees of freedom (6DoF) motion [20, 29].
When watching a volumetric video, users can move along not only
rotational dimensions (yaw, pitch, and roll), which have already
been supported by 360° videos [22, 53], but also translational di-
mensions (X, Y, and Z). When used in augmented reality (AR) or
virtual reality (VR), volumetric videos lead to numerous promising
applications in entertainment, education, training, healthcare, etc.
For example, students can attend classes remotely and enjoy the
volumetric content of their teacher that demonstrates complex 3D
models in real-time. With telesurgery, a remote surgeon can oper-
ate on wounded soldiers on battlefields via their live volumetric
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Fig. 1: Multi-user volumetric video streaming with multi-
lobe multicast in mmWave WLAN
content feed to save their lives. Thus, volumetric videos have been
deemed one of the key applications for 5G and beyond [40, 42].

However, volumetric video streaming is extremely bandwidth
intensive. Compared to 4K videos (25-40 Mbps) and 360° videos (200-
300 Mbps), volumetric videos require even higher data rates (>400
Mbps) when streaming without any optimization [20, 29]. Given the
data-intensive nature of volumetric video streaming, most existing
research focuses on single-user experiences [20, 29, 35, 48, 83, 84],
with limited attention being paid to multi-user scenarios that are
naturally required in the aforementioned use cases. Among the
state-of-the-art systems, even with its three visibility-aware opti-
mizations that consider viewport, distance, and occlusion, ViVo [20]
still requires a data rate of ∼200 Mbps for a single user to watch a
medium-quality volumetric video with ∼200K points per frame. As
a result, a naive extension of ViVo that streams high-quality volu-
metric videos to multiple users may linearly increase the network
throughput and consume extremely high bandwidth.

In this paper, we first conduct a scaling experiment to under-
stand the challenges of multi-user volumetric video systems over
mmWave WLANs (wireless local area networks), whose standards
such as the 802.11ad/ay [23, 24] can provide multi-gigabit per sec-
ond data rates. However, despite the high data rate of mmWave
WLAN, we identify two unique challenges to supporting multi-user
volumetric video streaming.

(1) Mobility and blockages are known issues inmmWavewireless
network and could be even more severe in multi-user volumetric
video streaming, where the 6DoF motion of users requires contin-
uous beam adaptation to deal with mobility. Furthermore, inter-
user and self-body blockages can deteriorate the performance of
mmWave links, increase the video stalls, and reduce the video qual-
ity, which will significantly affect the quality of experience (QoE).
Our experiments with real 6DoF motion traces [14, 20] collected
when consuming volumetric videos reveal that the frame rate drops
sharply with the increasing number of inter-user and self block-
ages. Existing solutions of blockage mitigation [19, 24, 25, 68, 69, 85]
mainly rely on physical layer information without exploiting the
application-specific information such as users’ 6DoF motion. Other
solutions [76, 82], which exploit motion information, do not con-
sider multi-user scenarios where complete blockages can be un-
avoidable (e.g., even reflected paths are not available). Hence, this

https://doi.org/10.1145/3560905.3568540
https://doi.org/10.1145/3560905.3568540


SenSys ’22, November 6–9, 2022, Boston, MA, USA Ding Zhang, Puqi Zhou, Bo Han, and Parth Pathak

issue requires an application-aware, agile solution that can predict
blockages and adapt beams in LoS (line of sight) and NLoS (Non-
line of sight) situations for uninterrupted, high-quality volumetric
video streaming.

(2) Our empirical analysis of volumetric video content being
streamed over wireless links to multiple users reveals that there
is a significant amount of redundancy between the content (e.g.,
volumetric video cells in ViVo [20]) being transmitted to users.
Thus, just naively extending the state-of-the-art volumetric video
streaming solutions [20] to multiple users without considering the
redundancy can result in significant wastage of available bandwidth,
limiting the number of users that can be supported by the system
or the video quality for the given users.

In this paper, we propose M5, a first-of-its-kind system for
multi-user volumetric video delivery with multi-lobe multicast over
mmWave networks.M5 takes advantage of the 6DoF motion pre-
diction of users to predict the blockages and reacts to them with
proactive beam adaptation and prefetching. It also utilizes the high
content similarity between multiple users to facilitate a multi-lobe
multicast transmission to improve their QoE. Specifically,M5 inno-
vates in the following aspects:
Characterizing multi-user volumetric video streaming over
mmWave. While volumetric videos for AR/VR are being con-
sidered a key application for mmWave 5G networks, there is no
existing study that systematically investigates the performance of
volumetric video streaming over mmWave. To address this issue,
we measure the performance of a state-of-the-art volumetric video
streaming system ViVo [20], which was originally proposed for a
single user, by extending it to support multiple users over our COTS
(commercial off-the-shelf) 802.11ad mmWave testbed. Our study
reveals that streaming volumetric content to seven users drops the
frame rate of ViVo from 30 fps (frames per second) to 12 fps due
to frequent blockages of mmWave links. Also, as much as 64.8%
of video content can be redundant when streaming to five users,
resulting in a large wastage of network bandwidth. Furthermore,
using the real 6DoF motion traces of users, we find that 23% of the
time self or inter-user blockages can result in unavoidable network
outages for users where no paths are available in the mmWave
channel. Given that beam switching based solutions are not helpful
in such cases, intelligent content prefetching solutions are needed.
6DoF-motion-aware beam adaptation and blockage predic-
tion. We find that users’ 6DoF motion prediction can be critically
helpful in mmWave beam adaptation and blockage prediction. Our
key insight is that 6DoF motion predictions are not only useful for
LoS beam tracking but can help us predict if and until when NLoS
paths will be available while a user is consuming volumetric con-
tent and when to proactively perform beamforming for leveraging
these paths to maintain uninterrupted connectivity. Furthermore,
6DoF motion prediction of multiple users can assist us in accurately
predicting unavoidable blockages (all mmWave paths blocked by
other users and/or user’s body), triggeringM5 to prefetch the af-
fected frames before the outage occurs. We develop an adaptive
prefetching scheme that finds the right balance between prefetch-
ing too much, too early with the inaccurate prediction of blockages
vs. accurately predicting blockages but having too little time to
prefetch. As a result, M5’s adaptive prefetching with 6DoF-motion-
aware beam adaptation guarantees high-quality content delivery
to multiple users over mmWave links.
Multi-lobe mmWave multicast. M5 exploits the similarity
of viewport content among users as an opportunity to scale the

system to more users. It utilizes mmWave multicast to deliver the
content that overlaps between subsets of users. However, we find it
is challenging to perform multicasting over mmWave links due to
the use of directional beams. Moreover, the default beams provided
by vendor codebooks are not suitable for multicast. To address
this issue, we develop a multi-lobe beam solution that can create
beams with multiple lobes pointing towards the users of a multicast
group while ensuring a high and balanced signal-to-noise ratio
(SNR), leading to a high group data rate. Furthermore, we develop
a scheduler that can use content-similarity based multicast, 6DoF-
motion-based beam adaptation, and blockage-aware prefetching to
reliably and efficiently transmit volumetric video frames to multiple
users over mmWave links.
Implementation and evaluation of M5. We integrate the
above-mentioned modules into a holistic system that can be used
for evaluating M5. We use two 6DoF motion traces for volumetric
video streaming (ViVo [20] and FHHI [14]) to test M5 with up to
5 users. M5 is evaluated over COTS mmWave 802.11ad devices
with 8 patch antenna arrays to create multi-lobe beams as well as a
commercial channel simulator (Remcom [58]) for evaluation with
controlled multi-user 6DoF traces. Our results show the following.

(1) M5’s 6DoF-motion-based beam adaption can proactively
switch to available LoS and NLoS paths while reducing the beam-
forming overhead by 46.3% with a median SNR difference of only
0.54 dB compared to the default 802.11ad beamforming.

(2) The blockage prediction model of M5 can predict the self-
blockage and inter-user blockagewith 97.2% accuracy. Our blockage-
aware prefetching can improve the frame rate by 72.6% and 93.4%
for 5 users for ViVo and FHHI datasets, respectively, with an average
prefetching accuracy of 96.8% with 533ms prediction window.

(3) We implement the multi-lobe beam design in COTS phased
array on 802.11ad devices and show that our customized beam
can improve SNR by 5.6 dB compared to the vendor-supplied code-
book, which facilitates efficient multicast transmissions inmmWave
WLAN for multi-user volumetric video streaming.

(4) In the end-to-end evaluation, when using both prefetching
and multicasting, M5 can achieve 167% and 44% improvement in
frame rate compared to the baseline scheme and the state-of-the-art
system [20], respectively. It also achieves 109% and 62.3% improve-
ment in video quality compared to the two schemes.

2 BACKGROUND AND MOTIVATION
We first conduct extensive measurements to understand the end-
to-end performance of multi-user volumetric video streaming over
mmWave wireless networks. We use the measurement study to
understand the following: (i) how do blockages affect the QoE of
users when a volumetric video is streamed to multiple users over a
mmWave network? and (ii) how much content redundancy exists
in such multi-user volumetric video transmission and how does it
affect the user QoE?
Experimental setup. We utilize a server and multiple COTS
laptops to measure the volumetric video streaming performance.
Both the server (12 cores CPU@3.2GHz and 16GB RAM) and laptops
(4 cores CPU@2.8GHz and 8GB RAM) have an 802.11ad NIC with
Qualcomm QCA9500 chipset supported by wil6210 [78] driver.

We use the volumetric content (captured at 30 fps) in the 8i
dynamic voxelized point cloud dataset [27] as our video source. This
point cloud dataset is widely used in the volumetric video streaming
research [29, 48, 84]. The original volumetric videos have more than
1M points in each frame. To represent different video quality levels
(1 to 6), we resample the frames with 10%, 20%, 40%, 60%, 80%, and
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Fig. 2: Performance of multi-user volumetric video streaming with vanilla and ViVo [20] systems in (a) static scenario and (b)
mobile scenario. (c,d) Multi-user mobility and blockages undermine the QoE of users.

Dataset Headset
Device Cid Num.

Users
Num.
Frames

Num.Virtual
Content

Content
Size (𝑚3)

ViVo Magic
Leap One

P2 16 3490 2 (close) 2×2×2
P3 16 1941 3 (close) 2×2×2
M2 16 1847 2 (sep.) 5×2×5
M4 16 2612 4 (sep.) 7×2×7

FHHI Hololens C1 14 2001 1 1×1×2
Table 1: Two 6DoF motion datasets used in our work.

100% points. Then we utilize the Draco library [12] to compress the
videos. After the compression, the bitrate of different qualities (1 to
6) ranges from 87.5 to 651 Mbps. We implement two video players
on the client’s laptops. One is the vanilla system that fetches the
entire point cloud for each video frame, and the other implements
the viewport, occlusion, and distance optimizations in ViVo [20] to
reduce the bandwidth requirement. We select three quality levels
(2 to 4) of volumetric content, which require 161.6Mbps, 296.4Mbps,
and 420.7Mbps bitrate, to represent three different quality levels
(low, medium, and high). The quality level 4 has, on average, 590K
points per frame, which is the highest point density that can be
decompressed by Draco at 30 fps on the client laptops. Next, we
benchmark both the vanilla and ViVo systems in stationary and
mobile scenarios for multiple users by measuring the maximum
achievable frame rate over mmWave WLAN.
2.1 Impact of mobility and blockages
To understand the impact of users’ mobility and blockages, we
first perform measurements where the same video content [27] is
simultaneously delivered to an increasing number of users.

We first collect network throughput traces in a mmWave WLAN
using iperf31 in a stationary scenario and different mobility and
blockage scenarios for multiple mobile clients. In the stationary
scenario, the average data rate of our mmWave testbed is 1.68
Gbps. We also collect 10 different throughput traces when different
numbers of users freely move in the coverage area of a mmWave
WLAN, which creates link fluctuations and blockages. The collected
throughput traces are then replayed with both the vanilla and
ViVo systems using the tc2 utility to carefully imitate the same
throughput variations for clients over time while different users
watch the same volumetric video content.

Fig. 2a and Fig. 2b show the maximum achievable frame rate
(capped at 30 fps) for stationary and mobile users, respectively,
with different numbers of users and varying densities of points.
In the stationary scenario, we observe that the mmWave 802.11ad
WLAN can support up to three concurrent users for medium and
high-quality videos and up to four users for low-quality videos.
With visibility-aware optimizations, ViVo can further increase the
number of users by one or two, depending on the video quality.

In the mobile scenario, the users freely move around to explore
the volumetric content by holding the device. This mobility of users

1Network measurement tool. https://en.wikipedia.org/wiki/Iperf
2Bandwidth control tool. https://en.wikipedia.org/wiki/Tc_(Linux)
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Fig. 3: (a) Viewport similarity among multiple users. (b) The
transmission redundancy increases with more users.

results in (i) self-body blockage, where the user’s body blocks the
signal between the access point (AP) and the device, and (ii) inter-
user blockage, where one user blocks the LoS or NLoS path from the
AP to other users. From Fig. 2b, we observe that compared to the
static scenario, user mobility and resultant blockages significantly
reduce the frame rate and undermine the QoE of users. In this
case, users experience frequent video stalls even when streaming
the low-quality content with visibility-aware optimizations. When
increasing the number of users to 7, the frame rate can reduce to
as low as 7 fps for the vanilla scheme and 12 fps for the multi-user
ViVo scheme. Furthermore, high-quality videos are more likely to
be affected by user mobility and blockages than low-quality videos
due to the higher bandwidth requirement.

To better understand the impact of the two types of blockages, we
conduct controlled experiments. We fix the positions of the AP and
a client with 3 meters apart and ask another user to walk around the
LoS path between them, creating blockages at different frequencies.
In addition, we set another 802.11ad compatible device as a wireless
monitor to sniff the on-air packets andmonitor the number of sector
sweeps (SSW) during the blockage events. The reason for capturing
the SSW packets is to calculate the beamforming overhead triggered
by the mobility and blockages. Fig. 2c shows the frame rate and the
number of sector sweeps when increasing this inter-user blockage
frequency while streaming low-quality content. The frame rate
reduces while the number of SSW increases with the increasing
number of blockages. This is because more blockages significantly
reduce the LoS link’s SNR, frequently triggering beamforming.
Similarly, instead of asking another user to block the LoS path, we
ask the user holding the device to rotate and create self-blockage
scenarios. In Fig. 2d, we see a similar trend of frame rate and the
number of SSW with self-blockages as those with the inter-user
blockages. The key observation from these experiments is that
human body blockages, including both inter-user blockages and
self-blockages, are one of the most significant contributors to the
poor QoE of multi-user volumetric video streaming in mmWave
WLAN. Hence, we need a systematic solution to address this issue
when utilizing the multi-gigabit link capacities of mmWave for
volumetric video streaming, especially for the multi-user scenarios.

https://en.wikipedia.org/wiki/Iperf
https://en.wikipedia.org/wiki/Tc_(Linux)
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Fig. 4: (a) Viewport similarity decreases when using smaller segmentation or (b) smaller FoV. (c) Viewport similarity varies
when users watch different video content, but they share a significant portion of content in general. (d,e) Viewport similarity
decreases when increasing concurrent users.
2.2 Multi-user transmission redundancy
In addition to the blockage problems in mmWave WLANs, the
transmission redundancy among multiple users also negatively
affects the performance of volumetric video streaming. Hence, we
investigate the multi-user transmission redundancy with 6DoF mo-
tion traces (i.e., viewport trajectories) collected from two datasets
listed in Table 1. The ViVo 6DoF motion dataset [20] includes 16
users equipped with the Magic Leap One headset where the users
watch four different types of videos with different numbers of vir-
tual content. The FHHI 6DoF motion dataset [14] includes 14 users
equipped with Microsoft HoloLens headsets, and the users inter-
acted with one virtual content. ViVo dataset has 30 fps frame rate,
and we downsample the FHHI dataset also to 30 fps. Both datasets
include translation (x, y, z) and rotation (yaw, pitch, roll) data for
each user at different frames.

To calculate the transmission redundancy for volumetric video
content between different users, we spatially partition the origi-
nal virtual content into smaller subregions called cells, which have
been used in viewport-adaptive volumetric video streaming such as
ViVo [20] and GROOT [29]. Each cell is independently prefetchable
and decodable. We partition the entire frame into cells of three sizes:
25×25×25 cm3, 50×50×50 cm3, and 100×100×100 cm3. After the parti-
tion, we use frustum culling [72] to determine the cells overlapping
within the 3D viewport based on the 6DoF motion of the users and
calculate a visibility map that records the visible cells for each user.
We then define the transmission redundancy of a group of users as
(𝑡𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑐𝑒𝑙𝑙𝑠 − 𝑢𝑛𝑖𝑜𝑛 𝑜 𝑓 𝑐𝑒𝑙𝑙𝑠)/𝑡𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑐𝑒𝑙𝑙𝑠

of their visibility maps. For instance, as shown in Fig. 3a, if we
segment the video content into 8 cells, cells 1, 3, and 5-8 are visible
for User 1, and cells 1-4, 5, and 7 are visible for User 2. Thus, the
total transmitted cells are 12, but the union of cells (needed cells) is
8, so the transmission redundancy here is 4/12.

We show the transmission redundancy of two different datasets
in Fig. 3b. We can see that with the increasing number of concurrent
users, transmission redundancy grows significantly. For instance,
with 2 users in the ViVo dataset, 19.1% of the frame content is
redundant on average. This rate surges to 64.8% for 5 users. A
similar trend can be seen in the FHHI dataset. As we discuss next,
this high transmission redundancy can stem from the similarity
between users’ viewports.
Viewport similarity. Bao et al. [8] utilized the overlapped view-
port of multiple users to improve the transmission efficiency in
tiled-based multi-user 360° video streaming. However, whether and
how the viewports overlap in 3D space among numerous users
in volumetric video streaming is still unexplored. Similar to the
transmission redundancy, we investigate the viewport similarity in
multi-user volumetric video streaming based on the 6DoF motion
trajectories in both ViVo and FHHI datasets. We define the viewport
similarity of a group of users as the intersection over union (IoU)

of their visibility maps. For the same example in Fig. 3a, cells 1, 3,
and 5-8 are visible for User 1, and cells 1-4, 5, and 7 are visible for
User 2. Thus, cells 1, 3, 5, and 7 will be needed for both users, and
their viewport similarity (IoU) for this frame is 4/8.

We analyze the viewport similarity among different datasets
and make the following observations. Firstly, viewport similarity is
affected by many factors, including the segmentation granularity,
the field of view (FoV), and the video content. Fig. 4a shows the CDF
of the viewport similarity (IoU) among all users for different seg-
mentation granularity. The IoU between users decreases when the
number of cells increases with finer-grained segmentation because
the finer cells will describe a more accurate shape of the overlapped
volume of the content. Regarding the FoV of users, as shown in
Fig. 4b, a larger FoV leads to a higher IoU among users because
more content is displayed within the larger FoV for each frame.

In terms of the video content, there are four different content
types representing different content locations in the ViVo dataset.
We calculate IoU among two users for different video content in the
ViVo dataset and show the CDF in Fig. 4c. Different video content
results in different IoU distributions because users might choose
to explore them differently (from different places) based on their
preferences and interest. However, the average IoU for them is 0.34,
0.33, 0.41, and 0.31, respectively, which shows a significant overlap
of users’ viewports even with different content types. We also
calculate the IoU for up to 5 users for the ViVo and FHHI datasets,
respectively. As shown in Fig. 4d and Fig. 4e, when calculating the
viewport similarity for a groupwithmore users, the IoU decreases as
more users bring more variations in their positions and orientations.

Though viewport similarity varies with different factors, we find
a significant viewport overlap for two or three users. For instance,
Fig. 4a shows despite the different segmentation sizes, the average
IoU among two users is from 28.8% to 36.5%, which means the
users share around 30% of the same content per frame when they
watch the volumetric content simultaneously. On the other hand,
the average of the IoU among 2 to 5 users in the ViVo dataset drops
from 38.2% to 6.9% (50𝑐𝑚 segmentation and 90° FoV) as shown in
Fig. 4d. The IoU among 2 to 5 users drops from 31.9% to 7.7% in
FHHI dataset (Fig. 4e). It is because more users vary with their
viewing preferences, resulting in diverse positions and orientations.
These viewport similarity observations motivate us to leverage
multicasting to users with high viewport similarity to utilize the
available bandwidth more efficiently.

3 M5 OVERVIEW
Fig. 5 shows the overview ofM5. Here, the clients update the server
with their current 6DoF motion at a rate of 30 Hz [20]. The up-
dated 6DoF motion of clients is used by the server to first perform
6DoF motion prediction. The predicted 6DoF motion of clients is
then used for (i) beam adaptation, (ii) blockage prediction, and (iii)
viewport and content prediction.
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Fig. 6: 6DoF motion prediction error for linear regression

First, the 6DoF motion prediction of clients is leveraged for pre-
dicting the availability of mmWave LoS paths and adapting the
beam accordingly. It is also used for determining LoS blockage pre-
diction and to switch to a NLoS path that is found using beamform-
ing proactively. Consequently, if the NLoS paths are not available
or clients have significant 6DoF motion that renders the proac-
tive beamforming less useful, prefetching is employed to ensure
the frames that would be potentially affected by an unavoidable
blockage are fetched well in advance. 6DoF motion is also exploited
for predicting the viewport of clients and fetching the frames in
advance based on their predicted viewport. The similarity between
the predicted content of clients is also calculated. Next, the beams
adapted based on LoS and NLoS predictions, frames to be prefetched
due to blockages, and 6DoF motion-based content prediction and
its similarity become input to the multi-lobe multicast scheduler.
The scheduler determines the unicast and multicast transmissions
based on the content similarity. It identifies multicast grouping
between the clients that can achieve the shortest transmission time
for their shared content. Based on the multicast groups, multi-lobe
beams that can achieve high and balanced SNR for all users of each
group are calculated. The scheduler then increases the quality of
the unicast and multicast transmissions while adhering to the 30 fps
frame rate constraint. The transmissions are then carried out from
the mmWave AP over the adapted single and multi-lobe beams.
The received content is then decoded and rendered to the clients.

We assume that while the actual volumetric video transmissions
are carried out mmWave links, there exists a 2.4 GHz control chan-
nel that can be used for reliable 6DoF motion feedback from clients
to the server. M5 does not assume any prior knowledge about the
environment and/or ambient reflectors for mmWave reflections.

4 BLOCKAGE PREDICTION AND MITIGATION
In this section, we first describe our 6DoF motion prediction model
and the blockage prediction model. We then explain how M5 uses
them for beam tracking, blockage prediction and prefetching.
4.1 6DoF motion and blockage prediction
6DoFmotion prediction. M5 utilizes an online linear regression
model [20, 80] (runs on the server) to predict the 6DoF motion of
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clients. Here, the three dimensions of position (X, Y, Z) and another
three dimensions of orientation (pitch, yaw, roll) are predicted
separately. At every time 𝑡 , we utilize a history window of length
𝐻 to predict the 6DoF motion at time 𝑡 + 𝑃 , where 𝑃 is the length
of the prediction window. Fig. 6 shows the prediction error for
ViVo and FHHI dataset with 𝐻 = 𝑃/2 [80]. The median error of
translational movement with a 200𝑚𝑠 prediction window is less
than 3.5𝑐𝑚, while the median rotation error is less than 8°. We
also find that the regression model has similar prediction errors for
translational and rotational movements in FHHI dataset [15].
Blockage prediction model. M5 utilizes a raytracing model
[26, 67, 76, 77] for blockage prediction. It considers two types of
blockages: self blockage and inter-user blockage. Self blockage is
when a client’s body itself blocks the FoV of the phased array of her
device. While prior work considers the self blockage [76],M5 also
predicts inter-user blockages in the multi-user volumetric video
streaming scenario. An inter-user blockage occurs when other users
block the paths between the AP’s and the client’s phased array.

Fig. 7 shows how we use raytracing to determine the two block-
ages. Let 𝑝𝑎 = [𝑥𝑎, 𝑦𝑎, 𝑧𝑎, 𝛼𝑎, 𝛽𝑎, 𝛾𝑎] and 𝑝𝑐 = [𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐 , 𝛼𝑐 , 𝛽𝑐 , 𝛾𝑐 ]
denote the 6DoF pose of the AP and a client in the world coordinate
system, respectively. We can calculate two vectors: (i) a lookat direc-
tion of the client asV𝑐 = [cos 𝛽𝑐 sin𝛼𝑐 , sin 𝛽𝑐 , cos 𝛽𝑐 cos𝛼𝑐 ], and (ii)
the direction from client to AP as V𝑐𝑎 = [𝑥𝑎, 𝑦𝑎, 𝑧𝑎]T − [𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐 ]T.
The angle 𝜙𝑐 between the vectors V𝑐 and V𝑐𝑎 is calculated as
𝜙𝑐 = 𝑎𝑡𝑎𝑛2(∥V𝑐 × V𝑐𝑎 ∥ ,V𝑐 · V𝑐𝑎) where function 𝑎𝑡𝑎𝑛2() is the
four quadrant inverse tangent. The angle 𝜙𝑎 between the lookat
direction (norm vector) of AP and V𝑎𝑐 is calculated in the same
way. A self blockage is detected when the condition 𝜙𝑎 > 𝐹𝑜𝑉𝑎/2
or 𝜙𝑐 > 𝐹𝑜𝑉𝑐/2 is true, indicating that the LoS path between AP
and client is out of the FoV of AP or client (Fig. 7b).

For determining inter-user blockage, we calculate the perpendic-
ular distance 𝑑 between a potential blocker 𝑝𝑏 and the vector V𝑐𝑎 .
We calculate the ratio 𝜆 =

V𝑐𝑏 ·V𝑐𝑎

∥V𝑐𝑎 ∥2
and distance 𝑑 =

∥V𝑐𝑏×V𝑐𝑎 ∥
∥V𝑐𝑎 ∥ . 𝜆

is used to inspect if the perpendicular point is on vector V𝑐𝑎 while
𝑑 is the distance from the blocker to the perpendicular point on
the vector. If 0 < 𝜆 < 1 and 𝑑 < 𝐷𝑇𝐻 , the blocker blocks the path
from AP to the client (Fig. 7c). Here, 𝐷𝑇𝐻 is a threshold to model
the size of a human body and we use 0.3𝑚 in our model.
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To determine the inter-user blockage of an NLoS path, we lever-
age the angle of arrival (AoA) and the angle of departure (AoD) of
the paths found through the beamforming (proactively triggered
when an LoS path is found to be unavailable). After getting the AoA
and AoD of different paths, we can separate the LoS path using the
6DoF motion information of users. In terms of the remaining NLoS
paths, their AoA and AoD could be matched by utilizing the method
in [26, 77]. In M5, all paths including the NLoS paths are judged
using SNR as in the 802.11ad protocol. We regard the midpoint of
the shortest distance between the two skew lines of the AP’s AoD
and the client’s AoA of the NLoS path as the reflection point. To
determine whether a blocker’s mobility will block the NLoS path
of the client, we examine the distance 𝑑 from the blocker to two
segments (one from AP to the reflection point and another from the
reflection point to the client). If the blocker appears within 𝐷𝑇𝐻

distance of either of them, the NLoS path of the client is predicted
to be blocked.

To validate our blockage prediction model, we utilize the user
6DoF motion traces from the ViVo dataset to simulate the mmWave
wireless channel in Remcom Wireless InSite. We then apply our
blockage prediction model on the same traces to determine if LoS
or NLoS path is available or client experiences a blockage (self or
inter-user). We then compare these predictions with SNR values
observed in Remcom for 200 instances. The results are shown in
Fig. 8a. We find that the accuracy, true-positive, and false-positive
rates of our predictions to be 92.9%, 92.1%, and 6.7%, respectively.
4.2 Beam adaptation and prefetching
Fig. 9 shows a flow-chart outlining how and based on which factors
the beam adaptation and prefetching decisions are made in M5.
When a new 6DoF motion update is available from a client at time
𝑡 , M5 first runs the 6DoF motion prediction model to predict the
client’s 6DoF motion at each time slot from 𝑡 to 𝑡 + 𝐵Δ𝑡 where Δ𝑡
is the time between two consecutive frames and 𝐵 is the number
of frames in the prediction window. The 6DoF motion prediction
is carried out for all clients for inter-user blockage detection.M5
then examines the link status for each consecutive time slot and
takes corresponding actions as we describe next.
(1) Beam tracking over LoS path. For each client, M5 first
checks the LoS availability between the AP and the newly predicted
6DoF motion of the client using the ray-tracing based self and
inter-user blockage model described earlier. This process takes as
input the 6DoF motion prediction of all clients for determining
potential inter-user blockages. If the LoS path is available for the
client 𝑝𝑐 at time slot 𝑡 + 𝑖Δ𝑡 where 𝑖 ∈ [1, 𝐵], AP performs beam
adaptation where the AP chooses to switch to a beam from its
codebook that provides the maximum gain at (𝜙𝑎 , 𝜃𝑎), where 𝜙𝑎
and 𝜃𝑎 are the azimuth and elevation angles from AP to the client
calculated using the AP’s 6DoF pose and the client’s predicted

6DoF motion. This means that M5 leverages the predicted 6DoF
data to directly perform LoS beam tracking without conducting the
time-consuming beamforming.
(2) Beam switching to NLoS path. If the LoS path between the
AP and the client is not available due to a blockage, M5 tries to
check if an NLoS path is available. However, the challenge is how
do we determine the AoD for the NLoS path for a client at time
slot 𝑡 + 𝑖Δ𝑡 using its predicted 6DoF motion. Prior works such as
[67, 76, 77] address this challenge by first locating the reflectors
in the environment through senses. However, the sensing can not
only be inaccurate but has to be repeated periodically, resulting in
high overhead. Instead, M5 proactively triggers the beamforming
process in such cases to find the NLoS path.

Even when relying on beamforming to find the NLoS path, beam
coherence can be an outstanding problem. Here, M5 predicts at
time 𝑡 that LoS blockage will occur at 𝑡 + 𝑖Δ𝑡 and performs beam-
forming to find the NLoS path at time 𝑡 . However, performing the
beamforming at 𝑡 might not be accurate since the best beam found
at time 𝑡 might be different from that at time 𝑡 + 𝑖Δ𝑡 due to client
mobility. We must ensure beam coherence between the two-time
instances. We leverage the change in 6DoF3 to predict this beam
coherence [71]. We claim that if the change in 6DoF between the
time 𝑡 and 𝑡 + 𝑖Δ𝑡 is not significant, the available mmWave paths
between the AP and the client remain the same. This means that
the NLoS sector found through beamforming at time 𝑡 can be used
correctly at 𝑡 + 𝑖Δ𝑡 . Finding what can be considered an insignificant
change is challenging, and we rely on empirical analysis to deter-
mine thresholds. Since the beam coherence depends on a range of
factors including beamwidth, we use a change of 1 dB to indicate
a possible change of beam. We choose 1 dB as the threshold since
existing mmWave WLAN standards such as 802.11ad/ay use that
as a threshold as default to trigger beamforming. We use Remcom
Wireless InSite [58] mmWave channel simulator to calculate the
channel matrix H for all users and their 6DoF traces for the ViVo
dataset. Fig. 8b shows the change of 6DoF for clients when their
SNR changes by no more than 1 dB. We find that median trans-
lational movements are 7.1 cm, 2.7 cm and 8.6 cm for X, Y, and
Z, and the median rotational movements are 7.4°, 6.8° and 9.2° for
yaw, roll, and pitch, respectively. Hence, we use these median val-
ues as thresholds to determine whether a client’s 6DoF change is
significant or not. We note that these values approximately corre-
spond to 6DoF prediction errors for window of length 200𝑚𝑠 as per
Fig. 6. This means that our 6DoF prediction errors are relatively
smaller compared to the movements observed within the same
mmWave beam, not requiring unnecessary beamforming due to
motion prediction errors.

If the 6DoF change for a client is not significant, the client is
scheduled to perform beamforming in the next time slot (i.e., 𝑡 +Δ𝑡 )
and the NLoS paths found will be leveraged at 𝑡 + 𝑖Δ𝑡 when the LoS
blockage is predicted to occur. This proactive beamforming helps
the AP to maintain uninterrupted connectivity to the client using
beamswitching. On the contrary, if we find after performing beam-
forming that the NLoS is unavailable or the NLoS will be blocked
by other users at time 𝑡 + 𝑖Δ𝑡 , M5 does not employ beamswitching.
Instead, M5 considers this situation as an unavoidable blockage
and starts the prefetching process as we discuss next.
(3) Prefetching for unavoidable blockages. There are two
situations that trigger prefetching inM5. One is when both LoS and
NLoS are predicted to be blocked for 𝑡 + 𝑖Δ𝑡 even after conducting

3In this paper, we use the terms 6DoF, 6DoF motion and 6DoF pose interchangeably.
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Fig. 10: Blockage Prediction and adaptive prefetching
the beamforming at time 𝑡 . Another situation is when the LoS path
is unavailable and the client has a significant 6DoF change between
𝑡 and 𝑡 + 𝑖Δ𝑡 (refer to Fig. 9). In this scenario, we cannot use the
NLoS path found using beamforming at time 𝑡 at 𝑡 + 𝑖Δ𝑡 since the
best beam found at 𝑡 could be likely changed at 𝑡 + 𝑖Δ𝑡 due to a
relatively larger 6DoF change. Therefore, M5 also considers this
as an unavoidable blockage and relies on prefetching to ensure
continuous video playback without stalls.
Frames to prefetch. Fig. 10(a) shows an example of unavoid-
able blockage where prefetching would be necessary. Here, for a
given client, while evaluating the link status for each slot in the
prediction window 𝐵, we find that an unavoidable blockage event
is expected to start at time 𝑡 + 𝑏Δ𝑡 and the blockage duration is
expected to be BLK time slots. The blockage is anticipated to affect
the transmission of frames shown in red in Fig. 10(a). These frames
have to be prefetched before the start of the blockage (i.e., between
𝑡 and 𝑡 + 𝑏Δ𝑡 ). These prefetched frames have to be transmitted to
the client along with the normally fetched frames (green frames in
Fig. 10(a)) between 𝑡 and 𝑡 + 𝑏Δ𝑡 . M5 prefetches these frames with
maximum allowable quality such that their transmission can be
completed before the start of the blockage. We defer the discussion
on video quality adaptation to Section 5.2 and discuss the adaptive
nature of prefetching first.
Blockage and viewport prediction error. The effectiveness of
prefetching relies on how accurately we are able to predict block-
ages as well as the content to be prefetched itself. However, there
are two outstanding challenges of prefetching the blocked frames
accurately and efficiently: blockage prediction errors and viewport
prediction errors. If the blockage prediction is inaccurate, prefetch-
ing would lead to transmission of frames that are possibly unneces-
sary, adversely affecting the quality at which the normally fetched
frames are transmitted. Furthermore, inaccurate 6DoF prediction
can result in viewport prediction errors which can then lead to
prefetch of inaccurate cells. Both blockage and viewport predic-
tion rely on 6DoF motion prediction which has a larger error with
longer prediction windows (Fig. 6). This means that on one hand,
we want to prefetch as close to the blockage start as possible for the
prefetching to be more accurate, while on the other hand, we want to
start prefetching reasonably before the start of blockage so that there
is enough time to prefetch the blocked frames.
Adaptive prefetching rate. To deal with this problem, M5 pro-
poses an adaptive prefetching scheme by gradually increasing the
prefetching rate as it approaches the start of the blockage. The

Time before the start of the
blockage (i.e., 𝑏Δ𝑡 in s)

Percentage of total prefetched
content (%)

2.0 - 1.5 11
1.5 - 1.0 32
1.0 - 0.5 66
0.5 - 0.33 85
0.33 - 0.2 97
< 0.2 100

Table 2: Adaptive prefetching rates calculated for the ViVo
dataset
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idea here is that when the prediction time 𝑡 is far away from the
predicted blockage starting at 𝑡 + 𝑏Δ𝑡 , M5 chooses to prefetch a
smaller portion of the total frames to be prefetched because of the
high probability of blockage and viewport prediction errors. As it
approaches closer and closer to the blockage start time,M5 has a
higher probability of a more accurate blockage and viewport pre-
diction. It then adaptively increases (or decreases) the prefetching
rate depending on how likely is the blockage.

Table 2 shows the total amount of prefetched content (in per-
centage) for different time intervals (𝑏Δ𝑡 ) preceding the start of
the blockage in the ViVo dataset. Here, the prefetching percentage
𝜒 is calculated as 1 − (𝑒𝑏𝑚 − min 𝑒𝑏𝑚)/(max 𝑒𝑏𝑚 − min 𝑒𝑏𝑚), where
𝑒𝑏𝑚 is the median of blockage prediction error for different time
intervals 𝑏Δ𝑡 . 𝜒 increases as we approach the start of the blockage.
For example, the time before the start of the blockage is 1𝑠 and if
the blockage event is predicted, 66% of the total prefetched content
should be transmitted before 0.5𝑠 is remaining till the blockage.
Figs. 10(b) and (c) show the true positive and false positive situa-
tions of the blockage prediction and corresponding prefetching in
M5. In Fig. 10(b), the blockage is consistently predicted to occur
between 𝑡 to 𝑡 + 𝑏Δ𝑡 , resulting in an increasing amount of content
being prefetched over these slots. On the other hand, in Fig. 10(c),
the blockage is predicted only during the first slot 𝑡 + Δ𝑡 . Given
that it is far from the start of the blockage, only a small amount of
content is prefetched. No blockages are predicted in subsequent
slots, resulting in no prefetched content in these slots.

5 CONTENT SIMILARITY BASED MULTICAST
We now develop customized multi-lobe beams that can be used for
content similarity-based multicast. We then propose a scheduler
for mmWave WLANs that combine the multicast and unicast trans-
missions while performing 6DoF prediction based beam adaptation
and blockage-aware prefetching.
5.1 Customized multi-lobe beam design
While we can leverage the 6DoF prediction of users to generate
beams providing high gain towards the users and increase the SNR,
multicasting with mmWave requires designing beams that provide
high gain in multiple directions simultaneously. We find that the
default vendor-provided codebooks are not designed to provide
suchmulti-lobe gains. Another challenge is that the multicast rate is
limited by the lowest possible modulation and coding scheme (MCS)



SenSys ’22, November 6–9, 2022, Boston, MA, USA Ding Zhang, Puqi Zhou, Bo Han, and Parth Pathak

among all concurrent users in the group. If sufficiently high SNR
cannot be guaranteed for all multicast group members, multicast
can perform even worse than unicast. Therefore, we not only need
to design customized beams that can provide gains in multiple
directions but the gains should be balanced such that a balanced
SNR can be guaranteed for multicast group users.

We first investigate the effectiveness of using the default vendor-
supplied codebook used in the commercial 802.11ad devices for
multicasting. We use the 6DoF traces collected in the ViVo dataset
and measure the SNR for different users with our mmWave WLAN
testbed. Our mmWave testbed includes an 802.11ad router from
Airfide [5] with 8 phased antenna array patches (shown in Fig. 13d)
and multiple Acer laptops [4] with 802.11ad NIC. We modify the
open-source 802.11ad driver on the laptop to extract the SNR, MCS,
and beamforming information to userspace. Fig. 11a shows the CDF
of maximum SNR that could be supported by the default codebook
for multicast groups of different sizes. We find that using the default
codebook, the median SNRs for three different group sizes are 24.2,
20.4, 16.7 dB, respectively, which can provide MCS 8, MCS 3, MCS
1 (as per 802.11ad table [24]) for multicast. However, the MCS 3
and MCS 1 can only provide 363 Mbps and 112 Mbps average data
rate in our measurements, which is not sufficient for multi-user
volumetric video streaming. Since the default codebook beams are
not explicitly designed to support multicast, it cannot guarantee
high SNR to all users in multicast groups.

To address the problem, we propose to create multi-lobe beams
by weighting the antenna vectors of beams pointing to individual
users while constraining the total power. Assume the optimal an-
tenna vector used for transmitting to user 𝑖 in a multicast group 𝑆
is w𝑖 , and the corresponding SNR is 𝑠𝑛𝑟𝑖 . We define the combined
antenna weight vector for the new beam as

w =

∑ |𝑆 |
𝑖

𝑠𝑛𝑟𝑖 ·w𝑖∑ |𝑆 |
𝑖

𝑠𝑛𝑟𝑖

(1)

The combined weight vector keeps the lobe direction of the individ-
ual beams while re-assigning the power of each lobe to provide a
balanced SNR for users in the multicast group. Therefore, it can not
only cover users at different locations but also provide a high com-
mon MCS to them. Our custom beam design shares the idea with
the coherent phase alignment [25, 74], but it requires just the SNR
value of single-lobe beams to normalize the antenna vectors. Since
different users have separate RF chains, a detailed channel state
information (CSI) is not needed in our case, making the multi-lobe
design more efficient in terms of measurement overhead.

When increasing the number of lobes in a customized beam, the
power assigned to each user decreases, given that the total trans-
mission power is restricted by FCC Maximum Effective Isotropic
Radiated Power (EIRP) limit. To understand this impact, wemeasure
the average of peak power of all lobes in multi-lobe beams. Fig. 11b
shows the average of peak power as the number of lobes increases
when using the combined vector for the weight calculation with
a 6 × 6 uniform rectangular array (URA). We find that compared
to the single lobe, the two and three-lobe power is lower by 4.9
dB and 6.8 dB, respectively. Increasing the number of lobes to four
reduces the power by 8.3 dB. Therefore, we limit the number of
users in a multicast group to no more than 3 in M5.

5.2 Multi-lobe multicast scheduling
In the multi-user multicast volumetric video streaming scenario,
we can formalize the scheduling problem as an optimization prob-
lem that maximizes the video quality for the requested volumetric

cells subject to the constraint of meeting the required frame rate.
However, different user groups of multicast transmission lead to
distinct viewport similarities (within the required cells) and dif-
ferent SNR values in mmWave WLAN, which results in different
transmission latency for users. Therefore, we must schedule the
multicast transmissions intelligently by selecting multicast groups
with low transmission latency. In M5, we choose multicast groups
based on the similarity of the users’ viewports and the transmission
efficiency (achievable SNR) of the corresponding multi-lobe beams.

Let us assume that the total cell size of a requested frame for user
𝑖 at video quality 𝑞 is 𝐹𝑞

𝑖
. In terms of the point cloud volumetric

frame, M5 considers q = 1 to 6 to represent different points density
(10%, 20%, 40%, 60%, 80%, and 100%) of the original frame. The
corresponding data rate at the current time slot for user 𝑖 is 𝑟𝑖
after the beam adaptation. Then we can estimate the transmission
time for user 𝑖 and video quality 𝑞 as 𝑡𝑞

𝑖
= 𝐹

𝑞

𝑖
/𝑟𝑖 . Suppose we

use unicast to transmit the frame to all concurrent users. In that
case, the total time for transmitting the frame is the summation of
the transmission time for all users, including transmitting a large
amount of redundant content, limiting the highest video quality
users can watch.

In terms of the multicast, we can estimate the transmission time
of a multicast group 𝑆 being served with video quality 𝑞 as

𝑇𝑞 (𝑆) = 𝐹
𝑞

𝑆
/𝑟𝑆 +

|𝑆 |∑︁
𝑖

(𝐹𝑞
𝑖
− 𝐹

𝑞

𝑆
)/𝑟𝑖 (2)

where 𝐹
𝑞

𝑆
is the size of the overlapped cells for user group 𝑆 be-

ing requested at video quality 𝑞 and 𝑟𝑆 is the multicast data rate
determined by the multi-lobe beams for the multicast group 𝑆 . In
above equation, the first part is the time to transmit the overlapped
cells using multicast transmission, while the second part is the
transmission time to stream the remaining requested cells using
unicast to each user.

It is clear that multicast group selection affects both the multicast
content and the data rate. Among a set of users𝑈 , we would like to
find the set of groups 𝑆𝑚𝑖𝑛 that has the minimum total transmission
time 𝑇 =

∑
𝑇𝑞 (𝑆) where 𝑆 ∈ 𝑆𝑚𝑖𝑛 . We then increase the video

quality 𝑞 until the total transmission time 𝑇 > 1/𝐹𝑃𝑆 where 𝐹𝑃𝑆
is the required frame rate, and the constraint

∑
𝑇𝑞 (𝑆) <= 1/𝐹𝑃𝑆

guarantees that there is no stall for all multicast groups in the group
set 𝑆𝑚𝑖𝑛 . The searching space for finding the optimal grouping to
minimize the transmission time is bounded by 𝑂 (𝑁𝑁 ) where 𝑁 is
the total number of users.

As discussed in Section 5.1 and Fig. 11b, we restrict the number of
lobes to 3 in multi-lobe design, resulting in the maximum multicast
group size being 3 as well. Hence, the complexity of finding the
optimal group that can maximize the video quality while meeting
the frame rate is bounded by 𝑂 (𝑁 3). To achieve efficient multicast
group selection, we propose a scheduler to select the multicast
group based on their viewport similarity and gradually improve
the video quality while adhering to the frame-rate limitation.
M5’s scheduler. Our scheduler schedules the transmissions at
each time slot (every 33 ms at a frame rate of 30 Hz). At each time
slot, M5 scheduler first determines the set of pending frames F
(normally fetched for buffering as well as prefetched) based on the
6DoF motion prediction and prefetching schemes discussed earlier.
These set of frames F with a set of users U becomes input to our
scheduler. The output of our scheduler is a group of transmissions
for the pending frames, along with its quality and the set of beams
(single lobe for unicast and multi-lobe for multicast) used to deliver
these frames to the users. The scheduler tries to form multicast
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groups when multiple users request the same content in order to
reduce the transmission redundancy and improve the video quality
within the time slot (i.e., the required frame rate is maintained).
Here, for each frame that is being requested by multiple users, all
possible multicast groups are first calculated, and then the group
that achieves the highest SNR (for all users in the group based on
the multi-lobe beam pattern created for that group) is chosen for
the multicast transmission. A user can become part of a different
multicast group at a different time depending on the frame(s) be-
ing requested at that time. The intuition here is that if we select
the group that achieves the highest SNR, the resultant multicast
transmission will take the smallest transmission time, reducing the
video stall. To achieve this, our scheduler runs the following steps
every time slot.
(1) Sort the pending frames in ascending order of the frame index.
For each pending frame 𝐹 𝑗 ∈ F, find the set of users 𝑈 𝑗 ⊂ U
requesting the same frame. If 𝑈 𝑗 only has one user, go to Step 2,
otherwise go to Step 3.
(2) Schedule a unicast transmission with the default beam (found
using the 6DoF-based beam adaptation) at the lowest quality (𝑞 = 1)
for the user frame 𝐹 𝑗 . Estimate the transmission time𝑇𝑗 . Go to Step
1 if there are more pending frames in F or else go to Step 5.
(3) Schedule a multicast transmission for the set of users 𝑈 𝑗 . The
total number of possible multicast groups equals the number of
ways one can partition𝑈 𝑗 into subsets of size 𝑥 where 𝑥 ∈ [1, |𝑈 𝑗 |]
and 𝑥 ≤ 𝐿 where 𝐿 is the maximum number of users allowed
in a multicast group. As stated earlier, we utilize 𝐿 ≤ 3 in our
experiments due to decreasing similarity among users and lower
SNR of multi-lobe beams with increasing group size. We obtain a
set of candidate partitions S by calculating the Stirling numbers of
the second kind for the set𝑈 𝑗 . For each candidate partition 𝑆𝑐 ∈ S,
go over all groups 𝑆 ∈ 𝑆𝑐 in the partition. Then for each group
𝑆 , calculate the overlapped volumetric content 𝐹𝑞

𝑆
at the lowest

quality 𝑞 = 1. Note that the partition 𝑆𝑐 can be a combination of
multi-user groups and single user groups which are served using
multicast and unicast respectively.
(4) For each multi-user group 𝑆 ∈ 𝑆𝑐 , find the corresponding multi-
lobe beams 𝑏𝑆 using Equ. 1 by combining the individual weight
vectors for users in 𝑆 . By probing the multi-lobe beam, we can
get the SNR value and estimate data rate 𝑟𝑆 . Then we estimate
the transmission time 𝑇𝑞 (𝑆) for this group 𝑆 based on the Equ. 2.
The total transmission time for the candidate partition 𝑆𝑐 is the
summation of the transmission time of all groups belonging to it.
Among all candidate partitions 𝑆𝑐 ∈ S, select the partition 𝑆𝑚𝑖𝑛

with the minimum total transmission time 𝑇𝑗 for multicasting the
current frame 𝐹 𝑗 . Go to Step 1 if there are more pending frames in
F or else go to Step 5.
(5) Let 𝑇 =

∑ |F |
𝑗

𝑇𝑗 be the total transmission time for all pending
frames in F. If 𝑇 is less than the frame rate constraint 1/𝐹𝑃𝑆 , keep
increasing 𝑞 to the next video quality level until 𝑇 > 1/𝐹𝑃𝑆 .
(6) Lastly, transmit with multicast for multi-user and unicast for a
single user for each pending frame 𝐹 𝑗 ∈ F with quality 𝑞 𝑗 . Go to
Step 1 to scheduling the next time slot.

6 PERFORMANCE EVALUATION
We first utilize 6DoF motion traces from two datasets, ViVo [20]
and FHHI [14] (Table 1, the same datasets used in motivation exper-
iments in Section 2), to analyze the performance of our blockage
prediction model in Section 6.1. We then implement and evaluate
ourmulti-lobe beam design on our COTS 802.11ad 60 GHzmmWave
testbed in Section 6.2. Lastly, using trace-driven simulations (6DoF

traces and mmWave channel traces), we evaluateM5 ’s blockage
mitigation scheme including beam adaptation and prefetching in
Section 6.3 and end-to-end performance in terms of video frame
rate and quality in Section 6.4.

Our mmWave experimental and trace-driven evaluation involves
the following steps. We simulate the Airfide AP (shown in Fig. 13d)
equipped with eight patches of phased antenna arrays from our
testbed in Remcom Wireless InSite mmWave channel simulator
[58]. Here, we place the AP in a 10𝑚 × 10𝑚 empty room at a height
of 2𝑚. We then use the Remcom to simulate fine-grained channel
matrices for 6DoF motion traces of users. We use an AWS server
(3.6GHz 18-cores with 32 GB RAM) for approximately 16 days to
get more than 320K channel instances for 30 different users. We
then use the AP in our testbed to create single and multi-lobe beam
codebooks. These codebook weight vectors are then applied to the
channel matrices calculated from Remcom for different 6DoF traces
to calculate the SNR values. The SNR values of the traces are then
used for all modules ofM5, including beam adaptation, blockage
prediction, prefetching and multicast schedule. The benefit of this
methodology is that it enables us to evaluate different variations of
our proposed schemes as well as other alternative schemes on the
same set of 6DoF traces in a more reproducible manner.

6.1 Blockage prediction
Characterizing blockages with 6DoF motion traces. We first
characterize the viewport of two real world 6DoF motion datasets
(ViVo and FHHI) in terms of the availability of LoS and NLoS paths
along with the probability of blockages in mmWave WLANs. De-
pending on users’ 6DoF mobility, there can be self blockages as
well as inter-user blockages, resulting in different availability of
the LoS path and NLoS paths.

Based on our path estimation and blockage prediction models
presented in Section 4.1, we define three probabilities to charac-

terize the blockage events. Each probability is defined as
∑𝐹

1
∑𝑁

1 I
𝐹×𝑁

where 𝐹 is the number of frames of the video, 𝑁 is the number of
concurrent users watching the video together, and I is a binary
variable presenting different events. The LoS probability is defined
as the probability where I = 1 represents the LoS path is avail-
able for the corresponding user. When the LoS path is available,
M5 tracks this LoS path with the predicted 6DoF data and directly
adapts the mmWave beam accordingly. Similarly, the NLoS proba-
bility is defined as the probability where I = 1 represents the LoS
is not available but at least one of the NLoS paths is available for
the corresponding user. To utilize the NLoS path, M5 examines the
channel stability using 6DoF changes and conducts beamforming
to find the NLoS path across the blockage proactively. The last is
the blockage probability where I = 1 represents that none of the
LoS and NLoS paths are available for the corresponding user. M5
tackles this complete blockage using adaptive prefetching.

Figs. 12(a)-(c) show the CDF of the three probabilities for the
ViVo dataset and FHHI dataset, respectively. We observe that the
LoS probability decreases with the increasing number of concurrent
users due to the increasing number of blockages. For instance, for
five concurrent users, the average LoS probability is 54% and 31%
for ViVo dataset and FHHI dataset, which shows that only 54% and
31% of the total 6DoF poses can be transmitted using the default
LoS path in the five users scenario. Fig. 12b shows the probability
of the NLoS path which can be used to proactively switch to. On
average, 36% and 45% of the 6DoF pose for five users in ViVo and
FHHI dataset could use a NLoS path. Lastly, there is a large number
of 6DoF poses (up to 21% and 32% for five users as shown in Fig.12c)
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Fig. 12: Characterization of LoS, NLoS, blockage probability and blockage duration in multi-user scenario
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Fig. 13: (a-c)M5 blockage prediction performance in multi-user scenario; (d)Airfide AP with uniform rectangular array (URA)
where none of the LoS and NLoS paths are available for transmitting
when users watch the volumetric frames. These frames need to be
prefetched to reduce the video stall.

We also characterize the blockage duration with ViVo and FHHI
6DoF traces in Fig. 12d. We observe that an increasing the number
of users will result in some increase in the blockage duration. In-
creasing the users from 2 to 5, the 75th percentile of the blockage
duration increases from 1089 ms to 1353 ms for ViVo dataset and
1122 ms to 2079 ms in the FHHI dataset.
Performance of blockage prediction. M5 ’s path estimation
and the blockage prediction model are based on the 6DoF motion
prediction. To evaluate the performance, we run the model on
ground truth 6DoF traces and predicted 6DoF traces separately and
calculate the prediction error for LoS, NLoS, and blockages. The
prediction error is calculated as (false position + false negative) /
total number of predictions. Fig. 13a shows the prediction error
(using 200𝑚𝑠 prediction window) with the increasing number of
concurrent users for LoS, NLoS, and blockage prediction. We ob-
serve that the LoS prediction error does not rise when increasing
the number of users, while both NLoS and blockage prediction
errors increase with the increasing number of users. It is because,
with the increasing number of users, the NLoS and blockage events
increase, lowering the probability of accurate prediction. However,
our LoS, NLoS, and blockage prediction are accurate with a median
prediction error for all three being 3.8%, 4.3%, 0.8% and 4.1%, 5.8%,
3.6% for groups of two users and five users, respectively.

Since volumetric videos enable the 6DoF movement of users, the
prediction of each dimension might have different impacts on the
path estimation and blockage prediction. We separately investigate
the effect of the translational (X, Y, Z) and rotational (yaw, pitch, roll)
movement on the prediction error. We show the result of LoS, NLoS,
and blockage prediction error when only using position, rotation,
and using both in Fig. 13b. We observe that prediction errors in
orientation play a more important role in terms of path estimation.
It shows that compared to the small translational error, the small
rotational error causes larger changes to the path estimation in the
mmWave WLAN. While in terms of the blockage prediction, the
position and orientation errors negatively affect the prediction.

Lastly, we show the blockage prediction error with different
lengths of prediction windows for both ViVo and FHHI datasets in

Fig. 13c. As expected, the blockage prediction error increases with a
longer prediction window. For example, with the 200𝑚𝑠 prediction
window size, ViVo and FHHI datasets have less than 2.7% and 1.8%
median blockage prediction error. When the prediction window
size increases to 2𝑠 , both error rates rise to 14.5% and 16.6%. As
mentioned in Section 4.2, we utilize this observation to facilitate
the adaptive prefetching scheme only to increase the prefetching
rate when we gradually approach the start of blockage (i.e., shorter
prediction window and hence a more accurate prediction).

6.2 Multi-lobe design
Multi-lobe beam implementation on COTS phased arrays.
To evaluate M5 ’s multi-lobe design, we utilize a COTS 802.11ad
mmWave AP from Airfide [5] which is equipped with Qualcomm
QCA9500 chipset (QCA6335 baseband and QCA6310 RF transceiver)
and eight 6 × 6 uniform rectangular array (URA) patches as shown
in Fig.13d. The control structure of the Airfide URA is similar to the
one shown in [47, 92]. Each element of the URA is controlled using a
2-bit phase-shifter and a 1-bit amplitude switch (enabling/disabling
the antenna element). To generate single-lobe beams pointing in
different directions and then combine them into multi-lobe beams
used for multicast in M5, we first simulate the beams in Matlab
(using antenna toolbox [70]) and map the corresponding weight
vectors on the Airfide URA. Through extensive calibration measure-
ments, we first determine the index of URA antenna elements) one
by one and then apply the antenna weight vectors. The measured
element indices are shown in Fig. 13d.

Fig. 14(a-c) show the simulated as well as measured single and
multi-lobe patterns for 2, 4 and 8 patches. To measure the Airfide
URA gain patterns, we use a Vubiq RF frontend [73] equipped with a
1.5° horn antenna and connected it to a baseband signal analyzer.We
then rotate the Airfide AP using an automatic rotator and measure
signal strength at 1° resolution. We repeat the process for each
antenna gain pattern (single and multi-lobe) created through the
different antenna patches. As shown in Fig. 14(a-c), the effective
beams have 34°, 17°, and 8.5° main-lobe half-power beamwidth
(HPBW) for 2 patches (6 elements on the horizontal plane), 4 patches
(12 elements on the horizontal plane), and 8 patches (24 elements
on the horizontal plane), respectively. We can observe that the
main lobes of the simulated and measured antenna patterns match
well, and the patterns have a strong similarity. The differences can
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Fig. 14: (a-c)M5 single-lobe andmulti-lobe patterns with different HPBW. (d,e)M5’s multi-lobe beams improve SNR formulticast.
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Fig. 15: M5’s blockage mitigation (a) BF overhead, (b) latency, (c) SNR difference, (d) frame rate, and (e) prefetching accuracy.
be mostly attributed to phase quantization as the Airfide AP can
only provide four phase values (0, 𝜋/2, 𝜋 , and 3𝜋/2) compared to
continuous phase values used in the simulation.
SNR improvement of multi-lobe beams for multicast groups.
We next evaluate how effectively the multi-lobe beams can support
the users within different multicast groups. To this end, we put
different multicast groups of two users at different positions and
orientations corresponding to the 6DoF data in ViVo and FHHI
datasets. The users utilize Acer laptops [4] (equipped with similar
802.11ad NIC as Airfide but different phased array NGFF595A-L-
Ant [43]) as the receivers. We then extract the SNR, MCS and sector
information from the wil6210 [78] driver to user space. On the
AP side, we use Airfide with our customized multi-lobe patterns
to generate beams pointing to the users. In Fig. 14d and 14e, we
show the CDF of SNR values with all tested 6DoF combinations
with the default beams provided by the 802.11ad vendor codebook
(not optimized for multicast) and ourM5 ’s multi-lobe beams. We
also show the best SNR of the single user in the multicast group.
Exploiting theM5 ’s customized beams, the users can achieve an
average 5.6 dB and 3.4 dB gain in the low SNR range (bottom 30%
SNR) compared with the default beams when using 6DoF poses
from ViVo and FHHI datasets in our testbed. In addition, the multi-
lobe beams can achieve comparable SNR as the single user’s best
SNR case (0.6 dB and 0.5 dB SNR difference on average) to support
multi-user in the multicast group. These higher SNR values can
lead to higher common MCS and throughput in mmWave WLANs.

6.3 Cross-layer blockage mitigation
Beam adaptation. Current commercial 802.11ad/ay devices (in-
cluding from Airfide [5]) reactively triggers the beamforming when
the SNR value of the current beam changes by 1 dB as default. On
the other hand,M5 utilizes the 6DoF prediction to find the LoS path
and proactively adapt the beam to the LoS path without the time-
consuming beamforming. In the case of NLoS, when the predicted
6DoF has not changed significantly, M5 conducts beamforming
and NLoS blockage prediction to find the available NLoS path. M5
also needs to probe the custom-designed multi-lobe beam before
initiating the multicast transmission. However, this probing over-
head is much smaller (probing one beam compared to all beams
of the codebook in typical SSW). Fig. 15a shows the beamforming
overhead collected on our 802.11ad COTS testbed in terms of the
number of sector sweeps per second (SSW/s) with increasing users.

As shown in Fig.15a, M5 reduces beamforming overhead from 16.9
SSW/s to 8.1 SSW/s for two users, and from 41.8 SSW/s to 25 SSW/s
for five users. On average,M5 results in 46.3% beamforming over-
head reduction for different numbers of users. After the SSW, we
switch to the sector with the best SNR value via the wmi command
in real-time.

We now evaluate the latency ofM5. The dominant component
affecting the latency is the overhead of beamforming. InM5, beam-
forming is required for finding theNLoS paths to go across predicted
blockages and for evaluating the SNR of single-lobe and multi-lobe
beams. The beamforming overhead increases with the number of
users as it has to be performed in sequence for each user. On our
testbed, each SSW takes 2.41 ms for one user considering 64 sectors
to be searched on the AP. We find that other components of M5
such as the blockage prediction calculation and multicast scheduler
incur very small latency (< 1ms on typical off-the-shelf laptop [4]
with 2 cores). Fig. 15b compares the beamforming latency of M5
and the default 802.11ad protocol. Given that the time consumed by
an AP for performing beamforming results in packets being queued
(increasing queuing delay on the AP), fewer sector sweeps translate
to lower link latency.M5 utilizes 6DoF motion prediction to reduce
the number of SSWs, resulting in lower latency of the system. In
comparison, 802.11ad requires much more frequent beamforming,
increasing the latency. Fig. 15b shows that M5 can reduce the la-
tency by 51.2% and 43.4% for two users and five users, respectively.
We also note that the latency can be further reduced by searching
fewer sectors in each SSW based on the predicted 6DoF motion.

Another important factor in evaluating 6DoF based beam adap-
tation is that when the predicted 6DoF has errors, it might result in
a selection of a suboptimal beam. To understand this effect, we first
compare the best sector selected by M5 based on the ground truth
and predicted 6DoF motion. We find that, on average, in 93.2% of
the instances, the best sector selected by M5 using ground truth
and the predicted 6DoF motions are the same. For the remaining
instances when the chosen best sectors are different, we calculate
the SNR difference between the best sector selected based on the
ground truth motion and the suboptimal sector selected based on
the predicted 6DoF motion. Fig. 15c shows the SNR difference. We
find that the median SNR difference is 0.54 dB, where the difference
for LoS and NLoS paths is 0.41 dB and 0.57 dB, respectively. The
higher SNR difference of the NLoS paths is due to the higher NLoS
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Fig. 16: M5 can effectively improve the frame rate and video quality
prediction error, as shown in Fig. 13a. Overall, we find that the 6DoF-
based beam adaptation can reduce the beamforming overhead and
guarantee a comparable SNR.
Prefetching. In the situations of unavoidable blockages, M5
adaptively prefetches frames ahead of the predicted blockage, as
described in Section 4.2. Fig. 15d shows the frame rate (capped at
30 fps) for two and five concurrent users scenario without and with
prefetching as we increase the prediction window. We observe that
our prefetching scheme significantly improves the frame rate by
prefetching the frames that would be affected by blockages. We find
that the median frame rate of two users is 19.8 fps without utilizing
the prefetching, while with prefetching, the frame rate increases
to 24.4 fps, 28.7 fps and 29.8 fps for the prediction window of 200
ms, 533 ms, and 1000 ms, respectively. Since a longer prediction
windowprovidesmore time for prefetching, the frame rate increases
correspondingly. While increasing the number of users reduces the
frame rate, Fig. 15d shows that the prefetching scheme can still
improve the frame rate by 41.1%, 72.6% and 80.2% for 200 ms, 533
ms, and 1000 ms prediction windows, respectively in five users case.
We note that using content similarity-based multicast is another
key way of increasing frame rate with more users. We discuss these
results later in the end-to-end evaluation.

While a longer prediction window helps to prefetch more volu-
metric content in time, it also results in higher error in content pre-
diction (i.e., what volumetric cells in frames are being prefetched).
We calculate the prefetching accuracy as the number of cells cor-
rectly prefetched and correctly not prefetched over the total number
of predicted cells in each frame and show M5 ’s prefetching ac-
curacy with different sizes of the prediction window within two
datasets. As shown in Fig.15e, the longer prediction window leads
to a higher 6DoF prediction error and lower prefetching accuracy.
The median prefetching accuracy is 97.1% and 91.1% for 1𝑠 and 2𝑠
prediction window within ViVo datasets. FHHI dataset has lower
prefetching accuracy, which is 94.2% and 85.9% for 1𝑠 and 2𝑠 pre-
diction window.

6.4 End-to-end performance of M5
To evaluate the end-to-end performance of M5 in volumetric video
streaming scenarios, we investigate the frame rate and video quality
using trace-driven simulation for different schemes. (1) The Base-
line scheme utilizes the default 802.11ad beamforming to find the
best SNR beam for all users and transmit the required volumetric
content to all users with the unicast transmission, (2) ViVo: it uses
the viewport, distance, and occlusion optimization to reduce the re-
quired content size compared to the baseline scheme.We implement
ViVo for multiple users with unicast transmissions for our compari-
son. (3) Our proposed schemeM5 uses 6DoF-based beam adaptation,
blockage-aware prefetching, and content similarity based multicast
along with ViVo’s volumetric content optimization.

Fig. 16a and Fig. 16c show the frame rate for ViVo and FHHI
datasets for the three schemes. We find that M5 significantly im-
proves the frame rate compared to the baseline unicast and ViVo.

The median frame rates for the two user cases are 19.5 fps, 24.1
fps, and 30 fps in ViVo dataset, and 12.6 fps, 22.7 fps and 29.6 fps in
FHHI dataset. The ViVo scheme improves the frame rate by signifi-
cantly reducing the required bandwidth. Hence, it can support more
frames when users experience low SNR value. However, it cannot
predict and mitigate the blockage effects, so the blockages in the
multi-user scenarios still deteriorate the frame rate for ViVo. On the
contrary, M5 can predict the blockage events and prefetch frames
to mitigate the blockage events. In addition, it further reduces the
required bandwidth when multiple users share the overlapping
volumetric content. As a result,M5 can keep the high frame rate
for all users. With the increasing number of users, all schemes expe-
rience frame rate reduction because of the growing size of required
content and the frequent blockages among users. However,M5 can
still provide a reasonably high frame rate.

Figs. 16b and 16d show the video quality. We observe that M5
outperforms the ViVo and baseline scheme. Specifically, M5 can
achieve on average 59.4% and 109.3% quality improvement in ViVo
and FHHI dataset, respectively. M5 provides higher gains for both
frame rate and video quality with FHHI dataset than the ViVo
dataset because of the higher blockages in FHHI dataset (Fig. 12c).
We note that the maximum number of users supported by M5
depends on various factors including mmWave link bandwidth,
inter-user interference, design of phased antenna array (for creating
multi-lobe beams), users’ expected video content quality, and even
their 6DoF motion. While our results indicate that M5 can serve
up to 5 users with high-resolution video without any stalls, if the
required quality is lower or viewport similarity is significantly
higher, more users can be supported. For instance, among the ViVo
dataset user traces, if all users are stationary without any blockages
and just need the low-resolution video quality, M5 can support up
to 10 users on average without video stalls.

Lastly, we dissectM5 by separately considering the performance
gain provided by prefetching (M5-P) and multicast (M5-M). As
shown in Fig. 16e, compared to the frame rate improvement achieved
through multicast (from 12.6 to 21.1 fps), the prefetching scheme
can significantly improve the frame rate (from 12.6 to 29.3 fps).
However, prefetching alone achieves a relatively lower gain in
video quality (21%) compared to multicast. It is because prefetching
can mitigate the blockage effect and reduce the video stall times
but it does so with the low-quality content most of the time. On the
other hand, multicast can achieve a higher video quality gain (74%)
compared to prefetching because it effectively reduces the total
content to be transmitted. In conclusion,M5 can provide significant
performance improvement for users’ frame rate and video qualities
compared to the state-of-the-art system.

7 DISCUSSION AND FUTUREWORK
Multi-AP scenario. While M5 utilizes a single AP, the underly-
ing concepts of viewport similarity-based multicast and 6DoF-based
blockage prediction can be extended to the multiple-AP scenario.
While the added spatial diversity can increase blockage resilience,
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extendingM5 to multiple APs will require us to address the follow-
ing two problems. First, depending on the blockages observed by
the users of a multicast group, an intelligent AP selection scheme
is necessary to provide the highest throughput for the multicast
group. However, the computational complexity of AP selection,
along with group selection, could be higher in comparison. Second,
the beamforming overhead also proportionally increases with the
number of APs. This means that the beam adaptation schemes pro-
posed for M5 need to be carefully adapted to reduce this overhead
while ensuring high-gain beams from all APs.
Prolonged blockages. In a multi-user scenario, it is possible that
all paths of a user are blocked by other users for a long duration.
The duration can be long enough such that prefetching cannot be
used for the entire duration and video stall becomes unavoidable. A
potential solution to the problem could be providing visual hints to
the blocked user (through the AR/VR headset) and guiding them to
potential alternatives in terms of 6DoF motion that can help them
avoid the blockages. We also believe that the use of multiple APs
and careful deployments can further alleviate such situations of
prolonged blockages.
Multicast implementation. After micro-benchmarking indi-
vidual components ofM5 on our testbed, we utilized a trace-driven
simulation to evaluate the end-to-end performance. This is because
currently there is only one open-source 802.11ad driver (wil6210
[78]) in the Linux kernel. This driver, which is compatible with the
current 802.11ad chipset (Qualcomm QCA9500 [51]), utilizes Hard-
MAC where MAC layer functions are implemented in proprietary
firmware, impeding multicast implementation on the testbed. In
the future, we plan to collaborate with device vendors to develop a
complete MAC layer implementation of M5.
Blockage and motion prediction. mmWave links in practice
can exhibit partial blockages (reduction in signal strength but not
complete outage of the link). M5 uses a binary model for blockage
prediction which is relatively conservative in predicting blockages.
This is because accurately predicting partial blockages requires
exhaustive ray-tracing, which is known to be computationally ex-
pensive and time-consuming [28], making it difficult to be adopted
inM5 for real-time operations. In the future, we plan to leverage
recent advances in computationally efficient ray-tracing models
[18, 30, 91] for simulating partial blockages.

8 RELATEDWORK
mmWave Communications. There exists a plethora of work on
characterizing mmWave links and networks [56, 57, 59, 63, 68, 79,
87, 95] and on beam searching and adaptation for mobility [31, 45,
47, 64, 76, 93], interference [26, 37, 44, 62], and their combinations
[19, 21, 60, 67, 74, 85]. Blockage mitigation in mmWaveWLANs has
been extensively studied with the use of multiple beams [25, 75],
multiple APs [85], out-of-band communication [46, 66], reflected
paths [2, 3, 69, 77, 94, 96], wider beams [19, 68, 82] and proactive
network deployments [81]. However, these solutions only consider
the PHY layer information for improving link resiliency. In compar-
ison, we investigate application-aware and cross-layer resiliency
solutions that explore upper layer information at MAC/PHY layer
(e.g., motion-aware multi-beam adaptation) and vice versa (e.g.,
blockage-aware prefetching) in M5.
Multimedia Content Delivery over mmWave. Most works
usedmmWave “as-is” to deliver HD videos [7, 54, 61], 360° videos [49,
65], VR content [2, 3, 33]. MoVR [2, 3] utilizes special antennas and
reflectors for VR over mmWave, but it is incompatible with off-
the-shelf devices. Pia [76] takes advantage of poses to help users

proactively switch to alternative APs in mmWave WLAN to miti-
gate self-blockages. WhileM5 not only further considers inter-user
blockages in a multi-user scenario, but also focuses on volumetric
video streaming by considering the upper layer information such
as viewport similarity for multicast transmission.

Multicasting multimedia content over legacyWLAN has been ex-
plored [6, 13, 39]. However, directional communication in mmWave
WLANs makes multicast a challenging problem, requiring us to
develop a multi-lobe multicast solution. Similarly, mmWave mul-
ticast has been investigated in prior works [1, 41]. Authors in [1]
propose a joint design of hybrid transmit precoders and receive
combiners for mmWave multi-group multicasting. Authors in [41]
propose to use multi-level codebook for mmWave multicasting.
These works are oblivious to upper-layer applications compared
to M5 which leverages application specific information (e.g., view-
port similarity) to form the multicast groups and serve them over
mmWave. Furthermore,M5 is the first system to demonstrate the
use of multi-lobe beams for multicasting on COTS mmWave de-
vices. Viewport-based video content prefetching has been widely
explored in 360° videos [11, 34, 53, 80, 90]. In comparison,M5 lever-
ages prefetching for volumetric videos. A key difference compared
to the prior work is that prefetching inM5 is not only dependent on
the user’s motion but also on predicted blockages. Such a prefetch-
ing facilitated throughM5’s cross-layer design for volumetric video
streaming over blockage-prone mmWave links is still unexplored.
Volumetric Video Streaming. Only a few studies exist on volu-
metric video streaming [15, 16, 20, 29, 48, 50, 52], given that the re-
search in this area is still in its infancy. Existing work either directly
streams encoded point cloud data (e.g., ViVo [20] and GROOT [29])
or uses 3D to 2D content transcoding [15, 16, 52] for a single user.
In contrast to the above work, we study the technical challenges
of enabling multi-user volumetric content delivery over mmWave.
Volumetric video streaming over mmWave was recently explored in
[86]. However,M5 aims at creating a holistic system with various
novel components, including 6DoF-motion-based beam adaptation,
blockage-aware prefetching, multicast multi-lobe scheduling, and
end-to-end system evaluation on real 6DoF motion traces.
Multi-user Multimedia Applications. Recent work has started
to support multiple users for AR [36, 55, 88, 89], VR [17, 32, 38], and
360° video streaming [8–10, 49]. While these works improve the
system performance by focusing purely on the application layer,
we propose cross-layer optimizations for multi-user immersive vol-
umetric content delivery and employ motion prediction to facilitate
beam adaptation, blockage prediction and multicast grouping.

9 CONCLUSION
In this paper, we propose a holistic system,M5, to stream volumetric
videos for multiple users with multi-lobe multicast in mmWave
WLAN. Based on the 6DoF motion prediction of multiple users,M5
predicts the blockages and proactively adapts beams if the blockage
is avoidable and prefetches frames otherwise. It uses multicast
for users with similar content through a customized multi-lobe
beam pattern to reduce the required bandwidth. Our experimental
and trace-driven simulation results show that M5 can effectively
improve the frame rate and video quality compared to the state-of-
the-art system.
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