2204.07312v1 [math.OC] 15 Apr 2022

.
.

arxiv

Structural Analysis of Branch-and-Cut and the Learnability of
Gomory Mixed Integer Cuts

Maria-Florina Balcan* Siddharth Prasad? Tuomas Sandholm? Ellen Vitercik®

Abstract

The incorporation of cutting planes within the branch-and-bound algorithm, known as
branch-and-cut, forms the backbone of modern integer programming solvers. These solvers
are the foremost method for solving discrete optimization problems and thus have a vast ar-
ray of applications in machine learning, operations research, and many other fields. Choosing
cutting planes effectively is a major research topic in the theory and practice of integer pro-
gramming. We conduct a novel structural analysis of branch-and-cut that pins down how every
step of the algorithm is affected by changes in the parameters defining the cutting planes added
to the input integer program. Our main application of this analysis is to derive sample com-
plexity guarantees for using machine learning to determine which cutting planes to apply during
branch-and-cut. These guarantees apply to infinite families of cutting planes, such as the family
of Gomory mixed integer cuts, which are responsible for the main breakthrough speedups of
integer programming solvers. We exploit geometric and combinatorial structure of branch-and-
cut in our analysis, which provides a key missing piece for the recent generalization theory of
branch-and-cut.

1 Introduction

Integer programming (IP) solvers are the most widely-used tools for solving discrete optimization
problems. They have numerous applications in machine learning, operations research, and many
other fields, including MAP inference [22], combinatorial auctions [33], natural language process-
ing [23], neural network verification [11], interpretable classification [37], training of optimal decision
trees [9], and optimal clustering [30], among many others.

Under the hood, IP solvers use the tree-search algorithm branch-and-bound [26] augmented
with cutting planes, known as branch-and-cut (B&C). A cutting plane is a linear constraint that
is added to the LP relaxation at any node of the search tree. With a carefully selected cutting
plane, the LP guidance can more efficiently lead B&C to the globally optimal integral solution.
Cutting planes, specifically the family of Gomory mized integer cuts which we study in this paper,
are responsible for breakthrough speedups of modern IP solvers [14].

Successfully employing cutting planes can be challenging because there are infinitely many cuts
to choose from and there are still many open questions about which cuts to employ when. A growing
body of research has studied the use of machine learning for cut selection [7, 8, 19, 34]. In this
paper, we analyze a machine learning setting where there is an unknown distribution over IPs—for
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example, a distribution over a shipping company’s routing problems. The learner receives a training
set of IPs sampled from this distribution which it uses to learn cut parameters with strong average
performance over the training set (leading, for example, to small search trees). We provide sample
complezity bounds for this procedure, which bound the number of training instances sufficient to
ensure that if a set of cut parameters leads to strong average performance over the training set,
it will also lead to strong expected performance on future IPs from the same distribution. These
guarantees apply no matter what procedure is used to optimize the cut parameters over the training
set—optimal or suboptimal, automated or manual. We prove these guarantees by analyzing how
the B&C tree varies as a function of the cut parameters on any IP. By bounding the “intrinsic
complexity” of this function, we are able to provide our sample complexity bounds.
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Figure 1: Facility location with 40 locations and 40 clients. Samples generated by perturbing a
base facility location IP.
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Figure 2: Facility location with 80 locations, 80 clients, and random Euclidean distance costs.

Figures 1 and 2 illustrate the need for distribution-dependent policies for choosing cutting
planes. We plot the average number of nodes expanded by B&C as a function of a parameter u
that controls its cut-selection policy, as we detail in Appendix A. In each figure, we draw a training
set of facility location integer programs from two different distributions. In Figure 1, we define the
distribution by starting with a uniformly random facility location instance and perturbing its costs.
In Figure 2, the costs are more structured: the facilities are located along a line and the clients



have uniformly random locations. In Figure 1, a smaller value of u leads to small search trees, but
in Figure 2, a larger value of u is preferable. These figures illustrate that tuning cut parameters
according to the instance distribution at hand can have a large impact on the performance of
B&C, and that for one instance distribution, the best parameters for cut evaluation can be very
different—in fact opposite—than the optimal parameters for another instance distribution.

The key challenge we face in developing a theory for cutting planes is that a cut added at
the root remains in the LP relaxations stored in each node all the way to the leaves, thereby im-
pacting the LP guidance that B&C uses to search throughout the whole tree. Tiny changes to
any cut can thus completely change the entire course of B&C. At its core, our analysis therefore
involves understanding an intricate interplay between the continuous and discrete components of
our problem. The first, continuous component requires us to characterize how the solution the LP
relaxation changes as a function of its constraints. This optimal solution will move continuously
through space until it jumps from one vertex of the LP tableau to another. We then use this char-
acterization to analyze how the B&C tree—a discrete, combinatorial object—varies as a function
of its LP guidance.

1.1 Owur contributions

Our first main contribution (Section 3) addresses a fundamental question: how does an LP’s solution
change when new constraints are added? As the constraints vary, the solution will jump from vertex
to vertex of the LP polytope. We prove that one can partition the set of all possible constraint
vectors into a finite number of regions such that within any one region, the LP’s solution has a
clean closed form. Moreover, we prove that the boundaries defining this partition have a specific
form, defined by degree-2 polynomials.

We build on this result to prove our second main contribution (Section 4), which analyzes how
the entire B&C search tree changes as a function of the cuts added at the root. To prove this result,
we analyze how every aspect of B&C—the variables branched on, the nodes selected to expand, and
the nodes fathomed—changes as a function of the LP relaxations that are computed throughout
the search tree. We prove that the set of all possible cuts can be partitioned into a finite number
of regions such that within any one region, B&C builds the exact same search tree.

This result allows us to prove sample complexity bounds for learning high-performing cutting
planes from the class of Gomory mized integer (GMI) cuts, our third main contribution (Section 5).
GMI cuts are one of the most important families of cutting planes in the field of integer program-
ming. Introduced by Gomory [16], they dominate most other families of cutting planes [15], and
are perhaps most directly responsible for the realization that a branch-and-cut framework is nec-
essary for the speeds now achievable by modern IP solvers [3]. A historical account of these cuts is
provided by Cornuéjols [14]. The structural results from Section 4 allow us to understand the “in-
trinsic complexity” of B&C’s performance as a function of the GMI cuts it uses. We quantify this
notion of intrinsic complexity using pseudo-dimension [32], which then implies a sample complexity

bound.

1.2 Related research

Learning to cut. This paper helps develop a theory of generalization for cutting plane selection.
This line of inquiry began with a paper by Balcan et al. [8], who studied Chvatal-Gomory cuts
for (pure) integer programs (IPs). Unlike that work, which exploited the fact that there are only
finitely many distinct Chvatal-Gomory cuts for a given IP, our analysis of GMI cuts is far more
involved.



The main distinction between our analysis in this paper and the techniques used in previous
papers on generalization guarantees for integer programming [5, 7, 8] can be summarized as follows.
Let p be a (potentially multidimensional) parameter controlling some aspect of the IP solver (e.g.
a mixture parameter between branching rules or a cutting-plane parameter). In previous works, as
o varied, there were only a finite number of states each node of branch-and-cut could be in. For
example, in the case of branching/variable selection, p controls the additional branching constraint
added to the IP at any given node of the search tree. There are only finitely many possible
branching constraints, so there are only finitely many possible “child” IPs induced by p. Similarly,
if p represents the parameterization for Chvéatal-Gomory cuts [12, 17], since Balcan et al. [8] showed
that there are only finitely many distinct Chvéatal-Gomory cuts for a given IP, as p varies, there
are only finitely many possible child IPs induced by p at any stage of the search tree. However, in
many settings, this property does not hold. For example if pu = (e, ) controls the normal vector
and offset of an additional feasible constraint a’x < 3, there are infinitely many possible IPs
corresponding to the choice of (e, 5). Similarly, if g controls the parameterization of a GMI cut,
there are infinitely many IPs corresponding to the choice of g (unlike Chvétal-Gomory cuts). In
this paper, we develop a new structural understanding of B&C that is significantly more involved
than the structural results in prior work.

This paper ties in to a broader line of research that provides sample complexity bounds for
algorithm configuration [e.g., 6, 18]. A chapter by Balcan [4] provides a comprehensive survey.

There have also been several papers that study how to use machine learning for cut selection
from an applied perspective [19, 34]. In contrast, the goal of this paper is to provide theoretical
guarantees.

Sensitivity analysis of integer and linear programs. A related line of research studied the
sensitivity of LPs, and to a lesser extent IPs, to changes in their parameters. Mangasarian and
Shiau [28] and Li [27], for example, show that the optimal solution to an LP is a Lipschitz function
of the right-hand-side of its constraints but not of its objective. Cook et al. [13] study how the
set of optimal solutions to an IP changes as the objective function varies and the right-hand-side
of the constraints varies. This paper fits in to this line of research as we study how the solution
to an LP varies as new rows are added. This function is not Lipschitz, but we show that it is
well-structured.

2 Notation and branch-and-cut background

Integer and linear programs. An integer program (IP) is defined by an objective vector ¢ € R™,
a constraint matrix A € Z™*™, and a constraint vector b € Z™, with the form

max{c'x: Ax < b,z >0,z c Z"}. (1)
The linear programming (LP) relazation is formed by removing the integrality constraints:
max{c’z : Ax < b,z > 0}. (2)

We denote the optimal solution to (1) by xjp. We denote the optimal solution to (2) by x{p
and its objective value by zfp = cl@}p. If o is a set of constraints, we let x}p (o) denote the LP
optimum of (2) subject to these additional constraints (similarly define z/p (o) and x5 (0)).



Polyhedra and polytopes. A set P C R"™ is a polyhedron if there exists an integer m, A € R"™*"
and b € R™ such that P = {x € R" : Az < b}. P is a rational polyhedron if there exists A € Z™*"
and b € Z™ such that P = {& € R" : Az < b}. A bounded polyhedron is called a polytope.
The feasible regions of all IPs considered in this paper are assumed to be rational polytopes .
Let P = {x € R" : a’x < b;,i € M} be a nonempty polyhedron. For any I C M, the set
Fr = {x € R" : a'x = b;,i € I,a'x < b;,i € M\ I} is a face of P. Conversely, if F is a
nonempty face of P, then F' = Fy for some I C M. Given a set of constraints o, let P (o) denote
the polyhedron that is the intersection of P with all inequalities in o.

Cutting planes. A cutting plane is a linear constraint a’x < /3. Let P be the feasible region of
the LP relaxation in Equation (2) and P; = P NZ" be the feasible set of the IP in Equation (1).
A cutting plane is walid if it is satisfied by every integer-feasible point: a’x < g for all x € P.
A valid cut separates a point & € P\ P, if a’x > 3. We interchangeably refer to a cut by its
parameters (a, 3) € R"*! and the halfspace a’x < 8 in R” it defines.

An important family of cuts that we study in this paper is the set of Gomory mized integer
(GMI) cuts.

Definition 2.1 (Gomory mixed integer cut). Suppose the feasible region of the IP is in equality
form Az = b, x > 0 (which can be achieved by adding slack variables). For w € R™, let f; denote
the fractional part of (u” A); and let fy denote the fractional part of u’b. That is, (u’A); =
(luTA)); + fi and uTb = |uTb]| + fo. The Gomory mized integer (GMI) cut parameterized by u

is given by
> fimi+ 1 fof > A= f)zi = fo
it f<fo O ifi>fo

Branch-and-cut. We provide a high-level overview of branch-and-cut (B&C) and refer the reader
to the textbook by Nemhauser and Wolsey [31] for more details. Given an IP, B&C searches through
the IP’s feasible region by building a binary search tree. B&C solves the LP relaxation of the input
IP and then adds any number of cutting planes. It stores this information at the root of its binary
search tree. Let {p = (x{p[l],...,x[p[n]) be the solution to the LP relaxation with the addition
of the cutting planes. B&C next uses a wvariable selection policy to choose a variable x; to branch
on. This means that it splits the IP’s feasible region in two: one set where x; < [ p[i]| and the
other where x; > [x[i]|. The left child of the root now corresponds to the IP with a feasible
region defined by the first subset and the right child likewise corresponds to the second subset.
B&C then chooses a leaf using a node selection policy and recurses, adding any number of cutting
planes, branching on a variable, and so on. B&C fathoms a node—which means that it will never
branch on that node—if 1) the LP relaxation at the node is infeasible, 2) the optimal solution to the
LP relaxation is integral, or 3) the optimal solution to the LP relaxation is no better than the best
integral solution found thus far. Eventually, B&C will fathom every leaf, and it can be verified that
it has found the globally optimal integral solution. We assume there is a bound x on the size of the
tree we allow B&C to build before we terminate, as is common in prior research [5, 7, 8, 20, 24, 25].

Every step of B&C—including node and variable selection and the choice of whether or not to
fathom—depends crucially on guidance from LP relaxations. To give an example, this is true of
the product scoring rule [1], a popular variable selection policy that our results apply to.

!This assumption is not a restrictive one. The Minkowski-Weyl theorem states that any polyhedron can be
decomposed as the sum of a polytope and its recession cone. All results in this paper can be derived for rational
polyhedra by considering the corresponding polytope in the Minkowski-Weyl decomposition.



Definition 2.2. Let xp be the solution to the LP relaxation at a node and z/p = c’z}p.
The product scoring rule branches on the variable i € [n] that maximizes: max{z/p — 2/p(z; <

|{pi]]). 1070} - max{zfp — p (i > [afpli]]), 1075}, B

The tighter the LP relaxation, the more valuable the LP guidance, highlighting the importance
of cutting planes.

Polynomial arrangements in Euclidean space. Let p € Rlyi,...,yx] be a polynomial of
degree at most d. The polynomial p partitions R* into connected components that belong to either
R\ {(y1,--,9x) = P(Y1, -5 yx) = 0} or {(y1,---,9x) : P(¥1,--.,y%) = 0}. When we discuss the
connected components of R* induced by p, we include connected components in both these sets.
We make this distinction because previous work on sample complexity for data-driven algorithm
design oftentimes only needed to consider the connected components of the former set. The number
of connected components in both sets is O(d¥) [29, 35, 36].

3 Linear programming sensitivity

Our main result in this section characterizes how an LP’s optimal solution is affected by the
addition of one or more new constraints. In particular, fixing an LP with m constraints and n
variables, if jp(a’x < ) € R" denotes the new LP optimum when the constraint a’z < 3 is
added, we pin down a precise characterization of mtp(aT:B < f) as a function of a and 5. We
show that jp(alz < B) has a piece-wise closed form: there are surfaces partitioning R"*! such
that within each connected component induced by these surfaces, :I:‘[P(aT:B < ) has a closed
form. While the geometric intuition used to establish this piece-wise structure relies on the basic
property that optimal solutions to LPs are achieved at vertices, the surfaces defining the regions
are perhaps surprisingly nonlinear: they are defined by multivariate degree-2 polynomials in o, .
In Appendix B.1 we illustrate these surfaces for an example two-variable LP.

There are two main steps of our proof: (1) tracking the set of edges of the LP polytope inter-
sected by the new constraint, and once that set of edges is fixed, (2) tracking which edge yields the
vertex with the highest objective value.

Let M = [m] denote the set of m constraints. For £ C M, let Ap € RIZIX" and by € RIEI
denote the restrictions of A and b to E. For a« € R", § € R, and F C M with |E| =n — 1, let
AE o € R™™ denote the matrix obtained by adding row vector a to Ag and let A%’aﬁ € R™*"™ be

the matrix Ag o with the ith column replaced by (bg, 8)7.

Theorem 3.1. Let (c, A,b) be an LP and let =, denote the optimal solution. There is a set
of at most m™ hyperplanes and at most m*™ degree-2 polynomial hypersurfaces partitioning R™t1
into connected components such that for each component C, one of the following holds: either (1)
zip(alx < B) =xp or (2) there is a set of constraints E C M with |E| =n — 1 such that

i (aT:B< - det(A}la,ﬁ) det(A%’aﬂ)
LP =T U det(Apa) T det(Apa)

for all (o, B) € C.

Proof. First, if a’a < 8 does not separate x| p, then xtp(aT:l: < B) = x{p. The set of all such
cuts is the halfspace in R"*! given by {(a, 8) € R" : al'zf, < 8}. All other cuts separate x}p
and thus pass through P = {& € R" : Az < b,x > 0}, and the new LP optimum is achieved at



a vertex created by the cut. We consider the new vertices formed by the cut, which lie on edges
(faces of dimension 1) of P. Letting M denote the set of m constraints that define P, each edge e
of P can be identified with a subset £ C M of size n — 1 such that the edge is precisely the set of
all points & such that

alx = b; VieFE
alz<b; VicM\E,

where a; is the ith row of A. Let Ap € R"~1X" denote the restriction of A to only the rows in E,

and let by € RIZl denote the entries of b corresponding to constraints in E. Drop the inequality

constraints defining the edge, so the equality constraints define a line in R™. The intersection of

the cut a’x < 8 and this line is precisely the solution to the system of n linear equations in n

variables: Apx = bp,a’x = 3. By Cramer’s rule, the (unique) solution = (x1,...,,) to this
det(A? )

system is given by z; = WE;"%. To ensure that the intersection point indeed lies on the edge of

the polytope, we simply stipulate that it satisfies the inequality constraints in M \ E. That is,

i det(AfE )
. o3 < b;
2 daldga) <" )

for every i € M\ E (note that if o, § satisfy any of these constraints, it must be that det(Ag o) # 0,
which guarantees that Apx = bg,a’x = 3 indeed has a unique solution). Multiplying through
by det(Ag.q) shows that this constraint is a halfspace in R""!, since det(Ag ) and det(AﬁE’ o)
are both linear in a and 3. The collection of all the hyperplanes defining the boundaries of these
halfspaces over all edges of P induces a partition of R"*! into connected components such that
for all (e, 8) within a given connected component, the (nonempty) set of edges of P that the
hyperplane o’z = 3 intersects is invariant.

Now, consider a single connected component, denoted by C for brevity. Let eq,..., e, denote
the edges intersected by cuts in C', and let E1,..., Ey C M denote the sets of constraints that are
binding at each of these edges, respectively. For each pair e, ¢4, consider the surface

n det(A’;Ema”B) n det( iEq,awB)

Ci* = Ci——F—————. 4
ZZ:; det(AEp,a) ; det(AEq,a) ( )

Clearing the (nonzero) denominators shows this is a degree-2 polynomial hypersurface in «, 3 in
R+, This hypersurface is the set of all (e, 3) for which the LP objective value achieved at
the vertex on edge e, is equal to the LP objective value achieved at the vertex on edge e,. The
collection of these surfaces for each p, ¢ partitions C into further connected components. Within
each of these connected components, the edge containing the vertex that maximizes the objective
is invariant. If this edge corresponds to binding constraints E, zjp(al@ < 3) has the closed form

det (A}

zip(alz < B)[i] = Wé‘:ﬁ)) for all (e, ) within this component. We now count the number of

surfaces used to obtain our decomposition. P has at most (n"jl) < m™ ! edges, and for each edge
E we first considered at most |M \ E| < m hyperplanes representing decision boundaries for cuts
intersecting that edge (Equation (3)), for a total of at most m™ hyperplanes. We then considered
a degree-2 polynomial hypersurface for every pair of edges (Equation (4)), of which there are at
most (";n) < m?2n, O

In Appendix B.2, we generalize Theorem 3.1 to understand x|, as a function of any K con-
straints. In this case, we show that the piecewise structure is given by degree-2K multivariate
polynomials.



4 Structure and sensitivity of branch-and-cut

We now use Theorem 3.1 to answer a fundamental question about B&C: how does the B&C tree
change when cuts are added at the root? Said another way, what is the structure of the B&C tree
as a function of the set of cuts? We prove that the set of all possible cuts can be partitioned into
a finite number of regions where by employing cuts from any one region, the B&C tree remains
exactly the same. Moreover, we prove that the boundaries between regions are defined by constant-
degree polynomials. As in the previous section, we focus on a single cut added to the root of the
B&C tree. We provide an extension to multiple cuts in Appendix C.2.
We outline the main steps of our analysis:

1. In Lemma 4.2 we use Theorem 3.1 to understand how the LP optimum at any node in the
B&C tree behaves as a function of cuts added at the root.

2. In Lemma 4.3, we analyze how the branching decisions of B&C are impacted by variations
in the cuts.

3. In Lemma 4.4, we analyze how cuts affect which nodes are fathomed due to the integrality of
the LP relaxation.

4. In Theorem 4.5, we analyze how the LP estimates based on cuts can lead to pruning nodes
of the B&C tree, which gives us a complete description of when two cutting planes lead to
the same B&C tree.

The full proofs from this section are in Appendix C.

Given an IP, let 7 = [maxgzep |||/, | be the maximum magnitude coordinate of any LP-feasible
solution, rounded up. The set of all possible branching constraints is contained in BC := {x[i] <
C,x[i] > l}o<y<ric[n) Which is a set of size 2n(7 + 1). Naively, there are at most 227 +1) subsets of
branching constraints, but the following observation allows us to greatly reduce the number of sets
we consider.

Lemma 4.1. Fiz an IP (¢, A,b). Define an equivalence relation on pairs of branching-constraint
sets a1,00 C BC, by 01 ~ 09 < zjp(alx < B,01) = z{p(alx < B,09) for all possible cutting
planes a’x < 3. The number of equivalence classes of ~ is at most T3".

By Cramer’s rule, 7 < | det(A)|, where A is any square submatrix of A. This is at most a”n"™/2
by Hadamard’s inequality, where a is the maximum absolute value of any entry of A. However, 7
can be much smaller in various cases. For example, if A contains even one row with only positive
entries, then 7 < ||b]| .

We will use the following notation in the remainder of this section. Let A, and b, denote the
augmented constraint matrix and vector when the constraints in o C BC are added. For E C M Uog,
let Ap, € RIZIX" and by € RIEl denote the restrictions of A, and b, to E. For a € R™ 8 € R
and £ C M Uo with |E| =n —1, let Ag a0 € R™™" denote the matrix obtained by adding row
vector a to Ag, and let AiE,a,B,U € R™ ™ be the matrix Ag o, with the ith column replaced by

(bE,U) ﬁ)T

Lemma 4.2. For any LP (c, A,b), there are at most (m + 2n)"73" hyperplanes and at most (m +
2n)2" 73" degree-2 polynomial hypersurfaces partitioning R™*1 into connected components such that
for each component C and every o C BC, either: (1) xip(alx < B,0) = x{p(0) and 2p(alz <

B,0) = zp(o), or (2) there is a set of constraints E C M U o with |E| = n — 1 such that

. det(A? «Bo
zip(alz < B,0)li] = bt for all (a,f) € C.



Proof sketch. The same reasoning in the proof of Theorem 3.1 yields a partition with the desired
properties. O

Next, we refine the decomposition obtained in Lemma 4.2 so that the branching constraints
added at each step of B&C are invariant within a region. Our results apply to the product scoring
rule (Def. 2.2), which is used, for example, by the leading open-source solver SCIP [10].

Lemma 4.3. There are at most 3(m + 2n)"73" hyperplanes, 3(m + 2n)3"74" degree-2 polynomial
hypersurfaces, and (m + 2n)"74" degree-5 polynomial hypersurfaces partitioning R™*1 into con-
nected components such that within each component, the branching constraints used at every step
of B&C are invariant.

Proof sketch. Fix a connected component C' in the decomposition established in Lemma 4.2. Then,
for each o, either zjp(alx < B,0) = x{p(0) or there exists E C M U o such that zip(alz <

B,0)i] = %};ﬁ;‘;) for all (o, 8) € C and all i € [n]. Now, if we are at a stage in the branch-

and-cut tree where o is the list of branching constraints added so far, and the ith variable is
being branched on next, the two constraints generated are z; < |xjp(a’® < 8,0)[i]]| and z; >
[wf_‘P(aT:c < 5,0)[@']1, respectively. If C is a component where z}p(alz < B,0) = x{p(0), then
there is nothing more to do, since the branching constraints at that point are trivially invariant
over (o, 3) € C. Otherwise, in order to further decompose C' such that the right-hand-side of these

constraints are invariant for every ¢ and every ¢ = 1,...,n, we add the two decision boundaries
given by ,

det(AiE,aﬂ,U)

v <k+1

det(AE,aﬁ)
for every ¢, o, and every integer £k = 0,...,7 — 1. This ensures that within every connected

component of C' induced by these boundaries (hyperplanes), |z;p(alx < 8,0)[i]] and [z]p(alz <
B,0)[i]] are invariant. A careful analysis of the definition of the product scoring rule provides the
appropriate refinement of this partition. O

We now move to the most critical phase of branch-and-cut: deciding when to fathom a node.
One reason a node might be fathomed is if the LP relaxation of the IP at that node has an integral
solution. We derive conditions that ensure that nearby cuts have the same effect on the integrality
of the original IP at any node in the search tree. Recall that P, = P N Z" is the set of integer
points in P. Let V C R"*! denote the set of all valid cuts for the input IP (¢, A, b). The set V is
a polyhedron since it can be expressed as

V=[{(a,p) eR": " < B},

zeP,

and P, is finite as P is bounded. For cuts outside V, we assume the B&C tree takes some special
form denoting an invalid cut. Our goal now is to decompose V into connected components such
that 1 [azfp(aTa: < B,0) € Z”] is invariant for all (e, §) in each component.

Lemma 4.4. For any IP (c, A,b), there are at most 3(m + 2n)"74" hyperplanes, 3(m + 2n)3"r4"
degree-2 polynomial hypersurfaces, and (m + 2n)%"74" degree-5 polynomial hypersurfaces parti-
tioning R™1 into connected components such that for each component C and each o C BC,
1 [a;”l_‘P (aT:c < ,6,0) € Z"] is invariant for all (e, B) € C.



Proof sketch. Fix a connected component C' in the decomposition that includes the facets defining
V and the surfaces obtained in Lemma 4.3. For all o, @) € P}, and i € [n], consider the surface

zip(a’x < B,0)[i] = ali]. ()

By Lemma 4.2, this surface is a hyperplane. Clearly, within any connected component of C' induced
by these hyperplanes, for every o and x; € Py, 1[zjp(a’x < 8,0) = z] is invariant. Finally, if
zip(alx < B,0) € Z" for some cut al'z < B within a given connected component, zip(a’z <
B,0) = @ for some x; € Pi(0) C Pj, which means that zjp(a’x < 8,0) = @ € Z" for all cuts
a’xz < f in that connected component. ]

Suppose for a moment that a node is fathomed by B&C if and only if either the LP at that node
is infeasible, or the LP optimal solution is integral—that is, the “bounding” of B&C is suppressed.
In this case, the partition of R"*! obtained in Lemma 4.4 guarantees that the tree built by branch-
and-cut is invariant within each connected component. Indeed, since the branching constraints
at every node are invariant, and for every o the integrality of :pfp(aTa: < fB,0) is invariant,
the (bounding-suppressed) B&C tree (and the order in which it is built) is invariant within each
connected component in our decomposition. Equipped with this observation, we now analyze the
full behavior of B&C.

Theorem 4.5. Given an IP (c, A,b), there is a set of at most O(14™(m + 2n)3"° 75"} polynomial
hypersurfaces of degree < 5 partitioning R" ! into connected components such that the branch-and-
cut tree built after adding the cut o’ x < B at the root is invariant over all (e, ) within a given
component.

Proof sketch. Fix a connected component C' in the decomposition induced by the set of hyperplanes
and degree-2 hypersurfaces established in Lemma 4.4. Let

Ql?' . '7Qi17I17Qi1+1a o 7Qi27I27Qi2+1a .. (6)

denote the nodes of the tree branch-and-cut creates, in order of exploration, under the assumption
that a node is pruned if and only if either the LP at that node is infeasible or the LP optimal solution
is integral (so the “bounding” of branch-and-bound is suppressed). Here, a node is identified by
the list o of branching constraints added to the input IP. Nodes labeled by () are either infeasible
or have fractional LP optimal solutions. Nodes labeled by I have integral LP optimal solutions and
are candidates for the incumbent integral solution at the point they are encountered. (The nodes
are functions of o and 3, as are the indices i1, 72, . ...) By Lemma 4.4 and the observation following
it, this ordered list of nodes is invariant over all (e, ) € C.

Now, given an node index ¢, let I(¢) denote the incumbent node with the highest objective value
encountered up until the ¢th node searched by B&C, and let z(I(¢)) denote its objective value. For
each node Qy, let oy denote the branching constraints added to arrive at node @Qy. The hyperplane

stplals < B,00) = 2(1(0)) (7)
(which is a hyperplane due to Lemma 4.2) partitions C' into two subregions. In one subregion,
zip(alz < B,00) < 2(I(F)), that is, the objective value of the LP optimal solution is no greater
than the objective value of the current incumbent integer solution, and so the subtree rooted at
Q¢ is pruned. In the other subregion, z'p(alz < 8,04) > 2(I(¢)), and Q is branched on further.
Therefore, within each connected component of C' induced by all hyperplanes given by Equation 16
for all ¢, the set of node within the list (15) that are pruned is invariant. Combined with the surfaces
established in Lemma, 4.4, these hyperplanes partition R"*! into connected components such that
as (a, ) varies within a given component, the tree built by branch-and-cut is invariant. O
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5 Sample complexity bounds for B&C

In this section, we show how the results from the previous section can be used to provide sample
complexity bounds for configuring B&C. Our results will apply to families of cuts parameterized by
vectors u from a set U, such as the family of GMI cuts from Definition 2.1. We assume there is an
unknown, application-specific distribution D over IPs. The learner receives a training set S ~ DN
of N IPs sampled from this distribution. A sample complexity guarantee bounds the number of
samples N sufficient to ensure that for any parameter setting u € U, the B&C tree size on average
over the training set S is close to the expected B&C tree size. More formally, let g, (c, A, b) be
the size of the tree B&C builds given the input (¢, A, b) after applying the cut defined by u at the
root. Given € > 0 and ¢ € (0, 1), a sample complexity guarantee bounds the number of samples N
sufficient to ensure that with probability 1 — ¢ over the draw S ~ DY for every parameter setting
u€el,

1
% 2 guleAb) ~ElulcAb)|<c (8)
(e,A,b)eS

To derive our sample complexity guarantee, we use the notion of pseudo-dimension [32]. Let
G = {gu : ©v € U}. The pseudo-dimension of G, denoted Pdim(G), is the largest integer N for
which there exist N IPs (¢1,A1,b1),..., (en, An,by) and N thresholds rq,...,7y € R such that
for every binary vector (o1,...,0n5) € {0,1}, there exists g, € G such that gy(c;, A;,b;) > r;
if and only if o; = 1. The number of samples sufficient to ensure that Equation (8) holds is
N = O(’:—E(Pdim(g) +log 1)) [32]. Equivalently, for a given number of samples N, the left-hand-

side of Equation (8) can be bounded by n\/% (Pdim(G) + log ).

So far, a, f are parameters that do not depend on the input instance ¢, A,b. Suppose now
that they do: «a, ( are functions of ¢, A,b and a parameter vector u (as they are for GMI cuts).
Despite the structure established in the previous section, if a;, 8 can depend on (¢, A, b) in arbitrary
ways, one cannot even hope for a finite sample complexity, illustrated by the following impossibility
result. The full proofs of all results from this section are in Appendix D.

Theorem 5.1. There exist functions ce ap : U — R"™ and Be ap : U — R such that
Pdim ({gy : v € U}) = o0,
where U is any set with |U| = |R]|.

However, in the case of GMI cuts, we show that the cutting plane coefficients parameterized by
w are highly structured. Combining this structure with our analysis of B&C allows us to derive
polynomial sample complexity bounds.

Lemma 5.2. Consider the family of GMI cuts parameterized by u € [—U,U]™. There is a set of

at most O(nU? || A|| ||bll,) hyperplanes partitioning [—U,U]™ into connected components such that
lula;], |[uTd|, and 1[f; < fo] are invariant, for every i, within each component.

Proof sketch. We have f; = ula; — |ula;|, fo = u'b— |ub], and since u € [-U, U™, |ula;| €
=U llaill, U llasll,) and [wTb] € (U bl U [B]]. For all i, ks € (U flaglly U llas],] N Z and
ko € [=U||b]|;,U ||b]l;] N Z, hyperplanes define the two regions

LUTCL@'J =k <= k; < uTai <k +1
and the hyperplanes defining the two halfspaces

lu'b| =ky <= ko <u'b<ko+1

11



In addition, for each i, consider the hyperplane
ula; — ki =u'b— k. (9)

Within any connected component of R™ determined by these hyperplanes, |u”a;| and |u”b| are
constant. Also, 1[f; < fo] is invariant within each component, since if |u” a;| = k; and |u”b]| = ko,
fi < fo <= ula; — k; < u''b — kg, which is the hyperplane from Equation 9. The lemma follows
by counting the hyperplanes. O

Let o : [-U,U]™ — R" denote the function taking GMI cut parameters u to the corresponding
vector of coefficients determining the resulting cutting plane, and let § : [-U, U]™ — R denote the
offset of the resulting cutting plane. So (after multiplying through by 1 — fy),

a(w)fi] = fill—fo) if fi < fo
fo(L—fi) if fi > fo

and B(u) = fo(1— fo) (of course fp and each f; are functions of u, but we suppress this dependence
for readability).

The next lemma allows us to transfer the polynomial partition of R"*! from Theorem 4.5 to a
polynomial partition of [—U, U]™, incurring only a factor 2 increase in degree.

Lemma 5.3. Let p € Rlyy, ..., Yn+1] be a polynomial of degree d. Let D C [-U,U]™ be a connected
component from Lemma 5.2. Define q : D — R by q(u) = p(a(u), 5(w)). Then q is a polynomial
in u of degree 2d.

Proof. By Lemma 5.2, there are integers ko, k; for i € [n] such that |u”a;| = k; and [u”d] = ko
for all w € D. Also, the set S ={i: f; < fo} is fixed over all u € D.

A degree-d polynomial p in variables y1,...,yn+1 can be written as ZTQ[n+1],|T|§d A [ Lier vi
for some coefficients A\ € R, where 7' C [n + 1] means that 7" is a multiset of [n + 1]. Evaluating
at (a(u),B(u)), we get

Yo I ra=so) I1 fet =) I1 fo = fo).

|T|<d i€TNS 1€T\S €T
i#£n+1 i#£n+1 i=n+1

Now, fi = uTa; — k; and fy = u'b — ko are linear in w. The sum is over all multisets of size at
most d, so each monomial consists of the product of at most d degree-2 terms of the form f;(1— fo),
fo(L = fi), or fo(1 — fo). Thus, deg(q) < 2d, as desired. O

Applying Lemma 5.3 to every polynomial hypersurface in the partition of R"*! established in
Theorem 4.5 yields our main structural result for GMI cuts.

Lemma 5.4. Consider the family of GMI cuts parameterized by w € [-U,U]™. For any IP
(e, A, b), there are at most O(nU? || A|, ||bll,) hyperplanes and 20(n*) (1,4 2n)O(*) 20("*) degree-10
polynomial hypersurfaces partitioning [—U, U]™ into connected components such that the BéC tree
built after adding the GMI cut defined by w s invariant over all w within a single component.

Bounding the pseudo-dimension of the class of tree-size functions {g, : ©v € [-U,U]™} is a
direct application of the main theorem of Balcan et al. [6] along with standard results bounding
the VC dimension of polynomial boundaries [2].

12



Theorem 5.5. The pseudo-dimension of the class of tree-size functions {gy : w € [-U,U]™} on
the domain of IPs with ||A|l; < a and ||b||; < b is

O (mlog(abU) + mn®log(m + n) + mn®log 7).

We generalize the analysis of this section to multiple GMI cuts at the root of the B&C tree
in Appendix D. The analysis there is more involved since GMI cuts can be applied in sequence,
re-solving the LP relaxation after each cut. In particular, GMI cuts applied in sequence have one
more parameter than the next, so the hyperplane defined by each GMI cut depends (polynomially)
on the parameters defining all GMI cuts before it. We show that if K GMI cuts are sequentially
applied at the root, the resulting partition of the parameter space is induced by polynomials of
degree O(K?).

6 Conclusions

In this paper, we investigated fundamental questions about linear and integer programs: given
an integer program, how many possible branch-and-cut trees are there if one or more additional
feasible constraints can be added? Even more specifically, what is the structure of the branch-
and-cut tree as a function of a set of additional constraints? Through a detailed geometric and
combinatorial analysis of how additional constraints affect the LP relaxation’s optimal solution, we
showed that the branch-and-cut tree is piecewise constant and precisely bounded the number of
pieces. We showed that the structural understandings that we developed could be used to prove
sample complexity bounds for configuring branch-and-cut.
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A Further details about plots

The version of the facility location problem we study involves a set of locations J and a set of
clients C'. Facilities are to be constructed at some subset of the locations, and the clients in C' are
served by these facilities. Each location j € J has a cost f; of being the site of a facility, and a
cost s.; of serving client ¢ € C. Finally, each location j has a capacity x; which is a limit on the
number of clients j can serve. The goal of the facility location problem is to arrive at a feasible set
of locations for facilities and a feasible assignment of clients to these locations that minimizes the
overall cost incurred.
The facility location problem can be formulated as the following 0,1 IP:

minimize E fjxj—i-g E Sc,jYe,j

jeJ je€J ceC

subject to Zyc,j =1 VeeC
JjeJ
> e < Ky VielJ
ceC
ye; € {0,1} VeeC,jeJ
z; € {0,1} VieJ

We consider the following two distributions over facility location IPs.

First distribution Facility location IPs are generated by perturbing the costs and capacities of
a base facility location IP. We generated the base IP with 40 locations and 40 clients by choosing
the location costs and client-location costs uniformly at random from [0,100] and the capacities
uniformly at random from {0,...,39}. To sample from the distribution, we perturb this base IP
by adding independent Gaussian noise with mean 0 and standard deviation 10 to the cost of each
location, the cost of each client-location pair, and the capacity of each location.

Second distribution Facility location IPs are generated by placing 80 evenly-spaced locations
along the line segment connecting the points (0,1/2) and (1,1/2) in the Cartesian plane. The
location costs are all uniformly set to 1. Then, 80 clients are placed uniformly at random in the
unit square [0, 1]2. The cost s¢,; of serving client ¢ from location j is the distance between j and c.
Location capacities are chosen uniformly at random from {0, ..., 43}.

In our experiments, we add five cuts at the root of the B&C tree. These five cuts come from the
set of Chvatal-Gomory and Gomory mixed integer cuts derived from the optimal simplex tableau
of the LP relaxation. The five cuts added are chosen to maximize a weighting of cutting-plane
scores:

i - scorey + (1 — p) - scores. (10)

score; is the parallelism of a cut, which intuitively measures the angle formed by the objective vec-
tor and the normal vector of the cutting plane—promoting cutting planes that are nearly parallel
with the objective direction. scores is the efficacy, or depth, of a cut, which measures the perpen-
dicular distance from the LP optimum to the cut—promoting cutting planes that are “deeper”, as
measured with respect to the LP optimum. More details about these scoring rules can be found
in Balcan et al. [8] and references therein. Given an IP, for each p € [0, 1] (discretized at steps of
0.01) we choose the five cuts among the set of Chvatal-Gomory and Gomory mixed integer cuts
that maximize (10). Figures 1 and 2 display the average tree size over 1000 samples drawn from the
respective distribution for each value of u used to choose cuts at the root. We ran our experiments
using the C API of IBM ILOG CPLEX 20.1.0, with default cut generation disabled.
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B Omitted results and proofs from Section 3

B.1 Example in two dimensions

Consider the LP
max{r+y:z <1,y >0,y <z}

The optimum is at (z*,y*) = (1,1). Consider adding an additional constraint a;x + agy < 1. Let
h denote the hyperplane oz + aoy = 1. We derive a description of the set of parameters (v, )
such that h intersects the hyperplanes x = 1 and y = x. The intersection of h and x = 1 is given

by
1—011
=(1
(z,y) < - >

which exists if and only if ag # 0. This intersection point is in the LP feasible region if and only if
0< iz < (which additionally ensures that as # 0). Similarly, h intersects y = x at

<
1 1

w? = ) )

(@) <041+Oé2 061—1—042)

which exists if and only if a1 +a9 # 0. This intersection point is in the LP feasible region if and only
if 0 < al}rm < 1. Now, we put down an “indifference” curve in (a1, ag)-space that represents the
set of (a1, a2) such that the value of the objective achieved at the two aforementioned intersection

points is equal. This surface is given by

2 1-—
— =1+ al.
a + Qo Qg

Since a1 + ag # 0 and ay # 0 (for the relevant ag,ay in consideration), this is equivalent to
a% — oz% — a1 + ag = 0, which is a degree-2 curve in aq, ag. The left-hand-side can be factored to
write this as (a; — ag)(a; + ag — 1) = 0. Therefore, this curve is given by the two lines a; = ay
and a; + ay = 1. Figure 3 illustrates the resulting partition of (a;, ag)-space.

It turns out that when n = 2 the indifference curve can always be factored into a product of
linear terms. Let the objective of the LP be (c1, ¢2), and let sjx + soy = uy and t1x + toy = v be
two intersecting edges of the LP feasible region. Let ajx + asy = B be an additional constraint.

The intersection points of this constraint with the two lines, if they exist, are given by

<825—Ua2 815—ua1>and<t25—va2 t25—va1>.

b )
So0r] — S1ip S1Qip — Sa(v] toory — tiae t1ag — tooy

The indifference surface is thus given by

528 — uag 518 — uay 28 — vag 28 — vay
C1 + co =C 2 .
SoQ¥] — S10i9 $102 — S0y toay — t1a tiog — toan

For aq,as such that ssa; — sjae # 0 and toa; — tjas # 0, clearing denominators and some
manipulation yields

(Clag — Cgal)((utl — ’U.Sl)OéQ — (ut2 — USQ)Oél + (82t2 — tlsg)ﬁ) = 0.

This curve consists of the two planes ciae — coay = 0 and (utq — vsy)ae — (uty — vs2)ay + (sate —
t182>5 =0.
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Figure 3: Decomposition of the parameter space: the blue region contains the set of (aq, ) such
that the constraint intersects the feasible region at x = 1 and x = y. The red lines consist of all
(a1, ) such that the objective value is equal at these intersection points. The red lines partition
the blue region into two components: one where the new optimum is achieved at the intersection
of h and = = y, and one where the new optimum is achieved at the intersection of A and =z = 1.

This is however not true if n > 2. For example, consider an LP in three variables z,y, z with
the constraints x +y < 1,z + z < 1,2 < 1,z < 1. Writing out the indifference surface (assuming
the objective is ¢ = (1,1,1)T) for the vertex on the intersection of {z +y = 1,z = 1} and the
vertex on {z + z =1,z = 1} yields

g — agfl — a% + a3z = 0.

Setting 8 = 1, we can plot the resulting surface in aq, ag, as (Figure 4).

B.2 Linear programming sensitivity for multiple constraints

Lemma B.1. Let (¢, A,b) be an LP and let M denote the set of its m constraints. Let |p and 2p
denote the optimal solution and its objective value, respectively. For F C M, let Ap € REFIX" gnd
br € RIF| denote the restrictions of A and b to F. Fork <n, a,...,05 € R, B1,...,Bs € R, and
F CM with |F|=n—k, let Apa,,..a, € R™*" denote the matriz obtained by adding row vectors

a,...,ap to Ap and let A%,mﬁl,...,ak,ﬁk € R™" be the matriz Apa,.,...an € R™™ with the ith

column replaced by [bF b1 - ﬁk}T. There is a set of at most K hyperplanes, nK"m"™ degree-K

polynomial hypersurfaces, and nK"m?" degree-2K polynomial hypersurfaces partitioning RX(+1)
into connected components such that for each component C, one of the following holds: either (1)
zip(alTx < B,...,ake < Bg) = xip, or (2) there is a subset of cuts indezed by {1,. ..l € [K]
and a set of constraints FF C M with |F| =n — k such that

1
det(AF7a2175@17""a5k752k) det( %yaél 76@17"'7alk ugek.)
det(AFvaelv'"va(’.k) Y det<AF7a€1 7'-'7aZk) ’

wfp(alTx < 51,...,047];:c < Bk)= (

for all (o, p1,...,0k,Bk) € C.

Proof. First, if none of al'z < ;... ,a};az < Bk separate x|p, then wfp(alT:c < pG,... ,aﬂaz <
Br) = xip and 2{p(afx < Bi,...,akx < Bk) = 2{p. The set of all such cuts is given by the
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Figure 4: Indifference surface for two edges of the feasible region of an LP in three variables.

intersection of halfspaces in RE("+1) given by
K
ﬂ {(al,ﬁl, o, By) € REMHD a;‘rmfp < Bj}. (11)
j=1

All other vectors of K cuts contain at least one cut that separates |p, and those cuts therefore
pass through P = {x € R" : Ax < b,x > 0}. The new LP optimum is thus achieved at a vertex
created by the cuts that separate z{p. As in the proof of Theorem 3.1, we consider all possible
new vertices formed by our set of K cuts. In the case of a single cut, these new vertices necessarily
were on edges of P, but now they may lie on higher dimensional faces.

Consider a subset of k& < n cuts that separate x;p. Without loss of generality, denote these
cuts by al'z < g1,... ,af:n < Bir. We now establish conditions for these k cuts to “jointly” form
a new vertex of P. Any vertex created by these cuts must lie on a face f of P with dim(f) = &
(in the case that k = n, the relevant face f with dim(f) = n is P itself). Letting M denote the set
of m constraints that define P, each dimension-k face f of P can be identified with a (potentially
empty) subset F' C M of size n — k such that f is precisely the set of all points & such that

alz =10 VieF

alz <b; Vie M\F,

where a; is the ith row of A. Let Ap € R*5*" denote the restriction of A to only the rows in F,
and let by € R"* denote the entries of b corresponding to the constraints in F. Consider removing

the inequality constraints defining the face. The intersection of the cuts ol = < f3, . .. ,a{:r: < Bk
and this unbounded surface (if it exists) is precisely the solution to the system of n linear equations

AFLI} = bF
T

ajxz =
T

ajx = P.
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Let Apa,...a, € R™*™ denote the matrix obtained by adding row vectors o, ..., ap to Ap, and
let A%‘7alyﬁly~-~,ak75k € R™"™ denote the matrix Apq,, .. «, Where the ith column is replaced by

br

6:1 e R".
B

By Cramer’s rule, the solution to this system is given by

. det(A}?al,Bh ,akﬂk) det(AFal B, ,akﬁk)
det(Apay,...ay) Y det(Apan,...ax) 7

and the value of the objective at this point is

n det(Af )
P o 1,81,-,0%k, Bk )
Z ' det AFoq, ’ak)

Now, to ensure that the unique intersection point x (1) exists and (2) actually lies on f (or simply
lies in P, in the case that F' = ()) , we stipulate that it satisfies the inequality constraints in M \ F.
That is,

n

det (A}
Zaij ( F,a1,61,...,04kn3k) < bi (12)
det(AF,al,‘..,ak)

for every i € M\ F. If a1,B1...,04, () satisfies any of these constraints, it must be that
det(Apa;,...op) # 0, which guarantees that Apx = bp,alz = 51,...,01;{:1: = [, indeed has a
unique solution. Now, det(Ar q,, . .« ) is @ polynomial in oy, ..., ay of degree <k, since it is mul-
tilinear in each coefficient of each ay, £ = 1,..., k. Similarly, det(A Foet Br,.. op, Bk) is a polynomial
in oy, B1, ..., 0, By of degree < k, again because it is multilinear in each cut parameter. Hence,
the boundary each constraint of the form given by Equation 12 is a polynomial of degree at most
k.

The collection of these polynomials for every k, every subset of {alTa: < Biy..., a%}w < Bk}
of size k, and every face of P of dimension k, along with the hyperplanes determining separa-
tion constraints (Equation 11), partition RE(™+1) into connected components such that for all
(a1,B1,...,aK, Br) within a given connected component, there is a fixed subset of K and a fixed
set of faces of P such that the cuts with indices in that subset intersect every face in the set at a
common vertex.

Now, consider a single connected component, denoted by C. Let fi,..., f, denote the faces
intersected by vectors of cuts in C, and let (without loss of generality) 1,. ..,k denote the subset of
cuts that intersect these faces. Let F1, ..., Fy, C M denote the sets of constraints that are binding
at each of these faces, respectively. For each pair f,, fq, consider the surface

anc' . det(AZFp,a1 B, 7akuBk) _ anc' ] det(A%q,al,ﬁ1,~~~70ck,Bk)
(2 - (2 9
i=1 det(AFpaal"“yak) i=1 det(AFlpaly 7ak)
which can be equivalently written as
n n
Z G 'det(A%p,al,ﬁh...,ak,Bk) det(Aqualw-»ak) = Z Ci 'det(Aqu,al,ﬁl,...,ak,Bk) det(AFp7a17~--aak)' (13)
i=1 i=1
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This is a degree-2k polynomial hypersurface in (a, f1, ..., ok, fx) € RE (n+1) " This hypersurface
is precisely the set of all cut vectors for which the LP objective achieved at the vertex on face f, is
equal to the LP objective value achieved at the vertex on face f;. The collection of these surfaces
for each p,q partitions C' into further connected components. Within each of these connected
components, the face containing the vertex that maximizes the objective is invariant, and the
subset of cuts passing through that vertex is invariant. If F C M is the set of binding constraints

representing this face, and f¢1,...,¢; € [K] represent the subset of cuts intersecting this face,
azfp(alTa: <Bi,...,akx < Bk) and z;fp(ale < Bi,...,akx < Bk) have the closed forms:
1 n
" T T det(AF,Otzl,5217---,azkﬁzk) det(AFyazlﬁzly---vaek ﬁzk)
riplajx < fi,...,axx < fk) = Tet( A v T aot(A ,
et( F7a£17"'7a2k) et( F)a[1 7"'7aék)
and ( ,
n det(A% )
o 7N CT NN« Y NCY,
gplajw < Bi,...,agz < Pr)=) c- 3 Al B
- t(Arar, )
for all (a1, B4, ..., ak, Bx) within this component. We now count the number of surfaces used to

obtain our decomposition. First, we added K hyperplanes encoding separation constraints for each
of the K cuts (Equation 11). Then, for every subset S C K of size < n, and for every face F' of P
with dim(F') = |S|, we first considered at most |M \ F'| < m degree-< K polynomial hypersurfaces
representing decision boundaries for when cuts in S intersected that face (Equation 12). The
number of k-dimensional faces of P is at most (n’fk) < mrk < m™ !, so the total number of
these hypersurfaces is at most (([0() +e ([rf))m” <nK"m". Finally, we considered a degree-2K
polynomial hypersurface for every subset of cuts and every pair of faces with degree equal to the
size of the subset, of which there are at most nK" (";n) < nK"m2". O

C Omitted results and proofs from Section 4

Proof of Lemma 4.1. Consider as an example o1 = {z[1] < 1,z[1] <5} and 09 = {z[1] < 1}. We
have zip(alx < B,01) = z{p(al® < B,09) for any cut 'z < 3, because the constraint z[1] <5
is redundant in 1. More generally, any o C BC can be reduced by preserving only the tightest
< constraint and tightest > constraint without affecting the resulting LP optimal solutions. The
number of such unique reduced sets is at most ((7 + 2)%)" < 73" (for each variable, there are
T 4 2 possibilities for the tightest < constraint: no constraint or one of x[i] <O0,...,2[i] < 7, and
similarly 7+ 2 possibilities for the > constraint). O

Proof of Lemma 4.2. We carry out the same reasoning in the proof of Theorem 3.1 for each reduced
0. The number of edges of P (o) is at most (”;‘:i‘f‘) < (m+|o|)™ L. For each edge E, we considered
at most |[(M Uo) \ E| < m + |o| hyperplanes, for a total of at most (m + |o|)™ halfspaces. Then,
we had a degree-2 polynomial hypersurface for every pair of edges, of which there are at most
((m+2|‘7|)n) < (m+ |o|)?*. Summing over all reduced o (of which there are at most 73"), combined
with the fact that if o is reduced then |o| < 2n, we get a total of at most (m + 2n)"73" hyperplanes
and at most (m + 2n)?"73" degree-2 hypersurfaces, as desired. ]

Proof of Lemma 4.4. Fix a connected component C in the decomposition that includes the facets
defining V and the surfaces obtained in Lemma 4.3. For all c € BC, ) € P}, and ¢ = 1,...,n,
consider the surface

zip(alx < B,0)[i] = x[i]. (14)
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This surface is a hyperplane, since by Lemma 4.2, either zjp(a’x < B,0)[i] = x{p(0o)[i] or

. det (A} . .
zip(alz < B,0)]i] = M, where E C M U ¢ is the subset of constraints correspond-

ing to o and C'. Clearly, within any connected component of C induced by these hyperplanes, for
every o and x| € Py, 1l[zjp(alx < B,0) = x] is invariant. Finally, if zip(a’z < B,0) € Z"
for some cut a’x < B within a given connected component, sctp(aT:c < B,0) = x; for some
x| € Piu(o) C Py, which means that zfp(a’z < B,0) = @ € Z" for all cuts a’z < B in that
connected component.

We now count the number of hyperplanes given by Equation 14. For each o, there are (";’ltlf |) <
(m +2n)"~! binding edge constraints £ C M U ¢ defining the formula of Lemma 4.2, and we have
n|Pj| hyperplanes for each E. Since 7 = maxgep, ||Z|, |Pi] < 7" So the total number of
hyperplanes given by Equation 14 is at most 73" (m + 2n)""'nr"™ < (m 4+ 2n)"7". The number of
facets defining V is at most |Pin| < |Pi| < 7. Adding these to the counts obtained in Lemma 4.3
yields the final tallies in the lemma statement. O

Proof of Theorem 4.5. Fix a connected component C' in the decomposition induced by the set of
hyperplanes and degree-2 hypersurfaces established in Lemma 4.4. Let

Ql?' . '7Qi17]17Qi1+1a ... 7Qi27I27Qi2+1a ‘e (15)

denote the nodes of the tree branch-and-cut creates, in order of exploration, under the assumption
that a node is pruned if and only if either the LP at that node is infeasible or the LP optimal solution
is integral (so the “bounding” of branch-and-bound is suppressed). Here, a node is identified by
the list o of branching constraints added to the input IP. Nodes labeled by () are either infeasible
or have fractional LP optimal solutions. Nodes labeled by I have integral LP optimal solutions and
are candidates for the incumbent integral solution at the point they are encountered. (The nodes
are functions of o and 3, as are the indices i1, 72, ....) By Lemma 4.4 and the observation following
it, this ordered list of nodes is invariant over all (e, 5) € C.

Now, given an node index ¢, let I(¢) denote the incumbent node with the highest objective value
encountered up until the /th node searched by B&C, and let z(I(¢)) denote its objective value. For
each node @)y, let o, denote the branching constraints added to arrive at node ;. The hyperplane

Aplale < po0) = 2(1(0)) (16)

(which is a hyperplane due to Lemma 4.2) partitions C' into two subregions. In one subregion,
zip(alz < B,04) < 2(I(¢)), that is, the objective value of the LP optimal solution is no greater
than the objective value of the current incumbent integer solution, and so the subtree rooted at
Q¢ is pruned. In the other subregion, 2/p(a’x < B,0,) > 2(I({)), and @ is branched on further.
Therefore, within each connected component of C' induced by all hyperplanes given by Equation 16
for all ¢, the set of node within the list (15) that are pruned is invariant. Combined with the
surfaces established in Lemma 4.4, these hyperplanes partition R”*! into connected components
such that as (a, 3) varies within a given component, the tree built by branch-and-cut is invariant.

Finally, we count the total number of surfaces inducing this partition. Unlike the counting stages
of the previous lemmas, we will first have to count the number of connected components induced by
the surfaces established in Lemma 4.4. This is because the ordered list of nodes explored by branch-
and-cut (15) can be different across each component, and the hyperplanes given by Equation 16
depend on this list. From Lemma 4.4 we have 3(m+2n)"7%" hyperplanes, 3(m+2n)3"74" degree-2
polynomial hypersurfaces, and (m + 2n)%"74" degree-5 polynomial hypersurfaces. To determine
the connected components of R"*! induced by the zero sets of these polynomials, it suffices to
consider the zero set of the product of all polynomials defining these surfaces. Denote this product
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polynomial by p. The degree of the product polynomial is the sum of the degrees of 3(m +
2n)"74" degree-1 polynomials, 3(m + 2n)3"74" degree-2 polynomials, and (m + 2n)5"74" degree-5
polynomials, which is at most 3(m+2n)"74+2.3(m+2n)3" 74" +5.(m+2n) 74" < 14(m+2n)3n7rin.
By Warren’s theorem, the number of connected components of R"*1\ {(a, 8) : p(a, ) = 0} is
O((14(m+2n)3"r4") =1 "and by the Milnor-Thom theorem, the number of connected components
of {(a,B) : p(e,) = 0} is O((14(m + 2n)3"74")"~1) as well. So, the number of connected
components induced by the surfaces in Lemma 4.4 is O(14™(m + 2n)3”274"2). For every connected
component C in Lemma 4.4, the closed form of z/p(a’x < B,0y) is already determined due to
Lemma 4.2, and so the number of hyperplanes given by Equation 16 is at most the number of
possible ¢ C BC, which is at most 73". So across all connected components C, the total number
of hyperplanes given by Equation 16 is O(14"™(m + 2n)3"275”2). Finally, adding this to the surface-
counts established in Lemma 4.4 yields the lemma statement. O

C.1 Product scoring rule for variable selection

Let o be the set of branching constraints added thus far. The product scoring rule branches on the
variable ¢ € [n] that maximizes:

max{zip(0) — zlp(2i < [21p(0)[il],0), 7} - max{zip(0) — zlp(2i > [2ip(0)[i],0), 7},
where v = 1076,

Lemma C.1. There is a set of of at most 3(m + 2n)"73" hyperplanes and (m + 2n)?"13" degree-
2 polynomial hypersurfaces partitioning R™ into connected components such that for any con-
nected component C' and any o, the set of branching constraints {z; < |x{p(a’@ < B,0)[i]| ,z; >
[zfp(aTx < B,0)[i]] | i € [n]} is invariant across all (e, B) € C.

Proof. Fix a connected component C' in the decomposition established in Lemma 4.2. By Lemma 4.2,

for each o, either zip(aTx < B,0) = x{p(0) or there exists E C M U o such that zjp(a’z <
det(A? )

B,0)i] = Wg’;ﬂ"; for all (e, B) € C. Fix a variable i € [n], which corresponds to two branching
constraints o
z; < wap(aTx < B,J)[i]J and x; > [acfp(aT:c < B,a)[iﬂ . (17)

If C is a component where xip(a’z < ,0) = x}p(0), then these two branching constraints are
trivially invariant over (e, ) € C. Otherwise, in order to further decompose C' such that the
right-hand-sides of these constraints are invariant for every o, we add the two decision boundaries
given by A
det(AzE,a,ﬁ,a)
det(A E’,a,a)

for every i, o, and every integer k = 0,...,7 — 1, where 7 = maxgzepnzn |||, This ensures that
within every connected component of C' induced by these boundaries (hyperplanes),

det(AiE,a,,B,J) det(AiE',a,ﬁ,U)
det(AE,a,U) det(AE,a,U)

<k+1

|2ip(a2 < B,0)[i]] = { J and [zfp(a’a < 8,0)[i]] = {

are invariant, so the branching constraints from Equation (17) are invariant. For a fixed o, there
are two hyperplanes for every E C M U o corresponding to an edge of P(o) and i = 1,...,n, for
a total of at most 2n (”:Lt‘f |) < 2n(m + |o|)"~! hyperplanes. Summing over all reduced o, we get a
total of 2n(m + 2n)" 173" < 2(m + 2n)"73" hyperplanes. Adding these hyperplanes to the set of
hyperplanes established in Lemma 4.2 yields the lemma statement. O
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Proof of Lemma 4.3. Fix a connected component C'in the decomposition established in Lemma C.1.
We know that for each set of branching constraints o:

e By Lemma 4.2, either z{p(alz < 8,0) = x{p(0) or there exists E C M U o such that

zip(alax < B,o)i] = ety ap.0) for all (a, 8) € C and all i € [n], and

det(AE,a,0)

e The set of branching constraints {z; < |@jp(a’® < B,0)[i]] ,z; > [z{p(a’@ < B,0)]i]] | i €
[n]} is invariant across all (e, 3) € C.

Suppose that o is the list of branching constraints added so far. For any variable k € [n], let
o, = (xx < wap(aTa: < B,U)[k]J ,0) and U,': = (g > [wfp(aTa: < 6,0)[kﬂ ,0).

So long as (a, ) € C, o, and a,j are fixed. With this notation, we can write the product scoring
rule as

max{zfp(aTa: < B,0)— zfp(ach < B,01 )7} - max{ztp(aTa: < B,0)— zfp(ach < 6,0:),7},

where v = 1076,
By Lemma 4.2, we know that across all (a,8) € C, either zp(alz < B,0/) = 2/p(0}) or
there exists E,j CMU O',j such that

n det (Ai + +)
E b 9. b
Hp @z <Bof) =D - ey
= det (A any)

and similarly for o, , defined according to some edge set £, € M Uo, . Therefore, for each k € [n],
there is a single degree-2 polynomial hypersurface partitioning C into connected components such
that within each connected component, either

)

Apla’z < B,0) = pla’z < Bo;) >y (18)

or vice versa, and similarly for a,j. In particular, the former hypersurface will have one of four

forms:

1. z/p(0) = 2/p(0y ) = 7, which is uniformly satisfied or not satisfied across all (o, 8) € C,

det (Ai _ _)
2. zip(o) =Y i BB/ ~, which is a hyperplane,
det (AE, o )
k%

3. Zn det(AfE,a,B,o)

G detlArns) 2p(0} ) = v, which is a hyperplane, or

; det| A?
4.3 ¢ det( A p0) ( E;,a,ﬁ,a;)
= det(AE,a,U) det (AElj’a 07)

"k

> 7, which is a degree-2 polynomial hypersurface.

Simply said, these are all degree-2 polynomial hypersurfaces.
Within any region induced by these hypersurfaces, the comparison between any two variables
xy, and x; will have the form

max{z{p(a’x < B,0) — 2fp(a’ @ < §,0;), 7} - max{zp(a’® < B,0) — p(a’x < B,0]),7}
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> max{zp(a’® < 8,0) — 5p(a’® < B,07),7} - max(zp(a’® < B,0) - sp(a’® < B,01),7)

which at its most complex will equal

n det< %,a,ﬁ,a) det (AE,;,a,ﬂ,a,;) n det( %7a7670> det (AE;;,a,ﬁ,a,j)

c ¢ -
‘| det(Apao ‘| det(Apao
— et (Ag,a0) det (AE,:,a,crk_) i—1 et (Ag,ac) det (AE;,Q’U:>

(19)

n det (A%7a7670> det <A€ET,Q,5,JT> n det (AjE,a,B,o) det <A35+,a,6,af>
= Z ‘i det (Ap,a,0) - det (A ] _]) ' ; “ det (Ap,a.0) - det (A]; o +]>
T,

o’
J J

1= Ej_,a,a
This inequality can be written as a degree-5 polynomial hypersurface. In any region induced by
these hypersurfaces, the variable that branch-and-cut branches on will be fixed.

We now count the total number of hypersurfaces. First, we count the number of degree-2
polynomial hypersurfaces from Equation (18): there is a hypersurface defined by each variable
xy, set of branching constraints o, cutoff ¢ € [r] such that o, = (z < t,0), set E C M Uo
corresponding to an edge of P (o), and set E,. C M Uo; (and similarly for o; and E;). For a

mJ:|U|) (m+|¢j\+1
n—1 n—1
over all 73" reduced o, we have 2n73" 1 (m + 2n + 1)2(”_1) degree-2 polynomial hypersurfaces.

Next, we count the number of degree-5 polynomial hypersurfaces from Equation (19): there
is a hypersurface defined by each pair of variables x,x;, set of branching constraints o, cutoffs
tg,t; € [r] such that o = (v < ty,0) and o; = (z; < tj,0), and sets E,E;,E;,E;,E;f

corresponding to edges of P(O’),/P(O'k_),,P(O';:),/P(Uj_),'P(O';—). For a fixed o, this amounts to

4
n7? (”;;'f') (mﬁf‘fl) < n272(m + |o| + 1)°= Y hypersurfaces. Summing over all 73" reduced o,
we have n273"2(m + 2n + 1)5(”_1) degree-5 polynomial hypersurfaces.
Adding these hypersurfaces to those from Lemma C.1, we get the lemma statement. O

fixed o, this amounts to 2n7( ) < 2n7(m + |o| + 1)2"~Y hypersurfaces. Summing

C.2 Extension to multiple cutting planes

We can similarly derive a multi-cut version of Lemma 4.2 that controls xfp(alTw < Bi,..., a%;:c <
Bk, o) for any set of branching constraints. We use the following notation. Let (¢, A, b) be an LP
and let M denote the set of its m constraints. For ' C M Uo, let Ap, € RIFI*n and br, € RIFI
denote the restrictions of A, and b, to F. For ay,...,ar € R", B1,...,0 E R,and FF C M Uo

with |F| = n —k, let Apa,,..ae € R™" denote the matrix obtained by adding row vectors
ai,...,oq to Ap, and let Ay BB € R™ ™ be the matrix Arq,...ap0 € R™™ with the
ith column replaced by [bp,g Br - ﬂk]T.

Corollary C.2. Fiz an IP (c, A,b). There is a set of at most K hyperplanes, nK"™(m + 2n)"73"
degree-K polynomial hypersurfaces, and nK"(m + 2n)2"13" degree-2K polynomial hypersurfaces
partitioning R (+1) into connected components such that for each component C and every o C BC,
one of the following holds: either (1) zjp(alTx < pi,...,akx < Br,0) = x{p(0), or (2) there is
a subset of cuts indexed by l1,...,0 € [K]| and a set of constraints F C M Uo with |F| =n —k
such that

1 n
det(Aanzl 76@17"'7aszﬁék 70') det( Fvael 7/8[17"'7a£k 7/8[k70)>
9

xip(ade<pi,...,ake <pg,o)=
LP( 1 ) y K ; ) det(AF,a417...,azk,U) ) ) det(AF7a[1,...7a4k7O')
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for all (a1, B, ..., ak, k) € C.

Proof. The exact same reasoning in the proof of Lemma B.1 applies. We still have K hyperplanes.
Now, for each o, for each subset S C K with |S| < n, and for every face F' of P(c) with dim(F') =
|S|, we have at most m degree-K polynomial hypersurfaces. The number of k-dimensional faces
of P(o) is at most ("Zj_'g') < (m +2n)"" ! so the total number of these hypersurfaces is at most
nK™(m + 2n)"73". Finally, for every o, we considered a degree-2K polynomal hypersurfaces for
every subset of cuts and every pair of faces with degree equal to the size of the subset, of which
there are at most nK™(m + 2n)?"73", as desired. O

We now refine the decomposition obtained in Lemma 4.2 so that the branching constraints
added at each step of branch-and-cut are invariant within a region. For ease of exposition, we
assume that branch-and-cut uses a lexicographic variable selection policy. This means that the
variable branched on at each node of the search tree is fixed and given by the lexicographic ordering
Z1,...,ZTn. Generalizing the argument to work for other policies, such as the product scoring rule,
can be done as in the single-cut case.

Lemma C.3. Suppose branch-and-cut uses a lexicographic variable selection policy. Then, there
is a set of of at most K hyperplanes, 3n2K™(m + 2n)"13" degree-K polynomial hypersurfaces, and
nK"(m + 2n)?"r3" degree-2K polynomial hypersurfaces partitioning R™*! into connected compo-
nents such that within each connected component, the branching constraints used at every step of
branch-and-cut are invariant.

Proof. Fix a connected component C' in the decomposition established in Corollary C.2. Then, by
Corollary C.2, for each o, either zfp(alz < Bi,...,akx < Bk,0) = x{p(c) or there exists cuts
(without less of generality) labeled by indices 1,. ..,k € [K] and there exists F' C M U o such that

det (A% )
xio(ale <pi, ... ake < Bk, o)]i] = o1, B,k Bes0
LP( 1 ) y UK ’ )[ ] det(AF,al,...,ak,U)

for all (e, 8) € C and all i € [n]. Now, if we are at a stage in the branch-and-cut tree where o is
the list of branching constraints added so far, and the ith variable is being branched on next, the
two constraints generated are

z; < mep(a{az < 51,...,05(93 < BK,J)[i]J and x; > (m’[p(a{:c <pB,... ,a%;:c < BK,J)[Z'H ,

respectively. If C' is a component where zjp(alx < Bi,...,akz < Bk,0) = x{p(0), then there
is nothing more to do, since the branching constraints at that point are trivially invariant over
(a1,B1,...,ak,Br) € C. Otherwise, in order to further decompose C such that the right-hand-
side of these constraints are invariant for every o and every i = 1,...,n, we add the two decision
boundaries given by

det(A%’alaﬁlr--’ak’ﬁkﬂ') <k+1

<
det(ARal,...,ak,a)

for every i, o, and every integer k = 0,...,7 — 1, where 7 = [maxgep ||| ]. This ensures
that within every connected component of C' induced by these boundaries (degree-K polynomial
hypersurfaces),

det (A} )

Fya1,81,-,0,8k,0

det(AF’a17...,ak70')

[zip(a e < B,0)li]] =
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and ,
det (A}

F7a1?ﬂl)"‘7ak7ﬂkuo-)

det(AEal,...,ak,a)

are invariant, so the branching constraints added by, for example, a lexicographic branching
rule, are invariant. For a fixed o, there are two hypersurfaces for every subset S C [K], every
F C M U o corresponding to a |S|-dimensional face of P(c), and every i = 1,...,n, for a total
of at most 2n2K™ (mrg“ﬂ) < 2n2K"™(m + 2n)". Summing over all reduced o, we get a total of
2n2 K™ (m + 2n)" 73" hypersurfaces. Adding these hypersurfaces to the set of hypersurfaces estab-
lished in Corollary C.2 yields the lemma statement. O

[aip(a’z < B,0)[i]] =

Now, as in the single-cut case, we consider the constraints that ensure that all cuts are valid.
Let YV C RE(HD) denote the set of all vectors of valid K cuts. As before, V is a polyhedron, since
we may write

K
V:ﬂ ﬂ {(ahﬂlv"-yalﬂﬁk)GRK(nH):agwmﬁﬁk}.
k

=lzinEPmH

We now refine our decomposition further to control the integrality of the various LP solutions
at each node of branch-and-cut.

Lemma C.4. Given an IP (¢, A, b), there is a set of at most 2K " hyperplanes, 4n? K™ (m-~+2n)"74"
degree-K polynomial hypersurfaces, and nK"(m + 2n)?"13" degree-2K polynomial hypersurfaces

partitioning R (+1) into connected components such that for each component C, and each o C BC,
1[zfp (o] @ < By,...,agw < Bi,0) € L")
is invariant for all (a1, B1,...,ak,Bk) € C.

Proof. Fix a connected component C' in the decomposition that includes the facets defining ¥V and
the surfaces obtained in Lemma C.3. For all 0 € BC, ) € P, and ¢ = 1,...,n, consider the surface

zip (alz < Bi,...,akz < B, o) [i] = =i]. (20)

This surface is a polynomial hypersurface of degree at most K, due to Corollary C.2. Clearly,
within any connected component of C induced by these hyperplanes, for every ¢ and x; € P,
lzfp(alz < pi,...,akz < Bg,0) = @] is invariant. Finally, if zjp(afz < B1,...,akz <
Bk,o) € Z™ for some K cuts a{m < Bi,... ,a;(ac < Bk within a given connected component,
zip(alz < B,...,akx < Bk,0) = x| for some x| € Piu(c) C Py, which means that zjp(afx <
ﬁl,...,aim < Bg,0) = x € Z" for all vectors of K cuts alz < 61,...,0[;23: < Bk in that
connected component.

We now count the number of hyperplanes given by Equation 20. For each o, there are nK"
possible subsets of cut indices and at most (m+2n)"~! binding face constraints F C M Uo defining
the formula of Corollary C.2. For each subset-face pair, there are n|P)| < n7™ degree-K polynomial
hypersurfaces given by Equation 20. So the total number of such hypersurfaces over all ¢ is at
most 73"n2 K™ (m + 2n)"~'7". The number of facets defining V is at most K|P)| < K7". Adding

these to the counts obtained in Lemma C.3 yields the final tallies in the lemma statement. O

At this point, as in the single-cut case, if the bounding aspect of branch-and-cut is suppressed,
our decomposition yields connected components over which the branch-and-cut tree built is invari-
ant. We now prove our main structural theorem for B&C as a function of multiple cutting planes
at the root.
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Theorem C.5. Given an IP (¢, A,b), there is a set of at most O(12"n2" K27 (m+2n)27" 757" poly-
nomial hypersurfaces of degree at most 2K partitioning REMTY into connected components such
that the branch-and-cut tree built after adding the K cuts alx < j34,. .., a;‘gw < By at the root is in-
variant over all (o, B, . . ., ak, Pi) within a given component. In particular, fe ap(c1, B, ..., oK, BK)
s invariant over each connected component.

Proof. Fix a connected component C' in the decomposition induced by the set of hyperplanes,
degree- K hypersurfaces, and degree-2K hypersurfaces established in Lemma C.4. Let

Ql)' . "Qilv-[vai1+la o 7Qi2>IQ?Qi2+1a “e. (21)

denote the nodes of the tree branch-and-cut creates, in order of exploration, under the assumption
that a node is pruned if and only if either the LP at that node is infeasible or the LP optimal solution
is integral (so the “bounding” of branch-and-bound is suppressed). Here, a node is identified by
the list o of branching constraints added to the input IP. Nodes labeled by @ are either infeasible
or have fractional LP optimal solutions. Nodes labeled by I have integral LP optimal solutions and
are candidates for the incumbent integral solution at the point they are encountered. (The nodes
are functions of ay, f1,...,ax, fK, as are the indices 41,9, ....) By Lemma C.4, this ordered list
of nodes is invariant for all (a1, 51, ..., ax, Bk) € C.

Now, given an node index ¢, let I(¢) denote the incumbent node with the highest objective value
encountered up until the £th node searched by B&C, and let z(I(¢)) denote its objective value. For
each node @)y, let o, denote the branching constraints added to arrive at node @Qy. The hyperplane

s (@fz < B, aha < Bie,o0) = 2(1(0)) (22)

(which is a hyperplane due to Corollary C.2) partitions C' into two subregions. In one subregion,
zelalz <p,..., afcc < Br,o0) < z(I(¢)), that is, the objective value of the LP optimal solution
is no greater than the objective value of the current incumbent integer solution, and so the subtree
rooted at @ is pruned. In the other subregion, 2/p(af® < B1,...,alz < B, 00) > 2(I1(¢)), and
Q¢ is branched on further. Therefore, within each connected component of C' induced by all hyper-
planes given by Equation 22 for all £, the set of node within the list (21) that are pruned is invariant.
Combined with the surfaces established in Lemma C.4, these hyperplanes partition R ("+1) into
connected components such that as (a1, 5 ..., ax, i) varies within a given component, the tree
built by branch-and-cut is invariant.

Finally, we count the total number of surfaces inducing this partition. Unlike the counting stages
of the previous lemmas, we will first have to count the number of connected components induced by
the surfaces established in Lemma C.4. This is because the ordered list of nodes explored by branch-
and-cut (21) can be different across each component, and the hyperplanes given by Equation 22
depend on this list. From Lemma C.4 we have 6n2K"™(m + 2n)?"74" polynomial hypersurfaces of
degree < 2K. The set of all (ay,f1,...axg, ;) € RE®TD such that (aq, b1, .., ax, fx) lies on
the boundary of any of these surfaces is precisely the zero set of the product of all polynomials
defining these surfaces. Denote this product polynomial by p. The degree of the product polynomial
is the sum of the degrees of 6n2K"™(m + 2n)?"7%" polynomials of degree < 2K, which is at most
2K - 6Kn2K"(m + 2n)?"r4 = 12n2 K" 2(m + 2n)?"74". By Warren’s theorem, the number of
connected components of R"™1\ {(a, 8) : p(a, B) = 0} is O((12n2 K" 2(m + 2n)?7r47)n=1) and
by the Milnor-Thom theorem, the number of connected components of {(e, ) : p(e, 5) = 0} is
O((12n2 K™ 2(m + 2n)?n74")"=1) as well. So, the number of connected components induced by
the surfaces in Lemma C.4 is O(12"n2" K27 (m + 2n)2"*74*). For every connected component C'
in Lemma C.4, the closed form of z,’jp(ach < B,0y) is already determined due to Corollary C.2,
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and so the number of hyperplanes given by Equation 22 is at most the number of possible o C BC,
which is at most 7°". So across all connected components C, the total number of hyperplanes
given by Equation 22 is O(12"n2" K2’ (m 4 2n)2"*757"). Finally, adding this to the surface-counts
established in Lemma C.4 yields the theorem statement. O

D Omitted results from Section 5

Proof of Theorem 5.1. For a set X, X<N denotes the set of finite sequences of elements from
X. There is a bijection between the set of IPs (¢, A,b) € 7 := R™ x Z™*" x Z™ and R, so
IPs can be uniquely represented as real numbers (and vice versa). Now, consider the set of all
finite sequences of pairs of IPs and +1 labels of the form ((e1, A1,b1),€1),...,((en, AN, bN),eN),
€1,...,ex € {—1,1}, that is, the set (Z x {—1,1})<N. There is a bijection between this set and
(Rx{—1,1})<N, and in turn there is a bijection between (R x {—1,1})<N and R. Hence, there exists
a bijection between U and (Z x {—1,1})<N. Fix such a bijection ¢ : U — (T x {—1,1})<N, and let
e 1 (T x {~1,1})<N — U denote the inverse of ¢, which is well defined and also a bijection.
Let n be odd. For ¢ € R, let IP. € Z denote the IP

maximize ¢
subject to 2z + -+ 2z, =n (23)
x € {0,117,

Since n is odd, IP. is infeasible, independent of c. Jeroslow [21] showed that without the use of
cutting planes or heuristics, branch-and-bound builds a tree of size 2("~1)/2 before determining
infeasibility and terminating. The objective c is irrelevant, but is important in generating distinct
IPs with this property. Consider the cut x1+---+x, < |n/2], which is a valid cut for IP. (this is in
fact a Chvatal-Gomory cut [8]). In particular, since n is odd, 1+ +z, < [n/2] = 1+ -+
xn < (n—1)/2 < n/2, so the equality constraint of IP. is violated by this cut. Thus, the feasible
region of the LP relaxation after adding this cut is empty, and branch-and-bound will terminate
immediately at the root (building a tree of size 1). Denote this cut by (a{~1, (=) = (1, |n/2]).
On the other hand, let (a(), (1)) = (0,0) be the trivial cut 0 < 0. Adding this cut to the
1P co)r;straints does not change the feasible region, so branch-and-bound will build a tree of size
2(n—1 2
We now define e 4 and B¢ 4p. Let

(@M, M) i ((e,A,b),1) € p(u) and (¢, 4,b), —1) £ p(u)
(ac,A,b(u)vﬁc,A,b(u)) = (a(_l)v B(_l)) if ((Ca A> b)a _1) € (10(“) and ((C, Aa b)v 1) §é <p(u) :
(0,0) otherwise

The choice to use (0,0) in the case that either ((c, A,b),e) ¢ ¢(u) for each ¢ € {-1,1}, or
((c,;A,b0),—1) € p(u) and ((¢,A4,b),1) € ¢(u) is arbitrary and unimportant. Now, for any in-
teger N > 0, constructing a set of N IPs and N thresholds that is shattered is almost imme-
diate. Let ¢1,...,cy € R be distinct reals, and let 1 < rq,...,ry < 20=D/2_ Then, the set
{(IP¢;,71), ..., (IPey,7n)} can be shattered. Indeed, given a sign pattern (e1,...,eyx) € {—1,1}7,
let

u=9¢ ((IPs,c1),..., (IPey,eN)) .

Then, if¢; = 1, (aup,, (u), Bip,, (w)) = (M), M) 50 gy (IP,,) = 2"=D/2 and sign(gy, (IPe,) — 1) = 1.
Ife; = -1, (cup,, (u), Bip,, (u)) = (a1, 8=1) 50 gu(IP,,) = 1 and sign(gu(IP.,) — r3) = —1. So
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for any N there is a set of IPs and thresholds that can be shattered, which yields the theorem
statement. ]

Proof of Lemma 5.2. We have f; = u’a; — |[ula;|, fo = uT'b — [uTd], and since u € [-U,U|™,
[u”a;] € [-U |laill, .U ||ail|,] and [w"b] € [U|[b], , U |[b]],]. Now, for all i, k; € [~U [|aill, , U [|aill,]
Z and ko € [-U ||b]|;, U ||b]|;] NZ, put down the hyperplanes defining the two halfspaces

LuTaiJ =k < k<ula;<k+1 (24)
and the hyperplanes defining the two halfspaces
lu'b| =ky <= ko <u'b<ko+1 (25)
In addition, consider the hyperplane
uwla; — k; =u"b— kg (26)

for each 7. Within any connected component of R™ determined by these hyperplanes, |u”a;| and
|u”b| are constant. Furthermore, 1[f; < fo] is invariant within each connected component, since
if [ula;| = k; and |uTb] = ko, f; < fo <= ula; — k; < u''b — ko, which is the hyperplane
given by Equation 26. The total number of hyperplanes of type 24 is O(nU ||A]|;), the total
number of hyperplanes of type 25 is O(U ||b||;), and the total number of hyperplanes of type 26 is
nU? || All, |b]l;- Summing yields the lemma statement. O

Proof of Lemma 5.4. Let C C R™! be a connected component in the partition established in
Theorem 4.5, so C' can be written as the intersection of at most 14™(m + 2n)3”275"2 polynomial
constraints of degree at most 5. Let D C [-U,U]™ be a connected component in the partition
established in Lemma 5.2. By Lemma 5.3, there are at most 14™(m + 211)3””“27'5”2 polynomials of
degree at most 10 partitioning D into connected components such that within each component,
1[(a(u), f(w)) € C] is invariant. If we consider the overlay of these polynomial surfaces over all
components C, we will get a partition of [-U, U]™ such that for every C, 1[(a(u),5(u)) € C] is
invariant over each connected component of [—U, U]"™. Once we have this we are done, since all u
in the same connected component of [—U,U]™ will be sent to the same connected component of
R"*! by (a(u), B(u)), and thus by Theorem 4.5 the behavior of branch-and-cut will be invariant.

We now tally up the total number of surfaces. The number of connected components C' was given
by Warren’s theorem and the Milnor-Thom theorem to be O(14™(F) (1 4 2p)3n* (n+1) 750 (nt-1)y
so the total number of degree-10 hypersurfaces is 14™(m + 2n)3"27'5"2 times this quantity, which
yields the lemma statement. O

D.1 Multiple GMI cuts at the root

In this section we extend our results to allow for multiple GMI cuts at the root of the B&C tree.
These cuts can be added simultaneously, sequentially, or in rounds. If GMI cuts wy, us are added
simultaneously, both of them have the same dimension and are defined in the usual way. If GMI
cuts w1, ug are added sequentially, us has one more entry than w;. This is because when cuts are
added sequentially, the LP relaxation is re-solved after the addition of the first cut, and the second
cut has a multiplier for all original constraints as well as for the first cut (this ensures that the
second cut can be chosen in a more informed manner). If K cuts are made at the root, they can be
added in sequential rounds of simultaneous cuts. In the following discussion, we focus on the case
where all K cuts are added sequentially—the other cases can be viewed as instantiations of this.
We refer the reader to the discussion in Balcan et al. [8] for more details.
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To prove an analogous result for multiple GMI cuts (in sequence, that is, each successive GMI
cut has one more parameter than the previous), we combine the reasoning used in the single-GMI-
cut case with some technical observations in Balcan et al. [8].

Lemma D.1. Consider the family of K sequential GMI cuts parameterized by wy € [-U, U™, uy €
[~U, U™ ug € [U, U™ =L For any IP (e, A, b), there are at most

O (nK(L+U)** || 4], [bll,)
degree-K polynomial hypersurfaces and
2O(n2)KO(n3)(m + 2n)0(n3)7_0(n3)
degree-4K? polynomial hypersurfaces partitioning [—U,U|™ x --- x [=U, U™ 5= connected com-

ponents such that the BEC tree built after sequentially adding the GMI cuts defined by uy, ..., ux
is invariant over all (u1,...,wx) within a single component.

Proof. We start with the setup used by Balcan et al. [8] to prove similar results for sequential
Chvatal-Gomory cuts. Let aq,...,a, € R™ be the columns of A. We define the following aug-

mented columns a} € R™, ... ,6{( € R™*+5=1 for each i € [n], and the augmented constraint vectors
b' € R™,..., b5 € R™*K~1 yia the following recurrences:
611 = a;
~k—1
~ a;
af = |7 ~k-1
Up_1@;
and
b=
- br—1
bt = T Fk-1
u;_,b
for k =2,..., K. In other words, 64-"’ is the ith column of the constraint matrix of the IP and b
is the constraint vector after applying cuts w1, ..., ur_1. An identical induction argument to that

of Balcan et al. [8] shows that for each k € [K],
wfat] e [~ 1+ 0) lail,, 0+ 0)* il

and
[wf 8] € [ (1+ 0" [lblly, (1+0)* [l

Now, as in the single-GMI-cut setting, consider the surfaces
lufal| =t = t;<ulalf <441 (27)

and B N
Luzbﬂ =fly < {; < u{bk <fly+1 (28)

for every i,k, and every integer ¢; € [—(1 + U)*|ai|,,(1 + U)¥|a;||,] N Z and every integer
b€ [—-(L+U)¥|b]l,, (1 +U)*|b],] N Z. In addition, consider the surfaces
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for each i, k, ¢;, 9. As observed by Balcan et al. [§], u;‘g&f
1, ..., ugll], ..., ug[m + k — 1] of degree at most k (as is u{gk), so surfaces 27, 28, and 29 are all
degree-K polynomial hypersurfaces for all 7, k. Within any connected component of [—U, U|™ x
-+ x [=U, U)™E~1 induced by these hypersurfaces, |ul a¥] and Luggkj are constant. Furthermore
1[fF < fF] is invariant for every i, k, where f¥ = ulak — [ula¥| and f¥ = ufgk — Luggkj

Now, fix a connected component D C [~U,U]™ x --- x [~U,U]™*X~1 induced by the above
hypersurfaces, and let ¢ C RE(™+1) be the intersection of ¢ polynomial inequalities of degree at
most d. Consider a single degree-d polynomial inequality in K(n + 1) variables y1, ..., yx(n+1),
which can be written as

Z AT H yj = Z ATy, Ty H Yjp - H Yi <7

TCIK(n+1)]  jET T1,... T Cln+1] €T jx €Tk
|T|<d T |4+ [Tk [<d

Now, the sets Si,..., Sk defined by Sy, = {i: fF < f¥} are fixed within D, so we can write this as

K
oo [ I fFa=6 11 o= 11 ffa-5m)) <~

Ty, T C[n+1] k=1 LjE€TKNS}, FETK\Sk JETk
[T |+ +|Tk|<d j#n+1 j#n+l j=ntl

We have that f]k and féf are degree-k polynomials in wuq, ..., ug. Since the sum is over all multisets
T,...,Tk such that |T1| 4+ --- + |Tx| < d, there are at most d terms across the products, each of
the form f]k(l — fo)¥, k(1 - f]’-'“)7 or fF(1 — fo)*. Therefore, the left-hand-side is a polynomial of
degree at most 2dK, and if C C RE(™*D ig the intersection of ¢ polynomial inequalities each of
degree at most d, the set

{(uy,...,ug) € D: (a(u,...,ug),B(ui,...,ug)) € C} C[-U,U™ x --- x [-U, U] TE-1

can be expressed as the intersection of g degree-2dK polynomial inequalities.

To finish, we run this process for every connected component C' C RE (1) in the partition estab-
lished by Theorem C.5. This partition consists of O(12"n?" K 2n (m+ 2n)2"27'5"2) degree-2K poly-
nomials over RE(n+1), By Warren’s theorem and the Milnor-Thom theorem, these polynomials par-
tition REK (1) into O (1271 p2n(n+1) gr2n®(n41) (4 9p)20° (n41) 250 (n+1)) connected components.
Running the above argument for each of these connected components of REX("+1) yields a total
of O (12n(n+1)n2n(n+1)K2n2(n+1) (m + 2n)2n2(n+1)75n2(n+1)> e (12nn2nK2n2 (m 4 2n>2n27.5n2> —

20(n*) ¢ O("B)(m + 2n)0(”3)70(”3) polynomials of degree 4K2. Finally, we count the surfaces of
the form (27), (28), and (29). The total number of degree-K polynomials of type 27 is at most
O(nK(1+ U)X | A|,), the total number of degree-k polynomials of type 28 is O(K (1 + U)X ||b|,),
and the total number of degree-K polynomials of type 29 is O(nK (1 + U)K || Al|, ||b]|). Summing
these counts yields the desired number of surfaces in the lemma statement.

In any connected component of [—U,U|™ determined by these surfaces, 1{(a(u), 5(u)) € C] is
invariant for every connected component C C RE(M+1) in the partition of RE(+1) established in
Theorem C.5. This means that the tree built by branch-and-cut is invariant, which concludes the
proof. O

Finally, applying the main result of Balcan et al. [6] to Lemma D.1, we get the following
pseudo-dimension bound for the class of K sequential GMI cuts at the root of the B&C tree.
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is a polynomial in w1 [1],. .., wi[m], ua[l],..., us[m+



Theorem D.2. Foruy € [-U, U™, uy € [-U, U™ .. Jug € [~U, U571 et guy g (€, A, )
denote the number of nodes in the tree B&C builds given the input (¢, A, b) after sequentially apply-
ing the GMI cuts defined by uy,...,ux at the root. The pseudo-dimension of the set of functions
{Gug g : (U1, ug) € [U U™ x - x [=U, U™ E=1} on the domain of IPs with ||All; < a
and ||bll;, < b is

@) (mK3 log U + mn3K?log(mnKT) + mK? log(ab)) .
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